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Abstract

We provide a unified approach to a priori estimates for supersolutions of BSDEs in general
filtrations, which may not be quasi left-continuous. Unlike the previous related approaches in
simpler settings, our results do not only rely on a simple application of Itô’s formula and classical
estimates, but uses crucially appropriate generalizations of deep estimates for supermartingales
obtained by Meyer. As an example of application, we prove that reflected BSDEs are well-posed
in a general framework which has not been covered so far in the extent literature.

Résumé

Nous proposons dans cet article une approche unifiée permettant l’obtention d’estimées a priori
pour des sur-solutions d’EDSR adaptées à des filtrations générales, en particulier non nécessaire-
ment quasi-continues à gauche. Contrairement aux approches antérieures de ce problème dans
des cadres plus simples, nos résultats ne sont pas la conséquence directe de la formule d’Itô et
d’estimées classiques, mais dépendent de manière cruciale de versions appropriées à notre con-
texte d’estimées obtenues par Meyer pour des sur-martingales. Nous proposons entre autres une
application de nos résultats à l’étude de l’existence et de l’unicité de solutions d’EDSR réfléchies
dans un cadre général non-couvert par les résultats précédents dans la littérature.
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1 Introduction

Supersolutions of backward stochastic differential equations (BSDEs from now on) were introduced by
El Karoui et al. in their seminal paper [8], in order to study superhedging strategies in mathematical
finance. In the simple context of a filtered probability space (Ω,F ,F := (Ft)0≤t≤T ,P) where F is the
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(augmented) natural filtration of a d-dimensional Brownian motion W , a supersolution of a BSDE
with terminal condition ξ and generator g consists in a triple of F-adapted processes (Y, Z,K), living
in appropriate spaces, with K predictable non-decreasing, such that

Yt = ξ −
∫ T

t
gs(Ys, Zs)ds−

∫ T

t
Zs · dWs +

∫ T

t
dKs, t ∈ [0, T ], P− a.s. (1.1)

These objects appeared later to be at the very heart of the study of reflected BSDEs, as introduced in
El Karoui et al. [9], and more generally of BSDEs satisfying some constraint, see Cvitanić, Karatzas
and Soner [5] for constraints on the Z-component and Peng et al. [18, 23, 24, 25, 26] for general
restrictions. More recently, supersolutions of BSDEs have been proved to provide the semimartingale
decomposition of the so-called second order BSDEs, introduced by Soner, Touzi and Zhang [29] and
generalized by Possamaï, Tan and Zhou [27], and of the weak BSDEs studied by Bouchard, Élie and
Réveillac in [1].

When the generator g is equal to 0, the process Y defined above is nothing else but a supermartingale,
and (1.1) is simply its Doob-Meyer decomposition. This was generalized by Peng [23] using the notion
of non-linear supermatingales, see also [2, 10] and the references therein.

As seen through the above examples, supersolutions of BSDEs appear quite frequently in the litera-
ture, as natural semimartingale decompositions for various stochastic processes, and are often used
to study their fine properties. Having at hand a priori estimates on the moments and on the stability
of supersolutions is crucial in these contexts. Unfortunately, in almost all the previously cited works,
with the exception of [27], such estimates have been written in, roughly speaking, the context of a
Brownian filtration. This is rather limiting from the point of view of both the theory and the appli-
cations, and it has created a tendency in the recent literature to reproduce very similar proofs every
time that the context was generalized.

In this paper, we propose a general approach which allows one to consider a quite sufficiently general
setting. In particular, we do not assume that the underlying filtration is generated by a Brownian
motion. In this case, one needs to introduce another component in the definition of a supersolution
of a BSDE, namely a martingale M that is orthogonal to W :

Yt = ξ −
∫ T

t
gs(Ys, Zs)ds−

∫ T

t
Zs · dWs −

∫ T

t
dMs +

∫ T

t
dKs, t ∈ [0, T ], P− a.s. (1.2)

When K ≡ 0, such objects were first introduced by El Karoui and Huang [7], and studied more
recently by Kruse and Popier [14] to handle more general filtrations, in the context of Lp-solutions,
as in the seminal papers [8, 4]. Supersolutions in general filtrations play a crucial role for the class of
reflected BSDEs studied by Klimsiak [13], which is, as far as we know, the most general reference to
date. However, all [7], [13]1, [14] still impose that the filtration is quasi left-continuous, a property
which, for instance, is not satisfied for the second order BSDEs studied in [27]. We remind the reader
that the filtration F, assumed to satisfy the usual hypotheses, is said to be quasi-left continuous if,
for any F-predictable stopping time τ , one has

Fτ = Fτ−, where Fτ− := σ (A ∪ {t < τ}, A ∈ Ft) ∨N ,
1Notice that in [13], when the generator does not depend on Z and p = 1, there is no need for the quasi left-continuity

assumption. But the general case requires it.
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where N is the the set of all null sets in (Ω,F ,P). Intuitively, this means that martingales with
respect to F cannot have predictable times of jumps, and in particular deterministic times of jumps.

To understand the simplifications induced by the quasi left-continuity assumption, let us give a brief
sketch of the strategy of proof usually used to obtain estimates, say in L2 for simplicity:

(i) Apply Itô’s formula to eα·Y 2 to obtain

eαtY 2
t + α

∫ T

t
eαsY 2

s ds+

∫ T

t
eαs ‖Zs‖2 ds+

∫ T

t
eαsd[M ]s (1.3)

= eαT ξ2 − 2

∫ T

t
eαsYsgs(Ys, Zs)ds− 2

∫ T

t
eαsYsZs · dWs − 2

∫ T

t
eαsYs−dMs + 2

∫ T

t
eαsYs−dKs.

(ii) Take expectations on both sides, use classical inequalities (namely Young and Burkholder-Davis-
Gundy) and some continuity assumptions on g (usually Lipschitz continuity) to control L2-type norms
of (Y,Z,M) by the norm of K times a small constant, when α > 0 is large enough.

(iii) Use the definition of a supersolution to control the norm of K by the norms of (Y,Z,M), and
conclude.

What is actually hidden in this reasoning is that, because the martingale M cannot jump at pre-
dictable times when the filtration is quasi left-continuous, the bracket [M,K] is identically equal to 0.
This is no longer true for general filtrations, in which case we have to deal with the term [M,K]. It
turns out to be difficult to control, which makes this traditional approach not amenable to filtrations
that are not quasi left-continuous.

In the case where we look for estimates in L2, this is not a problem because this bracket term is
indeed a (local) martingale, see [28, proof of Lemma 6]2, and taking expectations in both sides (up
to localization) is enough. This does not work anymore for p 6= 2 because then the formulation
corresponding to (1.3) involves a non-linear transformation of this martingale.

Of course, such a problem only appears when one considers supersolutions, which is not the case in
[7] or [13]. The main problem in [7] is that since they consider BSDEs driven by a general càdlàg
martingale N , the generator g is integrated with respect to a Stieljes measure related to d〈N〉, and,
if the filtration is not quasi-left continuous, then 〈N〉 may have jumps in general, which prevents the
technics in [7] to be applied. In [14] however, the problem comes from the fact that they consider
so-called BSDEs with jumps, which adds another martingale in the definition of the BSDE. When
the filtration is not quasi-left continuous, this martingale can jump at predictable times, which makes
the analysis more difficult.

The main aim of our paper is to give a general proof of a priori estimates and stability for superso-
lutions of BSDEs in a possibly non-quasi-left-continuous filtration. The proof relies on the following
property:

"It is sufficient to control the norm of Y to control the norm of (Y,Z,M,K)."

This is the philosophy of the estimates of Meyer [21, Theorem 1] that apply to general super-
martingales (see also the generalization in [17, Thm 3.1]). In Section 2, we show how it can be
generalized to the non-linear context of BSDEs. Namely, Theorem 2.1 below provides the extension

2We thank M. Schweizer for pointing this argument out to us.
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of [21, Theorem 1] to a supersolution, while Theorem 2.2 is a version that applies to the difference
of two supersolutions. Both are valid for supersolutions that are only làdlàg. In Section 3, we use
these results to provide a well-posedness result for reflected BSDEs with a càdlàg obstacle. When
there is no quasi left-continuity assumption on the filtration, this result is not available in the existing
literature.

Notations. For any l ∈ N\{0}, we denote the usual inner product of two vectors (x, y) ∈ Rl ×Rl by
x ·y. The Euclidean norm on Rl is denoted by ‖·‖, and simplified to |·| when l = 1. Let T > 0 be fixed
and let (Ω,F ,P) be a complete probability space, equipped with a filtration F = (Ft)0≤t≤T satisfying
the usual conditions, and carrying a standard d-dimensional F−Brownian motion W . Importantly,
we do not assume that the filtration is quasi left-continuous. Given p > 1 and α > 0, we introduce
the classical spaces:

• Lp is the space of R-valued and FT -measurable random variables ξ such that

‖ξ‖pLp := E [|ξ|p] < +∞.

• Sp (resp. Spr) denotes the space of R-valued, F-adapted processes Y , with P-a.s. làdlàg (resp.
càdlàg) paths, such that

‖Y ‖pSp := E

[
sup

0≤s≤T
|Yt|p

]
< +∞.

• Mp,α is the space of R-valued, F-adapted martingales M , with P-a.s. càdlàg paths, such that
M is orthogonal to W and

‖M‖pMp,α := E

[(∫ T

0
eαsd[M ]s

) p
2

]
< +∞.

• Hp,α (resp. Hp,α
1 ) is the space of Rd-valued (resp. R-valued) and F-predictable processes Z such

that

‖Z‖pHp,α := E

[(∫ T

0
eαs ‖Zs‖2 ds

) p
2

]
< +∞.

• Ip,α (resp. Ip,α+ , Ip,αr , Ip,α+,r) denotes the space of R-valued, F-predictable processes with bounded
variations K, with P-a.s. làdlàg (resp. non-decreasing làdlàg, càdlàg, non-decreasing càdlàg)
paths, such that

‖K‖pIp,α := E

[(∫ T

0
e
α
2
sdTV(K)s

)p]
< +∞

and K0 = 0. In the above TV(K) denotes the total variation of K.

• We also define Sploc as the collection of processes Y such that, for an increasing sequence of
stopping times (τn)n≥1 satisfying P(limn→∞ τn = ∞) = 1, the localized process Yτn∧· belongs
to Sp for each n ≥ 1. The spaces Mp,α

loc , H
p,α
loc , H

p,α
1,loc, I

p,α
loc , and Ip,α+,loc are defined similarly.

• Finally, for α = 0, we simplify the notation Mp := Mp,0, Hp := Hp,0, Hp
1 := Hp,0

1 , Ip := Ip,0,
Ip+ := Ip,0+ , Ipr := Ip,0r and Ip+,r := Ip,0+,r.
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Note that the above spaces do not depend on the precise value of α as we work on the compact time
interval [0, T ], two values of α actually provide equivalent norms. Still, we keep the parameter α
which, as usual, will be very helpful for many of our arguments.

Given a làdlàg optional process X, such that its right-limit process X+ is a semimartingale, and a
locally bounded predictable process φ, we define the stochastic integral as in [16]:

(φ ? X)t :=

∫ t

0
φsdXs :=

∫ t

0
φsdX

+
s − φt(Xt+ −Xt), t ≥ 0.

Moreover, we define
∫ T
t φsdXs :=

∫ T
0 φsdXs −

∫ t
0 φsdXs.

2 A priori estimates

Let us consider a BSDE with terminal condition ξ and generator g : [0, T ] × Ω × R × Rd −→ R.
For ease of notations, we denote g0

t (ω) := gt(ω, 0, 0). Although, we will have to differentiate between
possible values of p > 1, this parameter is fixed from now on. The following standing assumption is
assumed throughout this section.

Assumption 2.1. (i) ξ ∈ Lp, g0 ∈ Hp
1 and the process (t, ω) 7−→ gt(ω, y, z) is F-progressively

measurable for all (y, z) ∈ R× Rd.

(ii) There exist (Ly, Lz) ∈ R2
+, independent of any variables, s.t. for all (t, ω, y1, z1, y2, z2) ∈ [0, T ]×

Ω× (R× Rd)2 ∣∣gt(ω, y1, z1)− gt(ω, y2, z2)
∣∣ ≤ Ly|y1 − y2|+ Lz ‖z1 − z2‖ . (2.1)

We recall here the definition of a supersolution.

Definition 2.1. We say that (Y,Z,M,K) is a solution (resp. local solution) of

Yt = ξ −
∫ T

t
gs(Ys, Zs)ds−

∫ T

t
Zs · dWs −

∫ T

t
dMs +KT −Kt, (2.2)

if the above holds for any t ∈ [0, T ], P−a.s., and (Y, Z,M,K) ∈ Sp×Hp×Mp×Ip (resp. (Y, Z,M,K) ∈
Sploc×H

p
loc×M

p
loc×I

p
loc). If moreover K ∈ Ip+ (resp. Ip+,loc), we say that (Y,Z,M,K) is a supersolution

(resp. a local supersolution) of (2.2).

2.1 Estimates for the solution

Our main result says that one can control (Z,M,K) by controlling the component Y of a solution
(Y, Z,M,K). We emphasize that the general setting we consider here creates additional difficulties
that have not been tackled so far in the literature, and which mainly stems from the fact that it
is possible for the processes K and M to jump at the same time, when the filtration is not quasi
left-continuous. Therefore, the traditional approach which consists in applying Itô’s formula to |Y |p

to derive the desired estimates fails, as this makes the cross-variation between M and K appear, a
term that has no particular sign and cannot be controlled easily. Our message here is that, in order to
obtain such estimates in a general setting, one should rely on a deeper result from the general theory
of processes, namely the estimates obtained in Meyer [21] for general supermartingales, a version of
which we recall in the Appendix below, see Lemma A.1.

5



The following is an extension to the non-linear context.

Theorem 2.1. Let (Y,Z,M,K) ∈ Sp × Hp ×Mp × Ip+ be a solution of (2.2). Then, for any α ≥ 0,
there is a constant Cα2.1 such that

‖Z‖pHp,α + ‖M‖pMp,α + ‖K‖pIp,α ≤ C
α
2.1

(
‖ξ‖pLp + ‖Y ‖pSp +

∥∥g0
∥∥p
Hp,α1

)
.

Before proving this result, we shall establish more general intermediate estimates, that will also be
used to control the difference of solutions in Theorem 2.2 below. They use the notation

N := Z ?W +M −K.

We start with an easy remark.

Remark 2.1. (i) First note that for any ` > 0 and (ai)1≤i≤n ⊂ (0,+∞),

(1 ∧ n`−1)
n∑
i=1

a`i ≤

(
n∑
i=1

ai

)`
≤ (1 ∨ n`−1)

n∑
i=1

a`i . (2.3)

Let us now consider a solution (Y, Z,M,K) ∈ Sp × Hp × Mp × Ip of (2.2). Since W and M are
orthogonal, (2.3) implies that

(1 ∧ 2
p
2
−1)

(
‖Z‖pHp,α + ‖M −K‖pMp,α

)
≤ ‖N‖pMp,α ≤ (1 ∨ 2

p
2
−1)

(
‖Z‖pHp,α + ‖M −K‖pMp,α

)
. (2.4)

Moreover, if K ∈ Ip,α+ then the Kunita-Watanabe inequality leads to

d[M + Z ?W ] ≤ 2 (d[N ] + d[K]) ≤ 2 (d[N ] + 2K−dK + d[K]) ≤ 2
(
d[N ] + dK2

)
,

so that by (2.3)

‖M + Z ?W‖pMp,α ≤ 2
p
2E

[(∫ T

0
eαs
(
d[N ]s + dK2

s

)) p
2

]
≤ 2

p
2

(
1 ∨ 2

p
2
−1
)(
‖N‖pMp,α + e

αpT
2 ‖K‖pIp,α

)
.

Hence, since W and M are orthogonal, we finally have

(1 ∧ 2
p
2
−1)(‖M‖pMp,α + ‖Z‖pHp,α) ≤ ‖M + Z ?W‖pMp,α ≤ (2

p
2 ∨ 2p−1)

(
‖N‖pMp,α + e

αpT
2 ‖K‖pIp,α

)
,

(2.5)

in which the left-hand side inequality remains true even if K is not non-decreasing.

(ii) In the following, we shall also use the standard Young’s inequality

ab ≤ βap +
bq

q(βp)q/p
, for a, b ∈ R+, β > 0, p, q > 1 and 1

p + 1
q = 1. (2.6)

(iii) We also emphasize that for (Y,Z,M) ∈ Sp ×Hp ×Mp, the process∫ ·
0
ep

α
2
sφp(Ys−)d (M + Z ?W ) ,
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is a uniformly integrable martingale, where

φp(y) = |y|p−1sgn(y)1y 6=0, for y ∈ R. (2.7)

Indeed, Burkholder-Davis-Gundy and Hölder’s inequalities imply

E

[
sup

0≤t≤T

∣∣∣∣∫ t

0
ep

α
2
sφp(Ys−)d (M + Z ?W )s

∣∣∣∣
]

≤ CE

√∫ T

0
epαs |Ys−|2p−2 d[M ]s +

∫ T

0
epαs |Ys|2p−2 ‖Zs‖2ds


≤ Ce(p−1)α

2
T ‖Y ‖p−1

Sp (‖M‖Mp,α + ‖Z‖Hp,α) ,

for some C > 0.

From now on, we use the generic notation C, combined with super- and subscripts, to denote constants
in our estimates that only depend on Ly, Lz, p and α. If they depend on other parameters, this will
be made clear. Although we do not provide their expressions explicitly, our proofs are written in such
a way that the interested reader can easily keep track of them line after line.

In the following, the inequality (2.8) is the crucial one, this is the consequence of Meyer [21].

Lemma 2.1. Let (Y,Z,M,K) ∈ Sp ×Hp ×Mp × Ip be a solution of (2.2).

(i) If K ∈ Ip+, then for all α ≥ 0 there exists a constant Cα(2.8) such that

‖K‖pIp,α ≤ C
α
(2.8)

(∥∥∥eα2 ·Y ∥∥∥p
Sp

+ ‖Z‖pHp,α +
∥∥g0
∥∥p
Hp,α1

)
. (2.8)

(ii) If p ≥ 2, then for all ε > 0 there exists α > 0 and a constant Cε,α(2.9) such that

‖Y ‖pHp,α1
+ ‖N‖pMp,α ≤ ε

∥∥g0
∥∥p
Hp,α1

+ Cε,α(2.9)

(
‖ξ‖pLp + ‖(eα·Y− ? N)T ‖

p
2

L
p
2
1p>2 + E [(eα·Y− ? K)T ]+ 1p=2

)
.

(2.9)

(iii) If p ∈ (1, 2), then for all ε > 0 there exists α > 0 and a constant Cε,α(2.10) such that

‖N‖pMp,α ≤ ε
∥∥g0
∥∥p
Hp,α1

+ Cε,α(2.10)

(
‖ξ‖pLp +

∥∥∥eα2 ·Y ∥∥∥p
Sp

+ E[(ep
α
2
·φp(Y−) ? K)T ]+

)
, (2.10)

where φp is defined in (2.7).

Proof. (i) Let us first prove (2.8). A simple application of Itô’s formula implies that

e
α
2
·Y· −

∫ ·
0
e
α
2
s
(
gs(Ys, Zs) +

α

2
Ys

)
ds

is a supermartingale. Moreover, the non-decreasing process in its Doob-Meyer decomposition is
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∫ ·
0 e

α
2
sdKs. Therefore, Lemma A.1, Assumption 2.1 and Jensen’s inequality provide

(CpA.1)−p ‖K‖pIp,α ≤
∥∥∥∥eα2 ·Y − ∫ ·

0
e
α
2
s
(
gs(Ys, Zs) +

α

2
Ys

)
ds

∥∥∥∥p
Sp

≤ (1 ∨ 2p−1)

(∥∥∥eα2 ·Y ∥∥∥p
Sp

+ E

[(∫ T

0
e
α
2
s
(
|gs(Ys, Zs)|+

α

2
|Ys|
)
ds

)p])
≤ (1 ∨ 2p−1)

((
1 + (1 ∨ 3p−1)T p

(
Ly +

α

2

)p)∥∥∥eα2 ·Y ∥∥∥p
Sp

+ (1 ∨ 3p−1)
(
Lpz ‖Z‖

p
Hp,α +

∥∥g0
∥∥p
Hp,α1

))
,

(2.11)

in which the constant CpA.1 is as in Lemma A.1.

(ii) We now turn to (2.9). As usual, we apply Itô’s formula to eα·Y 2, see [16, p.538] for the case of
làdlàg processes, use Assumption 2.1 and (2.6), to obtain

eαtY 2
t +

(
α− 1

ε
− 2Ly −

L2
z

η

)∫ T

t
eαsY 2

s ds+ (1− η)

∫ T

t
eαs ‖Zs‖2 ds+

∫ T

t
eαsd[M −K]s

≤ eαT |ξ|2 + ε

∫ T

t
eαs
∣∣g0
s

∣∣2 ds− 2

∫ T

t
eαsYs−dNs, (2.12)

for any (ε, η) ∈ (0,+∞)2. Combined with (2.3), this implies that

C1 ‖Y ‖pHp,α1
+ C2 ‖Z‖pHp,α + ‖M −K‖pMp,α ≤ 3

p
2
−1
(
e
p
2
αT ‖ξ‖pLp + ε

p
2

∥∥g0
∥∥p
Hp,α1

)
+ 3

p
2
−12

p
2 ‖(eα·Y− ? N)T ‖

p
2

L
p
2
1p>2

+ 3
p
2
−12

p
2E [(eα·Y− ? K)T ]+ 1p=2,

where C1 := (α− 1
ε − 2Ly− L2

z
η )

p
2 , C2 := (1− η)

p
2 and where we have used Remark 2.1(iii) in the case

p = 2. Fix α > 0 and η ∈ (0, 1) such that C1, C2 > 0. We then deduce (2.9) from the right-hand side
of (2.4) for α large enough.

(iii) It remains to prove (2.10). Since p < 2, we can not use the Burkholder-Davis-Gundy inequality
with exponent p/2 to a martingale involving M , as it is only càdlàg. We then follow the approach
proposed recently in [14]. We first appeal to Lemma A.2 below:

ep
α
2
t |Yt|p +

p(p− 1)

2

∫ T

t
ep

α
2
s |φp−1(Ys)| d[N ]cs +

αp

2

∫ T

t
ep

α
2
s |Ys|p ds+ATt

≤ ep
α
2
T |ξ|p + p

∫ T

t
ep

α
2
s |Ys|p−1 |gs(Ys, Zs)| ds− p

∫ T

t
ep

α
2
sφp(Ys−)dNs,

in which

ATt :=
p(p− 1)

2

∑
t<s≤T

ep
α
2
s |∆Ns|2

(
|Ys−|2 ∨ |Ys− + ∆Ns|2

) p
2
−1

1|Ys−|∨|Ys−+∆Ns|6=0,

8



with ∆N := N+ −N−. Recalling Assumption 2.1 and using (2.6), this shows that, for any β, γ > 0,

ep
α
2
t |Yt|p +

(
p(p− 1)

2
− β

)∫ T

t
ep

α
2
s |φp−1(Ys)| d[N ]cs + p

(
α

2
− Ly −

pL2
z

4β

)∫ T

t
ep

α
2
s |Ys|p ds+ATt

≤ ep
α
2
T |ξ|p + p

∫ T

t
ep

α
2
s |Ys|p−1

∣∣g0
s

∣∣ ds− p ∫ T

t
ep

α
2
sφp(Ys−)dNs

≤ ep
α
2
T |ξ|p +

∥∥g0
∥∥p
Hp,α1

+
p− 1

p
p
p−1

sup
0≤s≤T

∣∣∣eα2 sYs∣∣∣p − p ∫ T

t
ep

α
2
sφp(Ys−)dNs.

Let us take α ≥ 2Ly + pL2
z/(2β) with β < p(p− 1)/2. Taking expectations on both sides, we obtain

E
[∫ T

t
ep

α
2
s |φp−1(Ys)| d[N ]cs +ATt

]
≤ C1

(2.13) ‖ξ‖
p
Lp + C2

(2.13)

∥∥g0
∥∥p
Hp,α1

+ C3
(2.13)

∥∥∥eα2 ·Y ∥∥∥p
Sp

+ C4
(2.13) E[(ep

α
2
·φp(Y−) ? K)T ]+, (2.13)

for some explicit constants (Ci(2.13))1≤i≤4. We then argue as in [14, Step 2, Proof of Proposition 3]3

and use (2.6) again to obtain that

‖N‖pMp,α ≤

(
2C2

(2.13)

εp

) 1
p−1

(2− p)
∥∥∥eα2 ·Y ∥∥∥p

Sp
+

ε

C2
(2.13)

E
[∫ T

0
ep

α
2
s |φp−1(Ys)| d[N ]cs +AT0

]
,

for ε > 0. 2

We are now in position to complete the proof of Theorem 2.1.

Proof of Theorem 2.1. 1. We first assume that p ≥ 2. In the course of this proof, we will
have to choose α > 0 large to apply (2.9). However, since the norms in {‖·‖pHp,α , α > 0} (resp.
{‖·‖pHp,α1

, α > 0} and {‖·‖pMp,α , α > 0}) are equivalent for different values of α, this is enough to prove
our general result. We first estimate the last term in (2.9):

‖(eα·Y− ? N)T ‖
p
2

L
p
2
≤ 2

p
2
−1
(
‖(eα·Y− ? (M + Z ?W ))T ‖

p
2

L
p
2

+ ‖(eα·Y− ? K)T ‖
p
2

L
p
2

)
,

in which, for any δ > 0,

‖(eα·Y− ? K)T ‖
p
2

L
p
2
≤ 1

4δ

∥∥∥eα2 ·Y ∥∥∥p
Sp

+ δ ‖K‖pIp,α ,

recall (2.6), and

‖(eα·Y− ? (M + Z ?W ))T ‖
p
2

L
p
2
≤ C∗pE

[(∫ T

0
e2αsY 2

s−d[M + Z ?W ]s

) p
4

]

≤
(C∗p)2

4δ

∥∥∥eα2 ·Y ∥∥∥p
Sp

+ δ ‖M + Z ?W‖pMp,α ,

3As pointed out by a referee, there are some inaccuracies in the proof of Proposition 3 in [14], especially their
inequality (31), which is only valid for predictable integrands. However, this inequality is never used in our proofs, and
we only use similar estimates as those of their Equation (33).
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with

C∗p :=

(
p

2
∨ p

p− 2
− 1

)p
1p>2 + 21p=2, (2.14)

by Burkholder’s inequality, see e.g. [22, Theorems 8.6 and 8.7]. Combining the above inequalities
with (2.5) leads to

‖(eα·Y− ? N)T ‖
p
2

L
p
2
1p>2 +‖(eα·Y− ? K)T ‖

p
2

L
p
2
1p=2 ≤

C1
(2.15)

δ

∥∥∥eα2 ·Y ∥∥∥p
Sp

+δC2
(2.15)

(
‖N‖pMp,α + ‖K‖pIp,α

)
,

(2.15)
for some explicit constants C1

(2.15) and C
2
(2.15) that do not depend on δ. By inserting the last inequality

in (2.9), for e.g. ε = 1 and α chosen appropriately, we obtain for δ ∈ (0, 1):

(1− δC4
(2.16)) ‖N‖

p
Mp,α ≤ C1

(2.16) ‖ξ‖
p
Lp + C2

(2.16)

∥∥g0
∥∥p
Hp,α1

+
C3

(2.16)

δ

∥∥∥eα2 ·Y ∥∥∥p
Sp

+ δC4
(2.16) ‖K‖

p
Ip,α ,

(2.16)

in which the constants (Ci(2.16))i≤4 are explicit and do not depend on δ ∈ (0, 1). In view of the
left-hand side of (2.4) and (2.8), (2.16) provides the required bound on ‖Z‖pHp,α by choosing δ > 0

small enough, so that we can then use (2.8) again to deduce the corresponding bound on ‖K‖pIp,α :

‖Z‖pHp,α + ‖K‖pIp,α ≤ C(2.17)

(
‖ξ‖pLp + ‖Y ‖pSp +

∥∥g0
∥∥p
Hp,α1

)
, (2.17)

for some constant C(2.17). Finally, it remains to appeal to (2.5), (2.16) and (2.17) to obtain the
required bound on ‖M‖pMp,α and conclude the proof in the case p ≥ 2.

2. We now consider the case p ∈ (1, 2). We argue as above except that we now estimate the last term
in (2.10) by using (2.6):

E[(ep
α
2
·φp(Y−) ? K)T ] ≤ p− 1

(δpp)
1
p−1

∥∥∥eα2 ·Y ∥∥∥p
Sp

+ δ ‖K‖pIp,α . (2.18)

The latter combined with (2.4), (2.5), (2.8) and (2.10), as in the end of step 1, provides the required
result after choosing δ > 0 small enough. 2

When (Y,Z,M,K) is only a local solution of (2.2), all the arguments above hold true after a lo-
calization. Then, using Fatou’s Lemma, it follows immediately that (Y,Z,M,K) is a solution. We
formulate the following result but omit the proof.

Proposition 2.1. Let (Y,Z,M,K) be a local solution of (2.2). Suppose in addition that Y ∈ Sp.
Then, (Y,Z,M,K) is a solution of (2.2).

2.2 Difference of solutions and stability

In this section, we consider two terminal conditions ξ1, ξ2, as well as two generators g1 and g2,
satisfying Assumption 2.1. We then denote by (Y i, Zi,M i,Ki) ∈ Sp × Hp ×Mp × Ip+ a solution of
(2.2) with terminal condition ξi and generator gi, and set N i := Zi ? W + M i −Ki , i = 1, 2. For
notational simplicity, we also define

δY := Y 1 − Y 2, δZ := Z1 − Z2, δM := M1 −M2, δK := K1 −K2, δN := N1 −N2,

10



δgt(ω, y, z) := g1
t (ω, y, z)− g2

t (ω, y, z), for all (t, ω, y, z) ∈ [0, T ]× Ω× R× Rd.

By Assumption 2.1, we know that there is an R-valued (resp. Rd-valued), F-progressively measurable
process λ (resp. η), with |λ| ≤ Ly (resp. ‖η‖ ≤ Lz) such that

δgt := g1
t (Y

1
t , Z

1
t )− g2

t (Y
2
t , Z

2
t ) = δgt(Y

1
t , Z

1
t ) + λtδYt + ηt · δZt.

Then, (δY, δZ, δM, δK) satisfies (2.2) with driver δg and terminal condition δξ. In particular, we can
apply to it the results of Remark 2.1 and Lemma 2.1.
The main result of this section, Theorem 2.2 below, is in the spirit of Theorem 2.1: it suffices to
control the norm of δY to control the norms of δZ and δ(M −K). Seemingly, it should just be an
application of Theorem 2.1 to (δY, δZ, δM, δK) as it satisfies an equation of the form (2.2). However,
it is not the case:

(i) In Theorem 2.2, we will only control δ(M −K) and not δM and δK separately. Actually, as
shown in Example A.1 below, there is no hope to control these two processes separately even
in the seemingly benign case where g1 = g2 = 0.

(ii) Actually, Theorem 2.2 can not be an immediate consequence of Theorem 2.1, because the pro-
cess δK which appears in the dynamics of δY is no longer non-decreasing, and more importantly
because the result of Lemma A.1 below does not hold for quasimartingales (instead of super-
martingales). However, it is a direct consequence of the intermediate estimates of Lemma 2.1,
which explains why they have been isolated.

(iii) If one has a more precise knowledge of the behavior of the non-decreasing processes K1 and
K2, then these estimates can actually be improved. We will make this point more clear when
we will treat the special case of reflected BSDEs in Section 3.

Let us now state our result.

Theorem 2.2. For any α ≥ 0, there is a constant Cα2.2 such that

‖δZ‖pHp,α + ‖δ(M −K)‖pMp,α ≤ Cα2.2

(
‖δξ‖pLp + ‖δY ‖pSp + ‖δY ‖

p
2
∧(p−1)

Sp +
∥∥δg(Y 1

· , Z
1
· )
∥∥p
Hp,α1

)
.

The constant Cα2.2 depends on Ly, Lz, p and α, as well as (
∥∥Y i

∥∥p
Sp ,
∥∥ξi∥∥pLp , ∥∥gi(0, 0)

∥∥p
Hp,α1

)i=1,2.

Proof. In this proof, we take α large enough so as to apply the estimates of Lemma 2.1. The general
case is deduced by recalling that the different norms are equivalent for different values of α, since
[0, T ] is compact.

1. We first assume that p ≥ 2. We apply (2.9) to (δY, δZ, δM, δK) and obtain

‖δN‖pMp,α ≤ ε
∥∥δg(Y 1

· , Z
1
· )
∥∥p
Hp,α1

+ Cε,α(2.9)

(
‖δξ‖pLp + ‖(eα·δY− ? δN)T ‖

p
2

L
p
2

)
.

Let us estimate the last term in this inequality. We remind the reader that δN = δZ ?W + δM − δK.
We first use (2.3) to obtain

‖(eα·δY− ? δN)T ‖
p
2

L
p
2
≤ 2

p
2
−1
(
‖(eα·δY− ? (δM + δZ ? W ))T ‖

p
2

L
p
2

+ ‖(eα·δY− ? δK)T ‖
p
2

L
p
2

)
.
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We then apply Burkholder inequality and obtain

‖(eα·δY− ? (δM + δZ ? W ))T ‖
p
2

L
p
2
≤ C∗p

∥∥∥eα2 ·δY ∥∥∥ p2
Sp
‖δM + δZ ? W‖

p
2
Hp,α

≤ 2
p−2
4 C∗p

∥∥∥eα2 ·δY ∥∥∥ p2
Sp

2∑
i=1

∥∥M i + Zi ? W
∥∥ p2
Hp,α ,

where C∗p is as in (2.14), while

‖(eα·δY− ? δK)T ‖
p
2

L
p
2
≤
∥∥∥eα2 ·δY ∥∥∥ p2

Sp
‖δK‖

p
2
Ip,α ≤ 2

p−1
2

∥∥∥eα2 ·δY ∥∥∥ p2
Sp

2∑
i=1

∥∥Ki
∥∥ p2
Ip,α .

We can then conclude the proof in the case p ≥ 2 by using (2.4) and the bounds of Theorem 2.1
applied to (Zi,M i,Ki)i=1,2.

2. We now assume that p ∈ (1, 2) and proceed as above but use (2.10) in place of (2.9). Namely,
since

E
[
(ep

α
2
·φp(δY−) ? δK)T

]
≤
∥∥∥eα2 ·δY ∥∥∥p−1

Sp
‖δK‖Ip,α ≤

∥∥∥eα2 ·δY ∥∥∥p−1

Sp

2∑
i=1

∥∥Ki
∥∥
Ip,α ,

it suffices to use (2.4) and the bound of Theorem 2.1 applied to K1 and K2. 2

3 Application to reflected BSDEs: a general existence result

The results of the previous section show that it suffices to control the norm of Y (resp. δY ) in order to
control the norm of (Z,M,K) (resp. (δZ, δM, δK)), given a solution (Y, Z,M,K) (resp. two solutions
(Y 1, Z1,M1,K1) and (Y 2, Z2,M2,K2)) of (2.2). In most examples of applications, we know how to
control the norm of Y (and δY ). This is in particular the case in the context of reflected BSDEs (see
e.g. [9]), BSDEs with constraints (see e.g. [5, 25]), 2nd order BSDE (see e.g. [29, 27]), weak BSDEs
(see [1]).

Let us exemplify this in the context of reflected BSDEs. In particular, the following results extend
Klimsiak [11, 12, 13] to a filtration that only satisfies the usual conditions, and may not be quasi
left-continuous. For sake of simplicity, we restrict to the case of a càdlàg obstacle, see [10] and the
references therein for the additional specific arguments that could be used for irregular obstacles.
Recall that Spr (resp. Ipr , Ip+,r) denote the set of elements of Sp (resp. Ip, Ip+) with càdlàg path, P-a.s.

3.1 A priori estimates for reflected BSDEs

In this section, we assume that Assumption 2.1 holds for ξ and g.

Definition 3.1. Let S be a càdlàg process such that S+ := S ∨ 0 ∈ Spr. We say that (Y,Z,M,K) ∈
Spr ×Hp ×Mp × Ip+,r is a solution of the reflected BSDE with lower obstacle S if

Yt = ξ −
∫ T

t
gs(Ys, Zs)ds−

∫ T

t
Zs · dWs −

∫ T

t
dMs +KT −Kt, (3.1)
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holds for any t ∈ [0, T ] P− a.s., and if
Yt ≥ St, t ∈ [0, T ], P− a.s.,∫ T

0
(Ys− − Ss−) dKs = 0, P− a.s. (Skorokhod condition)

In order to provide a first estimate on the component Y of a solution, we use the classical linearization
procedure. By Assumption 2.1, there exists a R-valued (resp. Rd-valued), F-progressively measurable
(resp. F-predictable) process λ (resp. η), with |λ| ≤ Ly (resp. ‖η‖ ≤ Lz) such that

gs(Ys, Zs) = g0
s + λsYs + ηs · Zs, s ∈ [0, T ].

Let us define

Xs := e−
∫ s
0 λsds, and

dQ
dP

:= E
(
−
∫ ·

0
ηs · dWs

)
T

,WQ := W· +

∫ ·
0
ηsds, (3.2)

in which E denotes the Doléans-Dade exponential. Then, by Girsanov theorem, WQ is a Q-Brownian
motion, M is still a Q-martingale orthogonal to WQ, and we can re-write the solution of the reflected
BSDE (3.1) as

XtYt = XT ξ −
∫ T

t
Xsg

0
sds−

∫ T

t
XsZs · dWQ

s −
∫ T

t
Xs−dMs +

∫ T

t
Xs−dKs, t ∈ [0, T ],

XtYt ≥ XtSt, t ∈ [0, T ],∫ T

0
Xs− (Ys− − Ss−) dKs = 0.

One can now use the link between reflected BSDEs and optimal stopping problems. The proof is
classical so that we omit it, see [9] for a proof in a Brownian filtration and for a continuous obstacle,
or [15] for a càdlàg obstacle, and [6] for more results on optimal stopping. We denote by Tt,T the set
of [t, T ]-valued F-stopping times, while Et and EQ

t stands for the Ft-conditional expectations under
P and Q.

Proposition 3.1. Let (Y, Z,M,K) and S be as in Definition 3.1. Then,

XtYt = ess sup
τ∈Tt,T

EQ
t

[
−
∫ τ

t
Xsg

0
sds+XτSτ1τ<T +XT ξ1τ=T

]
,

and
Yt = ess sup

τ∈Tt,T
Et
[
−
∫ τ

t
gs(Ys, Zs)ds+ Sτ1τ<T + ξ1τ=T

]
,

for all t ≤ T .

Before continuing, let us introduce the solution (Y,Z,M) ∈ Spr × Hp ×Mp of the following BSDE
(well-posedness is a direct consequence of Theorem 4.1 below, see also [14]),

Yt = ξ −
∫ T

t
gs(Ys,Zs)ds−

∫ T

t
Zs · dWs −

∫ T

t
dMs, t ∈ [0, T ], P− a.s. (3.3)

A simple application of the comparison result, which can be proved as in [14, Proposition 4], implies
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that
Yt ≥ Yt, t ∈ [0, T ], P− a.s. (3.4)

Let us first show that Proposition 3.1 is actually enough to control the Y -term of a solution (or the
δY -term of the difference of two solutions) and therefore that Theorems 2.1 and 2.2 apply to reflected
BSDEs.

Proposition 3.2. (i) Let (Y,Z,M,K) and S be as in Definition 3.1. Then, for any α ≥ 0,

∥∥∥eα2 ·Y ∥∥∥p
Sp
≤ Cα3.2

(
‖ξ‖pLp +

∥∥eLy ·S+
∥∥p
Sp + E

[(∫ T

0
eLys

∣∣g0
s

∣∣ ds)p])+ CαY

∥∥∥eα2 ·Y∥∥∥p
Sp
,

for some constants Cα3.2 and CαY that only depend on Ly, Lz and α. Moreover, if we replace S+ by S
in the above, we can take CαY = 0.

(ii) For i = 1, 2, let (Y i, Zi,M i,Ki) and Si be as in Definition 3.1 for a generator gi satisfying
Assumption 2.1 and terminal condition ξi ∈ Lp. Then, for any α ≥ 0,

∥∥∥eα2 ·δY ∥∥∥p
Sp
≤ C̄α3.2

(
‖δξ‖pLp +

∥∥eLy ·δS∥∥pSp + E

[(∫ T

0
eLys

∣∣δgs(Y 1
s , Z

1
s )
∣∣ ds)p]) ,

for some constant C̄α3.2 that only depends on Ly, Lz and α4.

Proof. (i) First of all, we recall that Y ≥ Y on [0, T ]. Next, we deduce from Proposition 3.1 that,
for any 1 < κ < p,

sup
t∈[0,T ]

{
e
α
2
t |Yt|

}
≤ sup

t∈[0,T ]
e(Ly+α

2 )tEQ
t

[∫ T

0
eLys

∣∣g0
s

∣∣ ds+ sup
s∈[0,T ]

{
eLysS+

s

}
+ eLyT |ξ|

]
+ sup
t∈[0,T ]

{
e
α
2
t |Yt|

}
= sup

t∈[0,T ]
e(Ly+α

2 )tEt

[
E
(
−
∫ T

t
ηs · dWs

)(∫ T

0
eLys

∣∣g0
s

∣∣ ds+ sup
s∈[0,T ]

{
eLysS+

s

}
+ eLyT |ξ|

)]
+ sup
t∈[0,T ]

{
e
α
2
t |Yt|

}

≤ e(Ly+α
2 )T+ κ

2(κ−1)
L2
zT 3

κ−1
κ sup

t∈[0,T ]

(
Et

[(∫ T

0
eLys

∣∣g0
s

∣∣ ds)κ + sup
s∈[0,T ]

{
eκLys(S+

s )κ
}

+ eκLyT |ξ|κ
]) 1

κ

+ sup
t∈[0,T ]

{
e
α
2
t |Yt|

}
,

in which it is clear that we could have suppressed the term involving Y if we had used S instead of
S+.

4We are grateful to Marie-Claire Quenez for indicating us a technical problem in the proof in the first version.
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Hence, we deduce from Doob’s inequality with the exponent p/κ and (2.3) that

∥∥∥eα2 ·Y ∥∥∥p
Sp
≤ e

p(Ly+α
2 )T+p κ

2(κ−1)
L2
zT 6p−1

(
p

p− κ

) p
κ

E

[(∫ T

0
eLys

∣∣g0
s

∣∣ ds)p]

+ e
p(Ly+α

2 )T+p κ
2(κ−1)

L2
zT 6p−1

(
p

p− κ

) p
κ (∥∥eLy ·S+

∥∥p
Sp + epLyT ‖ξ‖pLp

)
+ 2p−1

∥∥∥eα2 ·Y∥∥∥p
Sp
,

where we have to replace the 6p−1 by 3p−1 if we use S instead of S+.

(ii) We first use a classical argument. We know that there exists an R-valued (resp. Rd-valued),
F-progressively measurable process λ̃ (resp. η̃), with |λ̃| ≤ Ly (resp. ‖η̃‖ ≤ Lz) such that

g1
s(Y

1
s , Z

1
s )− g2

s(Y
2
s , Z

2
s ) = δgs(Y

1
s , Z

1
s ) + λ̃sδYs + η̃s · δZs, s ∈ [0, T ], P− a.s.

Therefore, we can define Q̃ ∼ P and a bounded positive process X̃ as in (3.2) above such that

X̃tδYt = EQ̃
t

[∫ τ

t
X̃sδgs(Y

1
s , Z

1
s )ds+ X̃τ (Y 1

τ − Y 2
τ ) +

∫ τ

t
X̃sd(K1 −K2)s

]
,

for all stopping time τ ≥ t. Set τε := inf{s ≥ t : Y 1
s ≤ S1

s + ε} ∧ T . Clearly, Y 1
− ≥ S1

− + ε on [[t, τε]].
Hence, K1

τε −K
1
t = 0 by the Skorokhod condition. Moreover, Y 1

τε ≤ S1
τε + ε on {τε < T}. Then, the

above leads to

X̃tδYt ≤ EQ̃
t

[∫ τε

t
X̃s

∣∣δgs(Y 1
s , Z

1
s )
∣∣ ds+ X̃τε(Y

1
τε − Y

2
τε) + 0−

∫ τε

t
X̃sdK

2
s

]
≤ ess sup

τ∈Tt,T
EQ̃
t

[∫ τ

t
X̃s

∣∣δgs(Y 1
s , Z

1
s )
∣∣ ds+ X̃τ |δSτ |1τ<T + X̃T |δξ|1τ=T + εX̃τ

]
.

Since the same applies to Y 2 − Y 1 in place of δY = Y 1 − Y 2, it follows that

X̃t |δYt| ≤ ess sup
τ∈Tt,T

EQ̃
t

[∫ τ

t
X̃s

∣∣δgs(Y 1
s , Z

1
s )
∣∣ ds+ X̃τ |δSτ |1τ<T + X̃T |δξ|1τ=T + εX̃τ

]
.

It remains to let ε go to 0 and then argue exactly as in (i). 2

We now show that one can actually take advantage of the Skorokhod condition satisfied by the solution
of a reflected BSDE to improve the general stability result of Theorem 2.2. This result is crucial in
order to prove existence of a solution when p is arbitrary, see the proof of Theorem 3.1 below. We
only provide the result for p = 2. It could be extended to p ∈ (1, 2), but this is not important as we
can always reduce to p = 2 by localization, again see the proof of Theorem 3.1 below.

Proposition 3.3. For i = 1, 2, let (Y i, Zi,M i,Ki) be as in (ii) of Proposition 3.2. Then, for any
ε > 0, there exists α large enough such that

‖δY ‖2H2,α
1

+ ‖δZ‖2H2,α + ‖δ(M −K)‖2M2,α ≤ ε
∥∥δg(Y 1

· , Z
1
· )
∥∥2

H2,α
1

+ Cα3.3

(
‖δξ‖2L2 +

∥∥∥eα2 ·δS∥∥∥
S2

)
,

for some constant Cα3.3 that only depends on Ly, Lg, α, ε and (
∥∥Y i

∥∥2

S2 ,
∥∥ξi∥∥2

L2 ,
∥∥gi(0, 0)

∥∥2

H2,α
1

)i=1,2.

Proof. It suffices to apply (2.4), (2.9) to (δY, δZ, δM, δK) and use the Skorokhod condition to deduce
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the control

E
[∫ T

t
eαsδYs−d(δKs)

]
≤ E

[∫ T

t
eαsδSs−d(δKs)

]
≤
∥∥∥eα2 ·δS∥∥∥

S2
‖δK‖I2,α ,

in which ‖δK‖I2,α is bounded by Theorem 2.1 and Proposition 3.2. 2

3.2 Wellposedness of reflected BSDE under general filtration

We can finally prove the existence of a unique solution to the reflected BSDEs (3.1). Our proof is
extremely close to the original one given in [9], but relies on the more general estimates given in this
paper.

Theorem 3.1. Let Assumption 2.1 hold true. Then, there is a unique solution (Y,Z,M,K) to the
reflected BSDE (3.1).

Proof. The uniqueness is an immediate consequence of Proposition 3.3, recall that the Doob-Meyer
decomposition of the supermartingale M − K is unique. We therefore concentrate on the problem
of existence. In the following, we let (Y,Z,M) ∈ Spr × Hp ×Mp denote the unique solution to the
BSDE (3.3) with generator g and terminal condition ξ.

1. First, let us consider the case p = 2 and prove the existence in 3 steps.

(i) We assume that the function g does not depend on (y, z), that is, gt(ω, y, z) = gt(ω). Using
[13, Theorem 2.12], there are adapted càdlàg processes (Y,M,K) and Z ∈ H1

loc, such that M is a
martingale, K is non-decreasing, and (3.1) holds true. Moreover, [13, Corollary 2.8] implies

Yt = ess sup
τ∈Tt

E
[∫ τ

t
gsds+ Sτ1{τ<T} + ξ1{τ=T}

∣∣∣∣Ft] , t ∈ [0, T ], P− a.s.

Hence,

|Yt| ≤ E

[
|ξ|+

∫ T

0
|gs| ds+ sup

0≤s≤T
S+
s + sup

0≤s≤T
|Ys|

∣∣∣∣∣Ft
]
,

by the above equation combined with (3.4), and the Burkholder-Davis-Gundy inequality can be used
in conjunction with Theorem 4.1 below to deduce that

‖Y ‖2S2 ≤ C
(
‖ξ‖2L2 + ‖g‖H2

1
+
∥∥S+

∥∥2

S2

)
<∞,

for some C > 0. By Theorem 2.1, it follows that (Z,M,K) ∈ H2×M2× I2+,r, and hence (Y,Z,M,K)

is the unique solution to (3.1) by Proposition 3.2.

(ii) We now consider the general case. Given α > 0, let us consider the space S of processes (Y,Z)

such that (Y,Z) ∈ S2
r ×H2,α and denote

‖(Y, Z)‖2,α := ‖eα·Y ‖S2 + ‖Z‖H2,α .

Clearly, (S, ‖·‖2,α) is a Banach space. Then, existence can be proved by using the classical fixed point
argument. Let us set (Ȳ 0, Z̄0, M̄0, K̄0) := (0, 0, 0, 0) and define (Ȳ n, Z̄n, M̄n, K̄n)n≥1 recursively as
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the solution to the following reflected BSDE:

Ȳ n+1
t = ξ −

∫ T

t
gs(Ȳ

n
s , Z̄

n
s )ds−

∫ T

t
Z̄n+1
s · dWs −

∫ T

t
dM̄n+1

s +

∫ T

t
dK̄n+1, (3.5)

with

Ȳ n+1
t ≥ St, t ∈ [0, T ] and

∫ T

0

(
Ȳ n+1
t− − St−

)
dKn+1

t = 0, P− a.s. (3.6)

Well-posedness is ensured by the first step above. Indeed, the only thing we have to check is that
g(Ȳ n
· , Z̄

n
· ) ∈ H2

1. However, this is a direct consequence of the fact that g0 ∈ H2
1, that g is uniformly

Lipschitz continuous in (y, z), and that (Ȳ n, Z̄n) ∈ S2 ×H2 by induction.

Let us also denote L̄n := M̄n− K̄n. Using the estimates of Proposition 3.3, it follows that, for α > 0

large enough, (Ȳ n, Z̄n)n≥1 is a Cauchy sequence in H2,α
1 × H2,α, and hence a Cauchy sequence in

S2
r ×H2,α by the estimates in Part (ii) of Proposition 3.2. Moreover, by (3.5), we have

L̄nt − L̄mt = (Ȳ n
t − Ȳ m

t )− (Ȳ n
0 − Ȳ m

0 )−
∫ t

0
(Z̄ns − Z̄ms ) · dWs

−
∫ t

0

(
gs(Ȳ

n−1
s , Z̄n−1

s )− gs(Ȳ m−1
s , Z̄m−1

s )
)
ds. (3.7)

It follows that (Ȳ n, Z̄n, L̄n)n≥1 is a Cauchy sequence in (S × S2, ‖·‖2,α + ‖·‖S2), from which we can
pass to the limit and obtain

Ȳt = ξ −
∫ T

t
gs(Ȳs, Z̄s)ds−

∫ T

t
Z̄s · dWs −

∫ T

t
dL̄s,

as well as Ȳ ≥ S.

(iii) We now prove that L is a supermartingale having the decomposition L̄ =: M̄ − K̄ where M̄ is
orthogonal to W and where the non-decreasing process K satisfies the Skorokhod condition, that is
to say that we can pass to the limit in (3.6). First, the fact that L is a càdlàg supermartingale is
immediate from the convergence of L̄n in S2 and the dominated convergence theorem. The fact that
the brackets [L̄n,W ] converge to [L̄,W ] is clear from, for instance Corollaire 1.9 in [19] or the proof
of Proposition 2 in [3], which proves the orthogonality of L̄ and W .

Let now L̄ = M̄ − K̄ be its Doob-Meyer decomposition, and let us consider a sequence of stopping
times (τm)m≥1 such that the process supn≥1(Ȳ n − S)1[[0,τm[[ is essentially bounded and τm −→∞ as
m −→∞. Since

∥∥Ȳ n − Ȳ
∥∥
S2 +

∥∥L̄n − L̄∥∥S2 −→ 0, it follows that

−E
[∫ τm

0
(Ȳt− − St−)dK̄t

]
= E

[∫ τm

0
(Ȳt− − St−)dL̄t

]
= lim

n→∞
E
[∫ τm

0
(Ȳ n
t− − St−)dL̄nt

]
= 0.

Since K̄ is non-decreasing and Ȳ ≥ S on [0, T ], we thus obtain∫ τm

0
(Ȳt− − St−)dK̄t = 0, P− a.s.

Letting m −→∞, we see that the Skorokhod condition (3.6) holds true for K̄.

2. Finally, let us consider the general case when p ∈ (1,∞). It follows from (3.4) that one can replace
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S by S ∨Y, and therefore reduce to the case where S ∈ Spr (and not only S+ ∈ Spr), which we assume
in the following. In this case, we can define for n ≥ 1

ξn := (−n) ∨ ξ ∧ n, Sn := (−n) ∨ S ∧ n, and gn := (−n) ∨ g ∧ n,

so that (ξn, Sn, gn(0, 0))n≥1 ∈ L2 × S2
r ×H2,α

1 , for any α ≥ 0. Thus by Step 1, we know that there is
a unique solution (Y n, Zn,Mn,Kn) ∈ S2

r × H2 ×M2 × I2+,r to (3.1). Since (ξn, Sn, gn(0, 0))n≥1 is a
Cauchy sequence in Lp × Spr ×Hp,α

1 , the estimates of Proposition 3.2 and Theorem 2.2 show that the
sequence (Y n, Zn)n≥1 is also a Cauchy sequence in Spr ×Hp,α, for any α ≥ 0. Moreover, by a similar
equality as in (3.7), it follows that (Ln := Mn −Kn)n≥1 is also a Cauchy sequence in Spr . Using the
same arguments as in (iii) of Step 1, it is easy to check that its limit is a solution to (3.1). 2

4 Side remark

Note that the existence and uniqueness of a solution (Y,Z,M) ∈ Spr ×Hp ×Mp to the BSDE

Yt = ξ −
∫ T

t
gs(Ys, Zs)ds−

∫ T

t
Zs · dWs −

∫ T

t
dMs (4.1)

follows from the same arguments as the one used in Section 3 whenever ξ ∈ Lp and g0 ∈ Hp
1. Indeed,

we can bound the component Y of a solution as in the proof of Proposition 3.2 by

XtYt = EQ
t

[
−
∫ T

t
Xsg

0
sds+XT ξ

]
, P− a.s.,

in which X and Q are defined as in (3.2). The difference of the Y -components of two solutions can
be bounded similarly. Then, it suffices to apply the same fixed point argument as in the proof of
Theorem 3.1.

Theorem 4.1. Let Assumption 2.1 hold true. Then, (4.1) admits a unique solution in Spr×Hp×Mp.
Moreover, for all α ≥ 0, there exists a constant Cα4.1 that depends only on Ly, Lz and α, such that

∥∥∥eα2 ·Y ∥∥∥p
Sp
≤ Cα4.1

(
‖ξ‖pLp + E

[(∫ T

0
eLys

∣∣g0
s

∣∣ ds)p]) .
Remark 4.1. Recalling that the difference of two solutions, with different terminal conditions and
generators, is still a solution to a BSDE, the bound of Theorem 4.1 applies. Using similar notations
as above, we have:

∥∥∥eα2 ·δY ∥∥∥p
Sp
≤ C̄α4.1

(
‖δξ‖pLp + E

[(∫ T

0
eLys

∣∣δgs(Y 1
s , Z

1
s )
∣∣ ds)p]) .

A Appendix

Let us consider a strong supermartingale X ∈ Sp on [0, T ]. Then, its paths are almost surely làdlàg,
and it admits the (unique) Doob-Meyer decomposition (see e.g. Mertens [20]) :

Xt = X0 +Mt −At − It, (A.1)
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where M is a right-continuous martingale, with M0 = 0, A is a predictable non-decreasing right-
continuous process with A0 = 0, and I is a predictable non-decreasing left-continuous process with
I0 = 0.

The following extends [17, Thm 3.1], which is the key ingredient of our main results, Theorem 2.1
and Theorem 2.2.

Lemma A.1. For every constant p > 1, there is some constant CpA.1 > 0 such that, for all strong
supermartingale X ∈ Sp (with the decomposition (A.1)), one has

‖A‖Ip + ‖I‖Ip ≤ C
p
A.1 ‖X‖Sp .

Proof. (i) We suppose in addition that X is right-continuous so that I ≡ 0. Denote X∗ :=

sup0≤t≤T |Xt| and define X̃ as the right-continuous version of the martingale E
[
X∗
∣∣Ft]. Then

X̂ := X + X̃ is a non-negative right-continuous supermartingale on [0, T ], with the Doob-Meyer
decomposition

X̂t = X0 + (X̃t +Mt)−At.

Setting X̂t := X̂T for t ∈ [T, T +1) and X̂t = 0 for t ∈ [T +1,∞), then X̂ is in fact a right-continuous
potential (recall that a potential is a non-negative right-continuous supermartingale X̂ on [0,∞) such
that limt→∞ E[X̂t] = 0). Using Meyer [21, Thm 1] (see also [17, Thm 3.1]), there is some constant
C ′p such that

‖A‖Ip ≤ C
′
p

∥∥∥X̂∥∥∥
Sp
.

By the definition of X̂ and Doob’s martingale inequality, we get

‖A‖Ip ≤ C
′
p

∥∥∥X̂∥∥∥
Sp
≤ C ′p

(
1 +

p

p− 1

)
‖X‖Sp .

(ii) We now consider the case when X is not necessary right-continuous. By Mertens [20], we know
that the process X + I is a right-continuous strong supermartingale, and that the left-continuous
process I is obtained as the limit of an increasing sequence I· := limε→0 limn→∞ I

ε,n
· , where Iε,n is

defined by

Iε,nt :=
n∑
k=1

(
Xσε,nk

−Xσε,nk +

)
1σε,nk <t,

in which (σε,nk )1≤k≤n is the non-decreasing sequence of stopping times which exhausts the first n
jumps of X such that Xt −Xt+ ≥ ε, i.e.

σε,n1 := inf{t ≥ 0 : Xt −Xt+ ≥ ε}, σε,nk+1 := inf{t > σε,nk : Xt −Xt+ ≥ ε}, k = 1, · · · , n− 1.

In Step (iii) we will show that ‖Iε,n‖Ip ≤ C ′′p ‖X‖Sp for some constant C ′′p > 0 independent of ε and
n, then it follows from the monotone convergence theorem that ‖I‖Ip ≤ C ′′p ‖X‖Sp , and hence

‖A‖Ip ≤ C
′
p

(
1 +

p

p− 1

)
‖X + I‖Sp ≤ C

′
p

(
1 +

p

p− 1

)
(1 + C ′′p ) ‖X‖Sp .

(iii) It is now enough to prove that ‖Iε,n‖Ip ≤ C ′′p ‖X‖Sp for some constant C ′′p independent of
(n, ε). Notice that the discrete process Xn

:= (X0, Xσε,n1
, Xσε,n1 +, · · · , Xσε,nn

, Xσε,nn +) is a discrete time
supermartingale. By interpolation, we can turn it into a right-continuous strong supermartingale on
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[0, T ]. Then, using the results in Step (i) we obtain that

‖Iε,n‖Ip ≤ C
′′
p ‖X‖Sp , with C ′′p := C ′p

(
1 +

p

p− 1

)
.

Remark A.1. A careful reading of the proof in [21] shows that the constant can be computed explicitly
and is given by

C ′p := min
2≤k<p

p k∏
j=2

pj

p− j

 k
p−1

1p>2 +

(
p2

p− 1

) 1
p−1

1p∈(1,2].

Meyer’s result show that for a supermartingale X with Doob-Meyer’s decomposition X = X0+M−A,
we can control A by X; the following example shows that given two supermartingales, we cannot
control the difference of the A parts by the difference of the supermartingales.

Example A.1. Let W be a one dimensional Brownian motion. Fix ε > 0 and let V be defined by

Vt :=
∑
k≥0

Wτk1[τk,τk+1)(t), where τ0 := 0, τk+1 := inf{t ≥ τk : |Wt −Wτk | ≥ ε}.

Notice that V is of finite variation with decomposition V = V + − V − such that V + and V − are two
non-negative non-decreasing and predictable process. Let X1 := W − V + and X2 := −V −, then
supt |X1

t −X2
t | = supt |Wt − Vt| ≤ ε, but V + − V − = V cannot be controlled by ε.

We finally provide a technical lemma used in the paper. Recall the definition of φp in (2.7) and
observe that |φp−1(y)| = |y|p−21y 6=0.

Lemma A.2. Let X be a làdlàg semimartingale. Then for all p ∈ (1, 2) and α > 0, we have P− a.s.

for any t ∈ [0, T ]

ep
α
2
t |Xt|p ≤ ep

α
2
T |XT |p − p

∫ T

t
ep

α
2
sα

2
|Xs|pds− p

∫ T

t
ep

α
2
sφp(Xs−)dXs

− p(p− 1)

2

∫ T

t
ep

α
2
s |φp−1(Xs)| d[X]cs

− p(p− 1)

2

∑
t<s≤T

ep
α
2
s |Xs+ −Xs−|2

(
|Xs− |2 ∨ |Xs+|2

) p
2
−1

1|Xs−|∨|Xs+|6=0,

where we denote XT+ := XT .

Proof. This is an immediate consequence of a straightforward adaptation of [14, Lemmas 7, 8 and
9], together with the Itô’s formula for làdlàg processes in [16, p.538]. 2
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