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This chapter is twofold. On the one hand, it is an introduction to entropy (or Lyapunov) methods
for general (possibly nonlinear) dynamical system and an illustration on some exemples of evolution
PDEs (linear, positivity preserving and mass preserving), namely a general Fokker-Planck model,
a scattering (or linear Boltzmann) equation. On the other hand it is an introduction of the
analysis of stochastic semigroup following Harris-Meyn-Tweedie type approach. The aim is thus to
develop some quite general tools which make possible to get a better understanding of the longtime
asymptotic issue.

1. DYNAMIC SYSTEM, EQUILIBRIUM AND ENTROPY METHODS

1.1. Existence of steady states.
Definition 1.1. We say that (S¢)i>0 is a dynamical system (or a continuous (possibly nonlinear)
semigroup) on a metric space (Z,d) if

(S1) ¥t >0, S, € C(Z,Z) (continuously defined on Z);

(S2)Vr € Z,t— Stz € C([0,0), Z) (trajectories are continuous);

(S3) So =1;Vs,t>0, Stys =5:Ss (semigroup property).
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We say that zZ € Z is invariant (or is a steady state, a stationary point) if SizZ = Z for any t > 0.
We denote by £ the set of all steady states,

E={yeZ;, Ssy=yVt>0}.
We remark that € is closed by definition (€ = Ni>o(Se — I)71({0})).

Theorem 1.2. (Dynamic system and steady state). Consider a bounded and convex subset
Z of a Banach space X which is sequentially compact when it is endowed with the metric associated
to the norm ||-||x (strong topology), to the weak topology o (X, X") or to the weak-x topology o(X,Y),
Y’ = X (see Section 8.1 for the precise requirement we need on X and Z). Then any dynamical
system (St)i>0 on Z admits at least one steady state, that is € # ().

Proof of Theorem 1.2. For any t > 0, there exists z; € Z such that S;z; = z; thanks to the
Schauder or the Tychonoff point fixed Theorem (see Section 8.1). On the one hand, from the
semigroup property (S3)

(1.1) Si9-mzg-n = 29-n forany i,n,méeN, m <n.

On the other hand, by compactness of Z, we may extract a subsequence (29—, ) which converges
weakly to a limit Z € Z. By the continuity assumption (S1) on S;, we may pass to the limit
ni — oo in (1.1) and we obtain S;z = z for any dyadic time ¢ > 0. We conclude that z is a
stationary point by the trajectorial continuity assumption (52) on S; and the density of the dyadic
real numbers in the real line. O

1.2. w-limit set of trajectories compact dynamical system. Consider a dynamical system
(St)1>0 on a metric space (Z,d). For any given z € Z, we define the associated omega-limit set as

wiz)={y€ Z; It, N oo et Sy z—yl,
or equivalently
(1.2) w(z) = ﬂ wr(z), wr(z):={Siz; t >T}.
T>0
We obviously have
& ={y ewo(2); Siy=yVt=0}Cuw(z)
and &£, = {z} if Stz — Z when t — oo.
Theorem 1.3. (Dynamic system and w-limit set). Consider a dynamical system (S;)i>0 on
a metric space (Z,d) which trajectories are relatively compact. More precisely, we assume
(S4) wo(z) is compact for some fized z € Z.
Then there hold
(i) St(w(z)) =w(z) Vt > 0;
(ii) w(z) is a monempty connected and compact subset of Z. More precisely, any y € w(z)

belongs to an eternal trajectory in the sense that there exists (yi)ier C w(2) such that yo =y and
Ys+t = S(8)ys for anyt € R and any s > 0;

(#i3) d(Sy z,w(z)) = 0 as t — oo;
(iv) If furthermore w(z) is a discrete set, then w(z) is a singleton and w(z) C E,. More explicitly,
there exists Z € Z such that w(z) = {Z} C &, or equivalently such that Sz — Z as t — oc.

Proof of Theorem 1.3. (i) On the one hand, for any y € w(z), there exists (¢,) such that Sy, z — v,
so that Sy 1+z — Sy and S;y € w(z). That proves Si(w(z)) C w(z). On the other hand, given
y € w(z) and ¢, — oo such that S; z — y, there exists w € Z and a subsequence (t,/) such that
St,,—tz — w because of assumption (54), and then w € w(z). We deduce

Siw = Sy(lim Sy ,_42z) =1lim Sy ,z =y.
That proves the reverse inclusion w(z) C Si(w(z)).

(ii) For any n > 0, the set w,(z) is a nonempty connected and compact subset of Z by assumption
(S4). The sequence (w,(z)) being decreasing, we have w(z) = limwy,(z) which is nothing but
(1.2) and thus (ii). More precisely, consider y € w(z) and (¢,) such that S(t,)z — y. For any
t € R_, we may extract a subsequence of S(t,, + t)z which converges to a limit y;. Better, thanks
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to Cantor’s diagonal process, there exists one subsequence (t,,) such that for any ¢t € Z_ there
holds S(tn, +t)z — y: and next, for any t € R_,

S(tn, +1)z2=S(—[t] +14+)S(tn, +[t] = 1)z = S(—[t] + 1 = t)yp—1 = Y-
As a consequence, y; € w(z), Yo =y and Y5 = Um S(t,, +s+1t)z = lm S(s)S(tn, +1)z = S(s)y:
for any t € R and s € R_.

(iii) We argue by contradiction. Assume that there exist a sequence t,, — co and a real number
€ > 0 such that d(S;,z,w(z)) > e. From assumption (S4), there exists a subsequence (t,+) such
that S; ,z — w € w(z) and then d(S; ,z,w(z)) — 0, which is absurd.

(iv) First, w(z) is a singleton as a discrete and connected nonempty set, we then have w = {z}.
Next, by uniqueness of the possible limits, we deduce S;z — Z as t — oo. O

1.3. Dissipation of entropy method. Consider a dynamical system (S;)¢>o on a metric space
(Z,d). We say that a functional H : Z — R is an entropy if there exists a dissipation of entropy
functional D : Z — R such that for any z € Z there holds

d
%H(Stz) = 7D(St2) S 0 Vt> O,
or equivalently
t
(1.3) H(S,2) +/ D(S,z) ds = H(z).
0

As a consequence t — H(S;z) is a decreasing function, and more importantly here, under the
additional lower bound assumption

(1.4) H,>—00, H.:= inf H(y),
yEwo(z)
there holds
(1.5) / D(Ss2)ds < H(z) — H, < o0.
0
We define

wp(z) = {y € wo(2); D(Sty) =0Vt >0},
and we observe that £, C wp(z) at least when (1.3) holds. (not clear ?)

Theorem 1.4. (Dissipation of entropy method - weak version). Consider a dynamical
system (S¢)i>0 on a metric space (Z,d) and z € Z. We assume

(S4') (Si2)i=0 is “locally uniformly compact” in the sense that (S7"")i>q is relatively compact in
C([0,T); Z) for any fized time T € Ry, where we have defined s — SP'7 (s) := Spps2;

(H1) there exists a lsc dissipation of entropy functional D on Z such that t — D(S;z) € L.
Then, we have w(z) C wp(z), and therefore d(Siz,wp(z)) — 0 as t — oo.

Proof of Theorem 1.4. We define z' := 877 € C([0,T]; £), T > 0, and we observe that

t+T o)
/ D(z'(s))ds = D(Ssz)ds < / D(Ssz)ds
t t

Consider y € w(z) and a sequence ¢,, — oo such that S;, z — y as n — co. From the compactness
assumption (S4') and a diagonal Cantor procedure, there exist a subsequence (¢,/) and a function
z* € O([0,00); Z) such that z'» — 2z* in C([0,T]; Z) for any T > 0 and obviously z*(s) = S,y
for any s > 0. From the assumptions (H1) made on the dissipation of entropy and the above
inequality, we then deduce

/ D(z"(s)) ds < liminf D(Ssz)ds = 0.

n’—oo t v
As a consequence D(z*(s)) = 0 for any s > 0 and then y € wp(z). We conclude thanks to (iii) in
Theorem 1.3. O

Exercise 1.5. Assume furthermore that wp(z) = {Z}. Taking up again the proof of Theorem 1.4,
prove directly (without using Theorem 1.8 nor Theorem 1.6) that w(z) = {Z} C £.
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Theorem 1.6. (Dissipation of entropy method - strong version). We assume furthermore
that

(1.6) wp(z) s discrete.

Then, w(z) is a singleton and w(z) C E,. More explicitly, we have w(z) = {z*} C &, Nwp(z) for
some z* € Z or equivalently Syz — z* as t — co.

Proof of Theorem 1.6. From Theorem 1.4 we have w(z) C wp(z) which is assumed to be discrete.
We conclude thanks to (iv) in Theorem 1.3. O

1.4. Lyapunov functional and La Salle invariance principle.

Definition 1.7. Consider a dynamical system (S¢)i>0 on a metric space (Z,d).
- We say that H is a Lyapunov functional if H € C(Z,R) and t — H(S;z) is decreasing.
- For a given z € Z we recall that H, is defined in (1.4) and we define
wy(z) == {y € wo(2); H(Swy) =H, Vt>0}.

Theorem 1.8. (La Salle invariance principle). Consider a dynamical system (Si)i>0 on a
metric space (Z,d) and z € Z. Assuming that

(S4) (Si2)e>0 is relatively compact;

(H2) H is a Lyapunov functional;
there holds w(z) C wy(2), and more precisely

H, €R, H(Siz) \H.ast— 00 and d(Siz,wy(z)) = 0 ast — .

Proof of Theorem 1.8. On the one hand, #H(S;z) is decreasing so that lim H(S;z) = H, and
bounded (because the trajectories are relatively compact) so that H, € R. On the other hand, for
any y € w(z) there exists ¢, — oo such that S;, 2z — y which in turns implies H, = Um H (S, +52) =
HUm Sy, +52) = H(Ssy) for any s > 0. In other words, we have w(z) C wy(z) and the second
convergence result is a consequence of (iii) in Theorem 1.3. U

We immediately deduce
Theorem 1.9. (Lyapunov method). Assuming furthermore that
wy(z) s discrete,

there holds w(z) = {z*} for some z* € £,, or equivalently S; z — z* as t — 0.

Proof of Theorem 1.9. Since then w(z) C wy(z) is discrete, we may use (iv) in Theorem 1.3 and
conclude. n

1.5. Discussions on the entropy methods. For the sake of simplicity, consider here the situa-
tion when the semigroup (S;) is (formally) associated to an (abstract) evolution equation

(1.7) %zt = Q(z) on (0,00), zp € Z.

More precisely, we assume that for any zp € Z there exists a unique solution z; € C([0,00); Z) to
the equation (1.7), and for any z € Z we set S;z = z; where z; is the solution to (1.7) associated
to the initial datum zo = z. We may observe that

. ={yew(x); Qy) =0}
For any function H : Z — R, we have (formally)

d / d Y
%H(Stz) =H'(2t) - =M (2t) - Q(21).

The condition

VzeZ D(z):=-H(2)-Q(z) >0
then (formally) guaranties that the functional # is an entropy (decreases along trajectories) and
D is a dissipation of entropy functional.
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In the two entropy methods and for a given metric space (Z,d), the compactness condition (54')
is clearly stronger than the condition (54). It is however not difficult to deduce (S4') from (S54)
for an evolution equation in the applications we have in mind.

The first main difference between the two entropy methods lies on the fact that we assume that
e D is lower semicontinuous in the first method;
e 7 is continuous in the second method.
In many applications, the lower semicontinuity condition on D is easier to prove than the continuity
condition on H.

More importantly, the decreasing condition on H is obtained by writing the identity (1.3) while
the integrability condition (1.5) is a consequence of the mere inequality

(1.8) H(Sez) + /Ot D(Ssz)ds < H(z) Vt>0.

Again, that last inequality is easier to obtain than the identity (1.3): in many cases it can be proved
by an approximation procedure and using the fact that both H and D are lower semicontinuous.

Let us then discuss the accuracy of the two methods. For that purpose we introduce the subsets

En(z) ={y €wo(2); H(y) =H.}, &p(2):={y €wo(2); D(y) =0}
which are defined through “a stationary formulation” (they are not related to the semigroup or
the evolutionary problem). We easily check the following inclusions

E, Cw(z) Cwylz) =Ex(z) Cwp(z) CEp(z)

from the convergence theorems proved before and thanks to the inequality (1.8). We deduce that
the conclusion in Theorem 1.8 is a bit stronger than in Theorem 1.4 because the target set is in
general smaller and because of the additional convergence of the entropy functional. However, in
the case the identity (1.3) holds, we have wy (2) = wp(z) and the target sets are the same in both
theorems. In practice, in order to identify the possible limit set, we try to characterize the set
wp(z) or the set

{y € wo(2); H'(y) L wo(z)}
which clearly contains the set Ey(2).

The above entropy methods are quite general and efficient. The shortcoming of the method is that
it does not give any rate of convergence to the stationary state. In order to overcome that lack of
convergence, the usual strategy is to try to prove some functional inequality of the kind

D(y) = O(H(ylz)), H(ylz) :=H(y) = H(z), H(2) =M.,
for some function © € C*(R;R), ©(s) > 0 for s # 0, ©(0) = 0. But that is another story ... .

2. RELATIVE ENTROPY FOR LINEAR AND POSITIVE PDE

We consider the general evolution PDE

(2.1) atf:Af_a-Vf+cf+/bf*, /bf* ::/b(x,m*)f(x*)dx*, b>0.
If ¢ > 0 is a solution
8tg:Ag—a~Vg+cg+/bg*
and if ¢ > 0 is a solution to the dual evolution problem
00 = 80 +divao) +eot [bon [bo.i= [Hawo)ola.) da.

we can exhibit a family of entropies associated to the evolution PDE (2.1). More precisely, we
establish the following result (and in fact a bit more accurate formulation of it).

Theorem 2.1. For any real values convex function H, the functional

frHf) = [ g0

is an entropy for the evolution PDE (2.1).
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Step 1. First order PDE. We assume that
oOf = —a-Vf+cf
0ig = —a-Vg+cg
-0 = div(a¢) + co,
and we show that
0,(H(X)g9) +div(aH (X)gp) =0, X = f/g.
We compute
0¢(H(X)g¢) + div(aH (X)g¢)
= H'(X)g¢ [0:X +aVX]+ H(x) [0:(9¢) + div(agg)]

The first term vanishes because

1

- L0+ ae) =L () - L ea) o0
The second term also vanishes because
0y(99) + div(agp) = ¢[0ig + aVygl + g[0:6 + div(ag)] = ¢[—cg] + g [+c¢] = 0.

Step 2. Second order PDE. We assume that

of = Af+cf

Qg = Ag+cg

-0 = A¢d+co,
and we show
0y(H(X)g9) — div(¢V(H(X)g)) + div(gH (X)Ve) = —H"(X)g¢| VX|*.

We first observe that

AX = div(%f —f % V)

Af |V9\ /
g
_ ﬂ,fgg,QE.vx,
g g g
which in turn implies
Vg

X —AX =2—2.VX.
g
We then compute

O (H(X)go) — div(¢V(H (X)g)) + div(gH(X)Ve) =
= (0:H(X)) 9o + H(X) 0y(9¢) — ¢ div[gH'(X)VX + H(X)Vg] + gH(X)Ad

— H'(X)gé {0,X — AX—zV— VX} - g6 H'(X)|[VX]? + H(X) [0,(96) — 6Ag + gAd]

= —g¢ H"(X) VX,

since the first term and the last term independently vanish.

cf+/bf*

Og = cg+/bg*

Step 3. Integral equation. We assume that

o f

—06 = co+ /b*cb*,

with the notations

/bw,k .—/b T, T4 ) Y(1y) day, /b*w* = /b T, ) Y(T4) s,
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and we show
o (X)90) + [ H(X)gb.6. — [bx9.0 =~ [bg.0{H0X) — HOO - HOO(X -0}
We compute indeed

Or(gpH (X))

X)g0ip + H(X)¢p0rg + H'(X)p(0r f — X 0rg)

/H gbabs + / H(X.)g.0

+ / bg*qs{—H(X*) Y H(X) + H' (X)X, — H'(X)X}

Step 4. Conclusion. For any solutions (f, g, ¢) to the system of (full) equations, we have summing
up the three computations

3t(g¢H(X)) +
+div(aH (X)g¢) — div(¢V(H(X)g)) + div(gH (X)V¢) + / bH (X.)g.¢ — / H(X)gb. .

— g0 H'CO) VX - [bg.o{HOX) - HOY) - H(X)(X. - X)),

Since when we integrate in the x variable the term on the second line vanishes, we find out

d
%H(f) = —Du(f),

with

Dulf)i= [ 901" COIVXP + [ [bg.0{m0x) - 1) - 0K - X)) 20

Exercise 2.2. We consider a semigroup S; = e'™ of linear and bounded operators on L' and we
assume that

(i) S¢ > 0;

(i) 3g > 0 such that Lg = 0, or equivalently Sig = g for any t > 0;

(iii) 3¢ > 0 such that L*¢ = 0, or equivalently (Sih, ) = (h,¢) for any h € L* and t > 0.

Our aim is to generalize to that a bit more general (and abstract) framework the general relative
entropy principle we have presented for the evolution PDE (2.1).

(a) Prove that for any real affine function €, there holds £[(Sif)/g9lg = St[¢(f/9)g].

(b) Prove that for any convex function H and any f, there holds H[(S:f)/g9lg < Si[H(f/g9)g].
(Hint. Use the fact that H = sup,<p ¢).

(¢) Deduce that

/ H((S,f)/glgé < / HIfJglgp. Vi >0,

3. FIRST EXAMPLE: A GENERAL FOKKER-PLANCK EQUATION
In this section we consider the Fokker-Planck equation
(3.2) of=Lf=Af+div(Ef),

on the density f = f(t,2), t > 0, 2 € R, where the force field E € R? is a given fixed (exterior)
vectors field or is a function of the density.
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3.1. Conservation, explicit steady states and self-adjointness property. Any solution f
to the Fokker-Planck equation (3.2) is mass conservative in the sense that

%/fdx:/div(Vf+Ef)dfv:0,

because of the divergence structure of the Fokker-Planck operator £ and the Stokes formula.
In the case when
(3.3) E=VU+ Ey, div(Eje V) =0,

for a confinement potential U : R — R and a non gradient force field perturbation Ej : R — R¢,
we may observe that the positive function e~V (®)+0o is a stationary state for any Uy € R. When
furthermore e~V € L1 (R?), we may fix Uy € R such that

G(z) := e"V@+U0 ig 4 stationary state and a probability.

On the other way round, in the most general case we just assume there exists a steady state
G e L' RY) NPRY, div(VG+EG) =0,

where P(R?) stands for the set of probability measures, we may observe that G € C'!'(R?) thanks
to a bootstrap regularization argument and G > 0 thanks to the strong maximum principle. Then
we define U := —log G and Ej := E — VU, so that (3.3) holds again.

Consider a weight function m : R¢ — R and the associated Lebesgue space L?(m) with || f| z2(m) =
| fm| 2. For f,g € D(R?), we compute

I = (Lf,9)r2m) — (f,£9)L2(m)
— /(Af+div(Ef))gm2—/(Ag+div(E9))fm2

= /ngE-Vf—gi~vm2+/ng-vm2—fm2E-vg
(3.4) = 2/g (m?* E —Vm?)-Vf+ /gf(div(mQE) — Am?).
In the one hand, if I(f,g) = 0 for any f, g, by choosing f as a constant function, we get

0= /g(Am2 — div(m?E))

for any g, and then
Am? — div(m*E) = 0.

Plugging that information into (3.4), we get
I = Q/g(mQE—Vm2)~Vf,
and the equation I(f,g) = 0 for any f, g, by choosing f = z;, implies
/g((‘?im2 - m2Ei) =0,

for any g. We deduce
8¢m2 - m2Ei =0

and then E = VU with U := log(m?) or equivalently m = eY/2. In other words, we just have

proved that £ is a self-adjoint operator in the Hilbert space L?(m) if and only if £ = VU and
m = eY/? for some confinement potential U : R* — R. In that case, G = exp(—U — Up), Uy € R,
is the family of steady states.



CHAPTER 6 - MORE ABOUT LONGTIME ASYMPTOTIC : ENTROPY AND POSITIVITY TECHNIQUES 9

3.2. General a priori estimates and well-posedness issue.

Lemma 3.3. For any f € D(R?) and any weight function m : R? — R, , we have

Jens i =~ [1vsepae s [ o
with

2 A 1
7/)15=(p—1)|vn2l‘ —|—m+<1—>divE—E-vm.
m m P m

Proof of Lemma 3.3. It is a good exercise! Just perform two integrations by part: one on the
term which involves the Laplacian, another on the term which involves the E - V f function. O

Observe that (at least formally):

d
_ Po P
dt/Rdmm

o R
= B s i scpme

so that defining f* := ||f||i;fm) F1fIP~2, we get

d 2 d _
Gy = U7 G Wy = /Rd(ﬁf 4P Lm
(3.5) = 2Re(Lf, f*).

As a consequence, (3.5) together with Lemma 3.3 lead to some differential inequality on the LP-
norm which provides an a priori estimate on a solution of (3.2) when the function 1, in Lemma 3.3
is uniformly bounded above.

Exercise 3.4. (a) Generalize Lemma 3.3 to the case of a complex valued function f € D(R?;C).
(b) For any f > 0, prove that (at least formally)

/(L‘f)logf: _4/|v\/f|2+/(dwE) 7.

As a consequence of the previous identity we obtain several existence results. In the sequel we
assume either

(3.6) E = E(t,z) € L>=(0,T; WH>=(R%)),

or that E = E(z) € W) and, for some v > 2,

(3.7) |E(z)] < Ky ()71, |divE(z)| < Ko (x)?72, E(x)-z > |z|) VzeRL
We define

(3.8) H:=L*(m), V:=H(m)NL*(m)

with m = m; = (2)*, k > 0, in the first case, and with m := @7 my = (2)7 1) K 1= y/4,
in the second case. We next define

Xp:=C([0,T); H) N L*(0,T;V).

Proposition 3.5. For any fy € H, there exists a unique variational solution f € Xr to the
Fokker-Planck equation (3.2). Moreover, if fo > 0 then f(t) > 0 for any t > 0; if fo € L then
f(t) € LY and (f(t)) = (fo) for any t > 0.

Proof of Proposition 3.5. We observe that the (possibly time dependent) bilinear form
altfg) = - [LOfgm®

= /{Vf-ngQ—Vf-(Vm2—|—Em2)g—divEfgm2}dx

is continuous in V. Moreover, thanks to Lemma 3.3, it satisfies the following coercivity lower
bound

alt, £, ) = / VP m? ¢ / 2 mP
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with 12 Kk )
-1 1 T
= M CqivE4+kE —— >C,

NS T e PR e 2

C € R, in the first case, and
b= et = et - Tyt e
! 16 4 4 16
1 1 1
—§divE + EE cx ()2 > §<x>2“’_2 +C,

C € R, in the second case. We conclude to the existence and the uniqueness of a variational
solution f € X by applying Lions’ Theorem 3.2 in Chapter 1. O

Proposition 3.6. Assume a € W' N L% For any fo € L2, k > d/2, there exists a unique
solution

fec(0,T); L) N L*(0,T; HY), VT >0,
to the nonlinear Fokker-Planck equation

(3.9) of =Af+ div((ax f)f).
Proof of Proposition 3.6. Step 1. A priori bounds. On the one hand, we clearly have

[ intae< [ inla,
R4 R4
and then

T 2k
A\
+/f2<x)2k{£>2 + k(fx;l) +s
R

1
2k + S Valle=llfollor + & IICLHLOO||fo||L1}/f2<33>2k-
Step 2. Existence.  To prove the existence we consider the mapping g — f defined for g €

C([0,T); L?), k > d/2, so that L? C L', by solving the linear evolution PDE
k k
of=Af+div((axg)f).

For the linear (and g dependent) problem, by repeating the same computations as in step 1, we
also have

(diva)*f—&-k(a*f)-&}

IN

sup [ fl[zr < [[follr,  sup[[fllrz < Ar,
7] [0,7]

s

where A7 only depends on || fo| 2, k, @ and T. We then define
Cr = {f € C(I0. T} L), IfOller < lfollr, 1Bz < Ar}

and we have ® : Ct — Cp. We consider two solutions
O fi = Afi + div((a * g:) fi)
so that the differences f = fo — f1 and g := go — g1 satisfy
Of = Af +div((a*g1)f) +div((axg) fa).

As a consequence, using the Young inequality, we have

Gl = =2 [1vs+ [(Faxg) 2 -2 [(arg)ravs
- [t Ve gl [ 724 gl [ 53

IVallz< Ifoll I FIZ2 + 2 llallzz AT llg]1Z:,

IN

IN

from which we deduce
s £ <er sup g1l >

) )
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with e — 0 as T — 0. We conclude to the existence by a Banach fixed point theorem. O

Exercise 3.7. Prove that the assumption a € L? can be removed by making the contraction argu-
ment with the Li norm.

3.3. Long-time behaviour. We briefly discuss the long-time asymptotic for the linear and non-
linear Fokker-Planck equations (3.2) and (3.9).

e In the case E = VU, U = (x)7 /v, v > 2, L is self-adjoint and dissipative in L?(G~'/2) and the
resolvent R, (b) is compact, because for b > 0 large enough, the bilinear form d'(f, g) := a(f,g) +
b(f,g), with a defined in the proof of Proposition 3.5, is coercive in the space V := HY(G~/?)n
L2({(z)Y~*G~'/?) and V is compactly embedded in L?(G'/2). More precisely, performing just one
integration by part on the first (Laplacian) term, we have

(5.5) = [lensreic
_ /[—Af—AUf—VU~Vf+bf)f€U
- /{|Vf|2+(b—AU)f2}eU.

1/2

Introducing the notation g := f G~/ and observing that

/ “AflfeU = / V(gGY?) - V(gG12)

/|Vg\2+/g2 VG2 .vGT?
1
[1var -3 [ £etiwu,

—/(VU~Vf)er = %/(AUHVUP)FG—R

as well as

we also have
(1.0 = [P+ [ P58+ RURe.

Gathering these two identities, we deduce that for any f € D(R?)

a(f.f) = %/|Vf|2eU +/{b— %AU+ é IVU?) f2}ev.
Observing now that |VU[? > |2[20~Y and |[VU| < (d + v — 2) (z)7~2, we obtain by taking b > 0
large enough the following lower (coercivity) bound: for any f € D(R9)

0.0 = 5 [V [15 4 L POD) e = 1R

On the other hand, thanks to the first identity in Proposition 3.5, we also have

d(f,9) = /{Vf Vg—2Vf-VUg+ (b—AUfg}eY dx,

and then |d'(f,g)| < C|/fllv |lgllv for any f,g € V. Thanks to the Lax-Milgram Theorem, we
deduce that b € p(L). Moreover, for any g € H := L*(G~'/?), the (variational) solution f :=
R, (b)f € V to the equation
(L=b)f=g

satisfies

LA < (0—=L)f, )= (=9, /) < Cllgllu | fllv-
As a consequence, ||[Rz(b)gllv < C||lg|lm. Because V. C H is compactly embedded, we get that
R (b) is a compact operator. We may apply Theorem ??: the L?(G~'/?)-norm is a Lyapunov
functional and any solution converges with exponential rate to the associated equilibrium (uniquely
defined thanks to the mass conservation).
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e In the case F = a * f + x with a = VU, U a convex function, we write
onf = Lf =div[fV(og f +|z[*/2+ U * f)].
We define

W)= [ Hogf+ gl 45U £ D)= [ 719 00x s+ jaP /24U < 1P

We may compute

dt

The functional #H is then an entropy. It is moreover a Lyapunov functional under some additional
assumption on U. We accept the following result.

GHE = [ @P+10gf + o 24U 5 1) = =D(1).

Lemma 3.8. If U is a convex function then H is a convex functional and there exists a unique
minimizer fs to the minimizing problem

H(foo) = min{?—l(f); 0<feL'RY), [ fdo= 1}.
Rd

Moreover, fs is smooth and positive, and we have D(f) = 0 implies f = fo.

Exercise 3.9. Show the convergence of the solutions to the unique equilibrium f.o by applying
Theorem 1.6 or Theorem 1.9.

e In the case E = VU + Ey, U = (x)7 /v, v > 2, div(Ep e~ V) = 0, Ey # 0, the operator L satisfies
the same properties as the first case (when Ey = 0) except that £ is not self-adjoint anymore.
Because LG = 0 and £*1 = 0, we may apply the GRE method which readily implies

SH() = DL,
with
W)= [(F=thGre amd D)= [[9U/GFG,

The equation D(f) = 0 is equivalent to f = (f)G and by conservation of mass f = (fo)G. As
a consequence, H is a entropy, D is a dissipation of entropy functional (it is Isc for the weak L?
convergence), and then Theorem 1.6 says that f(t) — (fo)G weakly in L? as t — oo for any
fo € H := L*(G?) (take Z := {g € H; |glu < |lfollz, (9) = (fo)}). In order to enlarge of
the class of initial data and to strengthen the sense of convergence we may argue as follows (we
present the argument in dimension d = 1 for the sake of simplicity of the notation). By developing
the term D(f) or just using Lemma 3.3, we have for any K > 0 and for some Ky = Ko(H(fo), K)

%/fQG—l _ —/(8f)2G‘1+/f2G_11/11

- [erra -k ([ £6) v ko

IN

because 11 < C and H(f) < H(fo).
The equation satisfied by 0f is

8,0f = AOf + O(divE)f + (divE)df + OE - Vf + E - Vo,

from which we deduce for some 6 € (0,1)

G Jenr < = [@r+ [uEaws+lavel 72}

dt
_(/fz)il(/(ﬁf)g)2 + /(Cf2 Lo a?)E
= / fPG7t 40 / @)%,

IN

We define
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which satisfies the differential ODE

T o< k([ £e) v mo- ol ( [©007) +oC ol

IN
|
=
<
[
+
?N\

for some constants ¢, K; > 0, which only depend on || fo|| . Defining K7 = K1 (|| foll) := K{/(26")
and the set
2y ={g€H; |lgla < follm, ulg] < K1},
we deduce that if fy € Z; then f(t) € Z; for any ¢ > 0, and on the contrary, defining 7 := sup{t >
0; u(t') > Ky Vt' € [0,t)}, we have
/

% < —%u2 on (0,7).
As a consequence, we get u(t) < 2/(0't) on (0,7), so that necessarily u(t) < K; for some ¢t <
2/(¢'K) :=T. We have then proved that Z; is invariant and attractive in the sense that f(t) € 2,
for any t > T. Because Z; C L' with compact embedding, we deduce from the previous (weak)
convergence that f(t) — (fo)G strongly in L'. It is worth emphasizing that we get the same
conclusion by using the La Salle invariance principle (Theorem 1.8) by observing that H is a
Lyapunov functional in the set Z;.
For a general initial datum fy € L', we use the splitting fo = font90n With fon = 1p(o,n) foxpn €
H for a mollifier sequence (p,,). We then have

| fn(t) = (fon)GllLr — 0ast — oo, ¥n >0,
by the previous analysis, and

sup lgn@®llr < llgonl — 0 as n — occ.
t>

Putting together the two above estimates and the fact that (fo,,) — (fo) as n — oo, we conclude
to f(t) — (fo)G in L' as t — co.

e In the general case when F satisfies (3.7), we verify that £ — b is dissipative in the space H
defined in (3.8) for b > 0 large enough and again that R, (b) is compact. Moreover L satisfies
Kato’s inequality and the strong maximum principle as stated and proved bellow. We may then
apply the existence result Theorem 1.2 and we obtain that there exists of nonnegative and mass
normalized steady state f; € H. We conclude by applying the GRE method as in the previous
case, and we get again f(t) — (fo)f1 weakly in L? as t — oo for any fo € H. We can improve
(enlarge and strengthen) the above convergence by following the same argument as in the previous
case.

Proposition 3.10. The operator L satisfies “Kato’s inequalities” and the “strong mazimum prin-
ciple” in H
Proof of Proposition 3.10. Step 1. Kato’s inequalities. For a convex function 8 : R — R such
that S(s) = sf8'(s), we clearly have

LB(f) =B"(HIVIP+ B (HLf =B (LS.

For the square of the modulus function s € C + 6(s) = |s| = v/s5, we have on the one hand

Lf-0'(f) = [LS) f_+ (ﬁfz F1/@21f1)
= [(Af)f+(AF) I/ QIFD + div(E[f]).
On the other hand, introducing the real part R and the imaginary part I in such a way that
f=R+1il, R, I €R, we easily compute
VIfI? fo+fo)
2|f| 2|f]
AfF+AFF IVIE 1|9

7 I 3 1P
Aff+Aff (IVR—RVI)?

2|1 /]

Alfl = div(

) = div(

(3.10) =
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The two identities together imply

LIfI = Alff+div(E|f])

(3.11) > (AN +FAN/QIf) +div(E|f]) = Lf - 0'(f).
It is worth emphasizing that (3.10) is clearly true for a Wli’cd(Rd) and not vanishing function f.
For a function f € WlQO’Cd(Rd) which may vanish, we introduce the quantity |f|. := (€2 + |f|*)'/2,
and we similarly have

_ _ 2 _ _
AfF+AFF VP LIVIFP  AFF+ASS

2|l Ifle 4 1f2 — 2l

By passing to the limit &€ — 0, we recover (3.11).

A|f|5 =

Step 2. Strong maximum principle for a real values function. Consider f € H\{0} such that
Lf = 0. By a bootstrap regularization argument, we classically have f € Wi’cd(Rd) C C(R%). By
assumption there exist then zo € R%, ¢,r > 0, such that |f(z)| > ¢ on B(zg,r). From Lemma 3.3,
we also have that £ — a is —1-dissipative for a > 0 large enough, in the sense that

(3.12) VheD(L) ((£L—ahh)u <—|h|F.

We next observe that for o > 0 large enough, the function g(x) := cexp(or? — o|z — x¢|7) satisfies
g = c on 0B(zg,r) and
(-L+a)g = [—0272|x - m0|2(771) +oy(d+vy —2)|r — 20|72
—divE + E - (z — xo)yolz — xo["* —a]l g <0 on B(x,r)".

We define h := (g — |f|)+ and Q := R\ B(z, 7). We have h € HZ (2, mdz) and

(L—a)h = 0'(g—1|f])Llg—If]) —ah
= 09— /DL —a)g+alf]] 20,

where we have used the notation 0(s) = s;. Thanks to a straightforward generalization of (3.12)
to H (2, m), we deduce

0 < ((L—a)h,h)r2m) < _Hh”QL?(Q,m)v
and then h = 0. That implies |f| > g on , next |f| > 0 on R? and then f > 0 or f < 0 because
f € C(RY).

Step 3. Strong maximum principle for a complex values function. Consider a complex values
function f € D(L£)\{0} such that

LO(f)=Lf-0'(f)=0
for 6(s) = |s|. The strong maximum principle for a real values function implies that |f| > 0 and
we may assume that both R and I do not vanish in some open set O. Using the case of equality
in Kato’s inequality, we deduce with the notation of Step 2 that

(IVR — RVI)? _0
£l

which in turns implies

|Vlog R — VlogI|? = 0.

We have then proved R = CI for some constant C' € R in O and then in R?, which exactly means
f=u]|f| for some u € C*. O
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4. SECOND EXAMPLE: THE SCATTERING EQUATION

The linear Boltzmann (or scattering) equation of the density function f = f(¢t,v) > 0, t > 0,
v €V C R?, writes

(4.1) Of =Lf = /V(b*f* —bf)dv.,

where f = f(v), f« = f(vs), b = b(v,v,) and b, = b(v«,v), b > 0 is a given function (the rate of
collisions), or more generally

(4.2) Of=Lf:= /Vb*f* dv, — B(v) f,

and we assume that there exists a function ¢ > 0 such that

LY := / bo.dv, — B¢ =0, inother words B(v):= %bdv*,
v v

with again ¢ = ¢(v) and ¢. = ¢(v.). The first equation (4.1) corresponds to the choice

B(v):/vbdv*, p=1,

in the second equation (4.2).

Example 1.  We assume V C R? b, = k(v,v,) F(v), for a symmetric function k(v,v,) =
k(v«,v) > 0 and a given function 0 < F € L*(V) N P(V). The equation (4.1) becomes

(4.3) 8tf:£f::/vk;(Ff*—F*f)dv*.

It is worth noticing that F' = F(v) is a stationary solution to the equation (4.5) since
(4.4) OF=0=LF.

Example 2. We assume V = (0,00), bx = bi 1,50, ¢(v) = v, and then the equation (4.2)
becomes the fragmentation equation

(4.5) 8tf:£f::/0 b. fudvs — Bv) f(v), B(v) ::/0 Y do.

v

Conservation law. Without any additional assumption, we immediately deduce that the equation
(4.2) has one law of conservation: any solution satisfies (at least formally)

/ £(t,v) $(v) dv = / £(0,) 6(v) dv,
% %

because

& [ roa= [enoaw= [ reow-o

Lyapunov/entropy functional. We assume that there exists a function 0 < F' € L'(V)NP(V) which
is a stationary solution

LF:/b*F*dv*f %bdv*F:Q
v v ¢

what it is the situation in Example 1. Then any solution f to the equation (4.2) satisfies (at least
formally)

d 6 fo .
(46) G £ gar=2 [ enfZaw——pun
with
_ fo TV
(4.7) Ds(f) ._/V Vb*Fqb(F* F) dvdv, .

We then say that

is a Lyapunov (or generalized relative entropy) for the equation (4.2).
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To prove (4.6) in the case ¢ = 1, we perform the following computations

[[rrtihdfforfe-tffor
[l b dffonifffnn

L[ ().

where in order to pass from the first to the second line we have just changed the name of the

variables in the second term
/ bF = / by F. f*

and we have used the fact that F' is a statlonary solutlon in the third term

/dev* = /b* F, dv,.

For a general law of conservation ¢, the computation is almost the same

(Lf,of/F) = / by ¢ Fi *——7/ bou F ——7/ by F Lo

//bmF* *1”//b*¢F* (f)° ”//b*qu*—
e ()

A theorem. We now consider the same situation as in example 1, and we assume furthermore that
there exist some constants 0 < ky < k1 < oo such that

Vou,vs €V, ko < k(v,vy) < ky.

(L, [/F)

We consider the scattering equation (4.1) in that case, that we complement with an initial condition
£(0,v) = fo(v) Yvel.

Theorem 4.1. Assume fo € L'(V), V = R<.
(1) There exists a unique global solution f € C(]0,00); L*(V)) to the scattering equation (4.1).
That solution is mass conserving

ANMM=Ah@M:%>

and satisfies the mazimum principle
fo>0 = f(t,.)>0 Vt>o0.

(2) In the large time asymptotic, the solution converges to the unique stationary solution with same
mass

£ (t.) = (fo) Fllz < e ™2 fo — (fo) Fl &,
where || - || g is the Hilbert norm defined by

Hf%—LﬁFlm-

For the proof of point (1) we refer to the precedent chapters where the needed arguments have
been introduced. We are going to give now the (formal) proof of point (2).

Functional inequality and long time behaviour. The following functional inequality holds true: for
any function f € E, we have

(4.8) Ds(f) = kollf = (f) Fll%.
It is worth observing that the Cauchy-Schwarz inequality implies

i< Lanemee< ([ e ([ R =1
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so that the mass (f) is well defined if f € E. Let us accept for a while the inequality (4.8) and
let us prove then the convergence result (2) in Theorem 4.1. Thanks to (4.6), the fact that F is a
stationary solution, the fact that f is mass conserving and (4.8), we have

d
ZIf = (NFIE = =Da(f) < —kollf = (f) FIZ,

and we conclude by applying the Gronwall lemma.

Let us prove now the functional inequality (4.8). From the lower bound assumption made on k,
the following first inequality holds

Da(f) :=//b*F* (ﬁ—f;fm/ FF, (l{i—}{f

On the other hand, by integrating (in the v, variable) the identity

()

_ [k

with ¢ = f — (f)F. Thanks to the Cauchy-Schwarz inequality, we deduce

Y
g2 g/ ( —*) F F, dv, x/FF*dv*,
v \F Fi v

so that we get the second inequality

2 2

g I

—dv < // ( — ) F F, dv, dv.
/v F A AVIANY A O

We conclude by gathering these two estimates. O

we get

Exercise 4.2. Consider the mass conservative scattering equation (4.1) and assume that
K, <B(w) <K, 0<bv,v,)<Ks Vv, cV:=R%

as well as
/ (J0a]2 = [0]2) b(v,0.) < K4 Vo € RY,
Rd

for some constants K; € (0,00). Show that there exists a positive and unit mass steady state
fi € L2N LY (Hint. Use Theorem 1.2) and that any unit mass solution converges to that steady
state (Hint. Use the GRE method).

5. MARKOV AND STOCHASTIC SEMIGROUP

From now on, we will be interested in Stochastic semigroups which is a class of semigroups which
enjoy both a positivity and a “conservativity” property. The importance of Stochastic semigroups
comes from its deep relation with Markov processes in stochastic theory as well as from the fact that
a quite satisfactory description of the longtime behaviour of such a semigroups can be performed.
We start with the notion of positivity. It can be formulated in the abstract framework of Banach
lattices (X, ||-||, >) which are Banach spaces endowed with compatible order relation or equivalently
with an appropriate positive cone X;. To be more concrete, we just observe that the following
three examples are Banach lattices when endowed with their usual order relation:

e X := (Cy(F), the space of continuous functions which tend to 0 at infinity (when F is not a
compact set) endowed with the uniform norm | - ||;

e X :=[LP(FE)=LP(E,E, ), the Lebesgue space of functions associated to the Borel o-algebra &,
a positive o-finite measure p and an exponent p € [1, o0];

e X := M(E) = (Co(E))', the space of Radon measures defined as the dual space of Cy(E).

Here E denotes a o-locally compact metric space (typically £ C R?) and in the last example the
positivity can be defined by duality: p > 0 if (u, ) > 0 for any 0 < ¢ € Cy(E).
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Lemma 5.1. Consider X a Banach lattice (one of the above examples), a bounded linear operator
A on X and its dual operator A* on X'. The following equivalence holds:

(1) A is positive, namely Af >0 for any f € X, f > 0;

(2) A* is positive, namely A*p > 0 for any ¢ € X', ¢ > 0.

The (elementary) proof is left as an exercise. We emphasize that (f, ) > 0 for any ¢ € X/, (resp.
for any f € X ) implies f € Xy (resp. ¢ € X/,).
There are two “equivalent” (or “dual”) ways to formulate the notion of Stochastic and Markov

semigroup.

Definition 5.2. On a Banach lattice Y D Co(E) we say that (P;) ia a Markov semigroup if
(1) (P:) is a continuous semigroup in'Y;

(2) (P;) is positive, namely P; > 0 for any t > 0;

(3) (P:) is conservative, namely 1 € Y and P,1 =1 for any t > 0.

Definition 5.3. On a Banach lattice X C M*(E) we say that (S;) ia a stochastic semigroup if
(1) (St) is a (strongly or weakly * continuous) continuous semigroup in X ;

(2) (S) is positive, namely Sy > 0 for any t > 0;

(3) (St) is conservative, namely (S f) = (f), Vt >0, V f € X, where (g) := (g,1).

The two notions are dual. In particular, if (P;) is a Markov semigroup on Y O Cy(E), the dual
semigroup (S;) defined by S; := P on X := Y’ is a stochastic semigroup. In the sequel we will
only consider stochastic semigroups defined on X C L(FE).

Stochastic semigroup and semigroup of contractions for the L! are closely linked.
Proposition 5.4. A Stochastic semigroup is a semigroup of contractions for the L' norm. In the

other way round, a mass conservative semigroup of contractions for the L' norm is positive, and
thus it is a Stochastic semigroup.

Proof of Proposition 5.4. We fix f € X and t > 0. We write

|Stf| = |Stf+*stf—|
< |Sefel + 1S f-]
= Sif++ Sif-
- St|f|7

where we have used the positivity property in the third line. We deduce

[1sis1< [sin= [ 111,

because of the mass conservation. The reciprocal part is left to the reader. O
Consider f > 0. From both the contraction property and the mass conservation, we have

1Se £l < 11l = / f= / S.f.

A

As a consequence,
17
I(Seh)-ler = 5 [ (1Sef1 = 5uf) <0
so that (S;f)— = 0 and thus S;f > 0. That proves the positivity property.
We may also characterize a Stochastic semigroup in terms of its generator.
Theorem 5.5. Let S = S be a strongly continuous semigroup on a Banach space X C L*. There
s equivalence between

(a) S¢ is a Stochastic semigroup;
(b) L*1 =0 and L satisfies Kato’s inequality

(sign )Lf < LIfl, Vf e D(L).
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Partial proof of Theorem 5.5. Step 1. We prove (a) = (b). On the one hand, for any f € D(L)
and any 0 < ¢ € D(L*), we have

(¥, (signf)Lf)

Jim %w, (signf)(S(t)f — )

t—0

lim <1/J 1S f1=111)
}LHé;(l//,S(t)lfI—\fI)

N
= lim (S ()Y — ¥, |£])

where we have used the inequality (signf)g < |g| in the second line and the positivity assumption
in the third line. That inequality is the weak formulation of Kato’s inequality. On the other hand
and similarly, for any f € D(L), we have

£ = 0Lh
= Jim LS - ) =0,

by just using the mass conservation property. The reciprocal part is left to the reader. O

Step 2. We prove (b) = (a). On the one hand, for any f € D(L) and ¢ > 0, we denote f; := S, f
and we write

IN

IN

(Sef — f) = /,Cfsds‘l /;(fs,,/:*l)ds:O.

On the other hand, in order to conclude it is enough to prove that (S;) is a semigroup of contrac-
tions. We consider f € D(£?), t > 0, n € N*, we introduce the notation f; := S;f, tx := kt/n, and
we write
n—1
ISfl= 171 = D (feerl = 1 fa])
k=0
n—1
Z Signftk+1 (ftk+1 - ftl\)
k=0
n—1 trt1
= ) sienfi,, / Lfsds
k=0 It
n—1

) 1 tht1
= Z Slgnftk+1{ﬁ£ftk+l + / E(fs - ftk+1) dS}
k=0

ty

IN

n—1

1 . thy1 s )
< Z{ﬁﬁ‘ftk+.‘+slgnftk+l ,/tk ‘/tHl(Suﬁzf)duds}’

k=0

where we have used the inequality (signf)g < |g| in the second line and Kato’s inequality in the
last line. Taking the mean and using the mass conservation, we have

n—1l ity ptresr )
EX( T / [ 1su? ) duds
k=0 s
< —/ |Su L2 f|| du — 0,
nvo
as n — 00. O

Exercise 5.6. Consider Sc+ a (constant preserving) Markov semigroup and ® : R — R a concave
function. Prove that L*®(m) < ®'(m)L*m. (Hint. Use that ®(a) = inf{l(a); ¢ affine such that £ >
O} in order to prove Sf(®(m)) < ®(Sym) and ®(b) — P(a) > P'(a)(b—a)).
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6. ASYMPTOTIC OF STOCHASTIC SEMIGROUPS

6.1. Strong positivity condition and Doeblin Theorem. We consider the case of a strong
positivity condition.

Theorem 6.1 (Doeblin). Consider a Stochastic semigroup S; such that
Sef > av(f), VfeXa,
for some constants T > 0 and o € (0,1) and some probability measure v. There holds
1Sl < Cetlfllp, ¥t>0,%feX, (f) =0,
for some constants C' > 1 and a < 0.

Proof of Theorem 6.1. We fix f € X such that (f) = 0 and we define n := av(f;) = av(f_). We
write
\Srfl = |Stf+ —n—Srf-+n
1S f+ —nl + S0~ —nl
= Srfy—n+Srf-—n,

where in the last equality we have used the Doeblin condition. Integrating, we deduce

[isesl < [ Sefe—a)ta)+ [ ser- = at)is)

IN

< [r-atts [£-at)
< a-a)fIn
By induction, we obtain a := [log(1l — «)]/T and C := exp||a|T]. O

6.2. Geometric stability under Harris and Lyapunov conditions. We consider now a semi-
group S with generator £ and we assume that

(H1) there exists some weight function m : R? — [1, c0) satisfying m(x) — oo as x — oo and there
exist some constants a > 0,b > 0 such that

L'm < —am +b;

(H2) for any R > 0, there exists a constant T' > Tj > 0 and a positive and not zero measure v = vp
such that

Srf>v f, VfeX:.
Br

Theorem 6.2 (Doeblin). Consider a Stochastic semigroup S on X := L*(m) which satisfies (H1)
and (H2). There holds

ISeflrremy < Ce™ I fllLrmy, VE=0, VfeEX, (f)=0,
for some constants C' > 1 and a < 0.
We start with a variant of the key argument in the above Doeblin’s Theorem.
Lemma 6.3 (Doeblin’s variant). Under assumption (H2), if f € L'(m), with m(z) — oo as

|x| = oo, satisfies

4
(6.1) £l Zmﬂfllv(m) and (f) =0,

we then have

1S flle < (1 - %)nfuﬁ.
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Proof of Lemma 6.3. From the hypothesis (6.1), we have
fr = / fe— | Jx
Br B,

3 1= [ 1m= 1 [ 151

STfiZ%/m:”?-

Together with (H2), we get

We deduce
ISt f| < [Stfy —nl+|Srf- —nl = Srfr —n+Srf- —n=5Sr|f] —2n,

[1seni< [sein=2 [n= [151- w5 [ 151

which is nothing but the announced estimate. O

Proof of Theorem 6.2. We split the proof in several steps. We fix fo € L'(m), (fo) = 0 and we
denote f; := Si fo.

Step 1. From (H1), we have

and next

d
g Mellzromy < —all fell 2 ny + b1l fell 22

from what we deduce

— — b
fellLrgmy < €™ follLromy + (1 —e t)aHfoHLl Vit > 0.
In other words, for any T" > Ty > 0, we have

(6.2) 157 follrm) < VLl follzromy + Kl foll

with v, € (0,1) and K > 0, both constants depending only of Ty. We fix R > 0 large enough such
that K/A < (1 —~g)/2 with A :=m(R)/4.

Step 2. On the one hand, we recall that

(6.3) ST follr < [lfollzr, VT >0.

On the other hand, because of Lemma 6.3, there exists vz € (0,1) and T > Ty only depending on
R defined above such that

(6.4) [Srfoller <vmllfoller when |[follr = AllfollLr(m)-
The two estimates (6.3) and (6.4) together give

I —m
(6.5) 1SFollzr < vl foller + == [lfoll 21 (m)-
Step 3. The two previous steps together, we deduce that

urtt = MU
with
n ||553f0|L1(m)> < L K>
U" := and M :=|( . .
< 157 foll 1 L ym

The eigenvalues of M are
1
ft 1= E(Ti T2 — 4D),
with

ke

T:=ttM =~ +vg, D:=detM =~pyg —(1—7m)
We observe that
Yeve > D >vyp — (1 —yu)(L—y) =T -1,
so that
(yu — 1) =T% —dypyy <T? —4D < T? —4(T — 1) = (T — 2)*
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and finally
0 := max(|p4l, [p-]) < max(ym,yr, T —1],1) = 1.

We have established that | M™| < C 6™ — 0 for some constant C' > 1, and we then conclude as in
the proof of Theorem 6.1. O

7. AN EXAMPLE: THE RENEWAL EQUATION

We will discuss now the renewal equation for which we apply some of the results of the preceding
sections in order to get some insight about its qualitative behavior in the large time asymptotic.
We are thus interesting by the renewal equation

(7.1) {atf+aif+af=0
. f(tao):pf(t)a f(oax):fO(]")v
where f = f(¢t,x),t >0, z > 0, and

py = / " o) aly) dy.

Here f typically represents a population of cells (particles) which are aging (getting holder), die
(disappear) with rate a > 0, born again (reappear) with age x = 0 and has distribution fy at initial
time. At least at a formal level, any solution of (7.1) satisfies
d o0 o0 o o0
—/ fd:c:/ (famffaf)d:c:[ff] 7/ afdx =0,
dt Jo 0 0 0
so that the mass is conserved. Similarly, we have
d o0 o0 o (o]
G | \lde= [ olnl—alflyde = -7 - [ alide <o,
dt Jo 0 0

so that the sign of the solution is preserved by observing that g— = (|g| + ¢)/2 and using the
above two informations. That seems to indicate that if (7.1) defines a semigroup, this one is a L!
Stochastic semigroup.

Preliminarily, we consider the (simpler) transport equation with boundary condition
(7.2) {atf+axf+af=0
f(£,0) =p(), [f(0,2) = fol),
with fy and p are given data. We observe that when f is smooth (C!) and satisfies (7.2), we have
d x
Tlft+ 52+ =0, Aw) = / aly) dy,
0
from what we deduce
F(t, )@ = f(t — 5,0 — 5)et 7,
when both terms are well defined. Choosing either s =t or s = x, we get
(7.3) ft,z) = folz —t) eAlE=t=Al) o>t +p(t — ) e ) 1ot

In the other way round, we may check that for any smooth functions a, fo, p, the above formula
gives a classical solution to (7.2) at least in the region {(t,z) € R%, x # t}, and thus a weak
solution to in the sense

(7.2)
(7.4) /0 /0 f (—0up — Duip + ag) daxdt — /O fola)p0,2) dr — /0 p(t)p(t,0) dt = 0,

for any ¢ € CCI(R%F) It is worth noticing that this last equation is also the weak formulation of
the evolution equation with source term

atf+azf+af:p(t)503 f(va) :fO(x),

defined on the all line (that is for any x € R).
At least at a formal level, for any solution f to (7.2), we may compute
d

G| 1w = 107 = [ alside < oo,



CHAPTER 6 - MORE ABOUT LONGTIME ASYMPTOTIC : ENTROPY AND POSITIVITY TECHNIQUES 23

so that
T
(75) sup 7Ol < [olls + [ 0]
(0,77 0
Lemma 7.1. Assume a € L™. For any fo € L*(Ry) and o € L*(0,T) there exists a unique weak

solution f € C([0,T); LY(Ry)) associated to equation (7.2).

Proof Lemma 7.1. Step 1. Existence. ~When a € Cy(R,) and fy,p € CL(R,) the solution is
explicitly given thanks to the characteristics formula (7.3). In the general case, we consider three
sequences (ag), (fo,c) and (pc) of Cy(R4) and C! (R, ) which converge appropriately, namely a. — a
a.e. and (a.) bounded in L, fy . — fo in L'(Ry) and p. — p in L*(0,T), and we see immediately
from (7.5) that the functions (f) and f defined thanks to the characteristics formula (7.3) satisfy
fe — fin C([0,T]; L'). As a consequence, we may pass to the limit in (7.2) and we deduce that
f is a weak solution to equation (7.2).

Step 2. Uniqueness. Consider two weak solutions f; and fs to equation (7.2). The difference
f:= fa — f1 satisfies

(76) | 100 0o+ apdadi =
for any ¢ € C}(R%) and thus also for any ¢ € C.(R%) N WH*°(R%). Introducing the semigroup
(Se9)(2) = gl — 1) A=A 1,
associated to equation (7.2) with no boundary term, its dual is
(S79)(@) = (o + 1) XA, vy e L=(Ry),
and (S;) is well-defined as a semigroup in C. N W1>°(R}). Now, for ¢ € C1(R?), we define

olt,x) = / (S (s, )) () ds

t
T
= (s, o+ s —t) MDA g5 € O(R2) N W2 (R2),
t

and we compute
Oup(t, x) = /tT[azw(s, T+ s —t) (s, + s —t)(a(x) —ale + s —1))] e DAET g,
from what we deduce
dpp(t,z) = —o(t,z)+ /tT[—azz/J(s, T4 s—t)+P(s,x 45— talz + s — t)] A "ACTD g

= —(t,x) — op(t, ) + a(x)p(t, T).

Using then this test function ¢ in (7.6), we get

/0 /0 fydedt =0, Ve CHRY),
and finally f; = fs. g
We are now in position to come back to the renewal equation (7.1).

Lemma 7.2. Assume a € L. For any fo € L*(Ry), there exists a unique global weak solution
f € C[Ry; LY(RY)) associated to equation (7.1). We may then associate to the renewal evolution
a Stochastic semigroup.

Proof Lemma 7.2. We define &7 := C([0,T]; L*(R,)) and for any g € E7, we define f := ®(g) € &7
the unique solution to equation (7.2) associated to fo and p(t) := pg) € C([0,T]). For two given
functions g1, g2 € Er and the two associated images f; := ®(g;), we observe that f := fo — f1 is a
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weak solution to equation (7.2) associated to f(0) = 0 and p(t) := pg,(t)—g, (1) The estimate (7.5)
reads here

IN

T T e’}
/ |Pga(t)—g1 (1)) | dt < / / a(y)|(g2 — g1)(t, y) dydt
0 0 0

T |lal|ze sup [[(g2 — g1) (@) -
(0,77

sup ||(f2 — f1)(t)] 2
[0,7]

IN

Taking first T' small enough such that T'||a||L~ < 1, we get the existence and uniqueness of a fixed
point f = ®(f) € Ep, which is nothing but a weak solution to the renewal equation (7.1). Iterating
the argument, we get the desired global weak solution f € C(Ry; L*(R4)).

We may apply the results of the first section in the semigroup chapter 3 in order to get the existence
of a semigroup S; associated to the evolution problem (7.1). This semigroup is clearly positive.
That can be seen by construction for instance. Indeed, if g € Er 4 = {g € Epr, g > 0}, then
f=®(g) € Er 4+ from the representation formula (7.3), and the fixed point argument can be made
in that set. Next, from (7.4), we classical deduce (see chapter 2) that

[e's) [e'e) t [e'e) t
/ fsoRdx:/ fOSDRd$+// <arsoR+asoR)dxds+/p<s>ds
0 0 0 0 0

for pr(z) := p(z/R), p € CL(Ry), 1p,1) < ¢ < 1jg2. We get the mass conservation by passing to
the limit as R — oo. O

Lemma 7.3. Assume furthermore liminfa > ag > 0. There exists a unique stationary solution
F € WL (R,) to the stationary problem

O, F+aF =0, F0)=pp, F>0, (F)=1.

Proof Lemma 7.3. From the first equation we have F(z) = Ce~4(*)  so that the boundary condi-
tion is immediately fulfilled and the normalized condition is fulfilled by choosing C' := (e’A(””)fl.
It is worth noticing that the additional assumption implies (e~4(®)) < 0o so that C' > 0 and the
same is true for F. O

Lemma 7.4. We still assume a € L* and liminfa > ag > 0. There exist C > 1 and o« < 0 such
that for any fo € L*(Ry) the associated global solutionf to the renewal equation (7.1) satisfies

1) = (fo) Fller < Ce || fo = (fo)Fllzr, Vt=0.

Proof Lemma 7.4. 'We check Harris condition. We observe that a > ag/2 1>, for some zg > 0.
We then set T := 2x¢ > 0 and we take 0 < fo € L'(R,). From (7.3), we have

(7.7) F(T,2) > prr—any e Loar)n.
with

PF(T—2,) = / a(y)f(T — z,y)dy
0
xo

Using the representation formula (7.3) again, we have

f(T—zy) > foly+az—T) e~ (AW)—A(y—(=—T))) L7
Z fo(y +x — T) e_(m_T)HaHoo 1y>T—a:)
so that
a >~ —\r— a
prir-ay 2 5 | Jolyta—T)1sqpdye el
Zo
>

a o0 o )
20 / fO(Z) 1z>xo+x_T dze ( T)H Hoc
0
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Together with (7.7), we obtain

ap [ e Az
f(T,z) > ?O/ fo(2) 1oszota—rdze (@=T)llalloc g=A( )1z<T/2
0

o0
v@) [ fo(e) s, via) = e @ Tl Ay
0

which is precisely a Harris type lower bound. We conclude thanks to Theorem 6.1. g
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8. APPENDIX

Theorem 8.1 (Brouwer-Schauder-Tychonoff). Consider a locally convex topological vector space X and Z C X a
convex set which is metrizable and compact for the induced topology. Then, any continuous function ¢ : Z — Z
has a least one fized point.

Remark 8.2. The examples we have in mind are the following:

1. A Banach space X endowed with its norm || - ||x and a convez and bounded set Z C X which is furthermore
compact for the strong topology. Typically X = LP and Z := {f € WP N LI{; Hf“wlmmyf <1}.

2. A separable and reflerive Banach space X endowed with the weak topology o(X,X’) and a bounded, closed and
convex set Z C X. Because X' is separable, the topology o(X,X’) on the bounded set Z is metrizable, and the set
Z is both topologically and sequentially compact.

3. X = LY(Q), Q C R? open set, endowed with the weak topology o(L*, L) and a bounded, closed and convex
set Z C X such that Z is uniformly equi-integrable both locally and at the infinity. For instance there exist
w: Q= [1,00), w(x) = 0o when |z| = oo, P : R — R4, ®(s)/s — co when |s| — oo and C € Ry, such that

zc{rer'@), /Q<<1><f> +Iflw)dz < C}.

As a consequence, Z is both topologically and sequentially compact for the weak topology o (L', L>®).

4. A Banach space X such that X =Y’ for a separable Banach space Y endowed with the weak * topology o(X,Y)
and a conver and bounded set Z C X which is furthermore closed for the weak * topology o(X,Y). Because
ZC{feX, |fllx <C}, for some C € Ry, and that last set is topologically and sequentially compact for the weak
* topology o(X,Y), the same is true for Z.

Proof of Theorem 8.1. By assumption Z is endowed with a metrizable topology associated to a family of seminorms
(pi)ier with I = {0} or I = N. We assume that we are in the second case, the first case being simpler, and we also
assume without restriction that (p;) is increasing. We split the proof into two steps.
Step 1. By compactness of Z, for any € > 0 and n € I, there exists a finite set J and some vectors e; € Z, j € J,
such that
(8.1) ZC U{pn(z—ej)<e/2}.

JjEJ
We then define ¢ by

gi(z)

pe(@) =Y 0i(x) e, Oi(z) = . , qi(z) == max(e — pn(p(z) — €;),0).
i Zje] qj (l’)

For any i € J, the mapping = +— ¢;(z) is continuous and moreover, for any « € Z, there exists at least one i € J

such that g;, (x) > €/2. As a consequence, z — > g;j(x) is continuous and larger than /2, which in turn imply that

e is a continuous mapping. Because

0<0;(x) and ZGZ(:I:) =1,
iel
we get that ¢, : Z. C Z — Z., where Z; is the convex hull of the points (ej)jej. In particular, Z. is a convex and

compact subset of the finite dimensional space Vect(e;; j € J) endowed with the topology induced by the family of
seminorms (p;);ecr, which therefore is a normable topology (it is associated to a seminorm p,,, m large, which is a
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norm on that finite dimensional space). We may apply the Brouwer theorem and we get the existence of at least a
fixed point. Namely, there exists e € Z¢ such that ¢.(zc) = z.. We next observe that for any z € Z, there holds

pa(p(@) —pe(@) = pa(D_0i(x)(p(x) —e;))
jel

> 0 (@)pn(p(x) —e;) < e

jel

IN

because pn(¢(z) — e;) < e when 6;(z) # 0.

Step 2. For any n € N*, we take €, = 1/n in the previous construction, and we write ¢, instead of ¢, as well
instead x,, instead of x.,, . With this notation, we have for any n > m > 1

(8.2) en(zn) =zn and pm(e(z) — en(z)) < —,

S

because (pn) is an increasing sequence. By compactness of Z there exist a subsequence, still denoted as (zr ), and
Z € Z such that x,, — Z. By continuity of ¢ and thanks to (8.2), we deduce

Pm(p(Z) — &) < pm(@(T) — @(xn)) + Pm(0(@n) — on(@n)) + Pm(en(zn) — 2n) + pm(zn — ) > 0

as n — oo, for any m > 1. Because (py) separates points, we conclude with ¢(Z) = Z. ]

9. BIBLIOGRAPHIC DISCUSSION

Theorem 1.2 in section 1.1 is an abstract version and generalization of a technical lemma classically used in the proof
of the Poincaré-Bendixson Theorem about the qualitative behaviour of solutions to a 2d system of ode. I learned
the material of sections 1.2 and 1.4 in Haraux’s book [2]. The result in section 1.4 belongs to folklore (it has been
used several times in order to prove the convergence of the solution of the Boltzmann equation to the corresponding
Maxwellian equilibrium).

The computations presented in section 2 and leading to the General Relative Entropy are taken from [3]. The
case ¢ = 1 corresponds to the usual probability framework and then can be found in many earlier papers of the
probability community.

The material of section 3 on the Fokker-Planck equation is a simplified presentation of more or less recent results
on this very active line of research. The dissipativity estimate established in Proposition 3.3 is taken from [1] (see
also [4]). The most general case when no structure assumption is made on F is inspired from a Master degree work
by M. Ndao [5].

The material of section 4 on the scattering belongs to folklore. I learned it from A. Mellet.
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