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Abstract - We study the trace problem for weak solutions of the Vlasov
equation set in a domain. When the force field has Sobolev regularity, we
prove the existence of a trace on the boundaries, which is defined thanks to
a Green formula, and we show that the trace can be renormalized. We apply
these results to prove existence and uniqueness of the Cauchy problem for
the Vlasov equation with specular reflection at the boundary. We also give
optimal trace theorems and solve the Cauchy problem with general Dirichlet
conditions at the boundary.

1. Introduction and main results.

Let Ω be an open bounded or unbounded set of RN with sufficiently
smooth boundary ∂Ω. We denote by n(x) the unit outward normal vector at
x ∈ ∂Ω and by dσx the surface measure on ∂Ω. We define the phases space
O = Ω × RN and the domain D = (0, T ) × O, with T > 0. We also define
Σ = ∂Ω×RN , Σ± = {(x, ξ) ∈ Σ, ± ξ ·n(x) > 0}, Σ0 = {(x, ξ) ∈ Σ, ξ ·n(x) =
0}, Γ = (0, T )× Σ and in the same way Γ± et Γ0.

In this paper, we consider weak solutions g = g(t, x, ξ) ∈ L∞(0, T ;Lp
loc(Ō))

of the Vlasov equation set in the domain D

(1.1) ΛE g =
∂g

∂t
+ ξ · ∇xg + E · ∇ξg = G in D,



for a fixed vector field E = E(t, x) and a fixed source term G = G(t, x, ξ)
which satisfy at least

(1.2) E ∈ L1
(
0, T ;W 1,p′

loc (Ω̄)
)

and G ∈ L1
loc([0, T ]× Ō).

Equation (1.1) must be understood in the distributional sense, which is

(1.3)
∫∫∫

D

(gΛEφ+Gφ) dξdxdt = 0,

for all test functions φ ∈ D(D).

The main result is established in section 2 and state that a solution g of
the Vlasov equation has a trace γg on Γ and for every t ∈ [0, T ] a trace g(t, .)
on {t} × O in the sense of the Green formula. This problem of existence
of a trace is fundamental for the Cauchy problem associated to (1.1) with
boundary condition. Precisely, we prove the two following results.

Theorem 1. We assume p ∈ [1,∞). Let g ∈ L∞(0, T ;Lp
loc(Ō)) be a solution

of equation (1.1)-(1.2). Then g(t, .) is well defined for every t ∈ [0, T ] as a

function of Lp
loc(Ō) and

(1.4) g ∈ C([0, T ];L1
loc(O)),

and the trace of g on Γ is well defined, this is the unique function γg such

that

(1.5) γ g ∈ L1
loc

(
[0, T ]× Σ, (n(x) · ξ)2 dξdσxdt

)
,

which satisfies the Green formula

(1.6)

∫ t1

t0

∫∫
O

(gΛEφ+Gφ) dξdxdt =

=
[ ∫∫

O
g(τ, .)φdxdξ

]t1

t0
+

∫ t1

t0

∫∫
Σ

γ g φn(x) · ξ dξdσxdτ,

for all t0, t1 ∈ [0, T ] and for all test functions φ ∈ D0(D̄), the space of

functions φ ∈ D(D̄) such that φ = 0 on (0, T )× Σ0.

Theorem 2. We assume p = ∞. Let g ∈ L∞loc(D̄) be a solution of equation

(1.1)-(1.2). Then g(t, .) ∈ L∞loc(Ō) is well defined for all t ∈ [0, T ] and γg

exists. They are uniquely defined by the Green formula (1.6) and they satisfy

(1.7) g ∈ C
(
[0, T ];La

loc(Ō)
)
∀a <∞ and γ g ∈ L∞loc([0, T ]× Σ, dξdσxdt).



Moreover, the Green formula (1.6) holds for all test functions φ ∈ D(D̄).

The trace problem has been addressed in the case of free transport equa-
tion (E = 0) and neutronic equation (E = 0 and ξ ∈ SN−1 = {ξ ∈ RN , |ξ| =
1}) by V.I. Agoshkov [1], M. Cessenat [7], and by L. Arkeryd, C. Cercignani
[2], M. Cannone, C. Cercignani [6], K. Hambdache [9] in connection with the
investigation on Boltzmann equation. A. Heintz in [10] deals with the case of
irregular domain. The case of E Lipschitz had been treated by C. Bardos [3]
and S. Ukai [15].

The proofs we present here use new arguments for trace theorem, and in
particular, they are not based on the characteristic method as precedent works
are. On one hand, our approach is based on a multiplicator method, as the
one introduced by P.-L. Lions and B. Perthame [11] to prove moments lemmas
for transport equation, see also K. Hamdache [9] where similar multiplicator
to ours is used, and on the other hand, it is based on a regularization method
adapted from the one used by R.J. DiPerna et P.-L. Lions [8] in the framework
of transport equation with coefficients of Sobolev regularity.

In these proofs, the trace γg is constructed as the strong limit of gk

∣∣
Γ
,

where (gk) is a sequence of smooth approximations of g, defined on [0, T ]×Ō.
This implies that γg can be renormalized on the following sense

Corollary 1. Under assumptions of Theorem 1 or 2, and for all functions

β ∈W 1,∞(R) we have ΛEβ(g) = β′(g)G in D′(D), and the traces defined by

Theorem 1 or 2 satisfy

(1.8) γ β(g) = β(γ g) and β(g)(t, .) = β(g(t, .)) ∀t ∈ [0, T ].

In section 3, we give some possible extensions of Theorem 1 and 2 and
prove additional properties of the trace which are deduced from Corollary
1. We show that a stronger integrability assumption on E and G implies a
stronger integrability of γg and we state a duality formula. We also show the
strong and weak continuity of the trace γg with respect to g, E and G. We
would like to emphasize that the renormalization property is very important.
As in [8], this property allows us to prove uniqueness of the solution for some
initial boundary value problem. It also makes possible to define the trace for



a renormalized solution of the Vlasov equation (1.1), and we refer to [13] for
an extension of the trace theory in this direction.

In section 4, we assume that E and G also satisfy

(1.9)
E(t, x)
1 + |x|

∈ L1(0, T ;L1(Ω))∩L1(0, T ;L∞(Ω)) and G ∈ L1(0, T ;Lp(O)).

We study the initial boundary value problem for Vlasov equation (1.1) with
initial data

(1.10) g(0, x, ξ) = g0(x, ξ) in O,

and specular reflection on the boundary

(1.11) γ−g(t, x, ξ) = γ+g(t, x,Rxξ) for a.e. (t, x, ξ) ∈ Γ−,

with Rxξ = ξ − 2 (ξ · n(x))n(x), and where we denote by γ+ g (resp. γ− g)
the restriction of the trace γ g to Γ+ (resp. Γ−).

We state in this framework the equivalent of existence and uniqueness
results of R.J. DiPerna and P.L Lions [8].

Theorem 3. Let p ∈ [1,∞]. Assume g0 ∈ Lp(O), E and G such that

(1.9) and (1.2) hold. Then there exists an unique solution g to (1.1) in

L∞(0, T ;Lp(O)) satisfying (1.11), and corresponding to the initial datum g0.

Moreover, g satisfies

(1.12) g ∈ C([0, T ];Lp(O)) if p <∞.

Here, we focus our attention to the linear problem, where the force field E
and the source G are fixed. But the present work is motivated by applications
to non-linear problems which appear in plasma physic, in particular to the
Vlasov-Poisson equation where precisely the force field E is only known to
have Sobolev regularity. We refer to [13] for an application of the trace
theory developed here to the initial boundary value problem for the Vlasov-
Poisson-Boltzmann system. General references for mathematical results on
the Vlasov-Poisson system are also given in [13].

Existence in Theorem 3 is obtained thanks to a penalty method, that
we introduce, and which can be generalized to a lot of other situations. The



penalty method is a classic tool which allows one to prove existence of a solu-
tion to a problem set in a domain from the existence of a family of solutions
of problems set in the whole space, see C. Bardos and J. Rauch [4]. The idea
of the penalty method is the following:

a) - We consider a family of fields Eε(x) which “tends to penalize Ωc ”,
forcing the particles to stay in the domain, and we consider the solution gε

to

(1.13) ΛE gε + Eε · ∇ξgε = G in (0, T )× RN × RN ,

corresponding to the initial datum (1.10) for which we get uniform bound in ε.
b) - First, we pass to the limit in the distributional sense in the interior

of D, and up to the extraction of a sub-sequence, gε converges to a solution
g to (1.1).

c) - We then multiply (1.13) by functions belonging to an appropriate
class of functions and we pass to the limit in the whole space (0, T )×RN×RN .
We show that g satisfy the reflection specular condition (1.11) in a weak
sense, i.e. g satisfies (1.3) for all test functions φ in an appropriate class
RS ⊂ D0(D̄).

d) - We last use the trace Theorem 1 or 2 and the Green formula (1.6),
and we get that γg satisfies the specular reflection condition (1.11).

Uniqueness in Theorem 3 is obtained by a very simply way using the
renormalization property (1.8), the resolution of the backward problem of
(1.1) and a duality formula.

In the last section, we show how the classical optimal weight theorems can
be proved in the case of a field E with Sobolev regularity. This generalizes the
already known results for the free transport equation, due to V.I. Agoshkov
[1], M. Cessenat [7] and S. Ukai [15]. Let emphasize that without assumption
on the geometry of the boundary, we can not hope in general, that

(1.14) γ g ∈ L1
loc([0, T ]× Σ, |n(x) · ξ| dξdσxdt)

holds instead of (1.5). We refer to C. Bardos [3] where he builds a counter-
example. Nevertheless, we prove

(1.15) γ g ∈ Lp
loc([0, T ]× Σ, τE(t, x, ξ) |n(x) · ξ| dξdσxdt),



where τE(t, x, ξ) is the time of live in Ω of a particles submitted to the force
field E, which at time t, has position x ∈ Ω and velocity ξ. This result is
optimal since we are able to solve the Cauchy problem for the equation (1.1)
with initial datum and Dirichlet condition in the incoming set γ−g = g− on
Γ−, for every g− satisfying (1.15).

Last, when E = 0 an elementary calculation leads to

(1.16) τ(t, x, ξ) ≥ min(2 (R0/R) |n(x) · ξ|, T ) ∀ξ ∈ BR,

if Ω satisfies an uniform interior ball of radius R0 condition, with equality in
(1.16) when Ω = BR and |ξ| = R, and τ(t, x, ξ) = T when Ω is an half-space.
Thus, we have the two extremal situations: if Ω is an half-space, then γg

satisfies (1.14); if Ω is a ball, then γg satisfies (1.5) and not better. We finish
with two sufficient conditions when (1.14) holds.

2. Proofs of trace Theorems 1 and 2.

We begin with some notations. We assume that Ω satisfies the following
regularity condition: Ω is locally on one side of ∂Ω and there exists a function
d = dΩ ∈ W 2,∞(RN ) such that for all x in an interior neighborhood of ∂Ω
one has d(x) = −dist(x, ∂Ω). (Such an assumption holds if for example ∂Ω
is a C2 manifold). We define in Ω̄ the gradient field n(x) = ∇xd(x), which
coincide with the unit outward normal vector to Ω on every point of ∂Ω.

For a given real R > 0, we define BR = {y ∈ RN / |y| < R}, ΩR =
Ω ∩ BR, OR = ΩR × BR, DR = (0, T ) × OR, ΣR = (∂Ω ∩ BR) × BR and
ΓR = (0, T ) × ΣR. We also denote by La,b

R the spaces La(0, T ;Lb(OR)) or
La(0, T ;Lb(ΩR)), and La,b

loc the spaces La(0, T ;Lb
loc(Ō)) or La(0, T ;Lb

loc(Ω̄)).
We set dµi = |n(x) · ξ|i dξdσxdt, with i = 1 or 2, the measures defined on Γ.
We define Cb(X) the space of continuous and bounded functions on X. Last,
for a, b ∈ R, we set a ∧ b = min(a, b) and for a ∈ [1,∞] we note a′ ∈ [1,∞]
the conjugate exponent of a, given by 1/a+ 1/a′ = 1.

Proof of Theorem 1. We shall prove the Theorem in three steps.

First step: A priori bounds. Let assume g ∈ W 1,1
loc (D̄) ∩ C(D̄) in such a

way that all the manipulations which will follow are allowed. Consider three
functions, that we shall specify latter, ψ = ψ(n(x)·ξ) ∈ C1(R) not decreasing,



ψ(0) = 0, ϕ = ϕ(t, x, ξ) ∈ D([0, T ] × RN × RN ) and β ∈ C1(R), and fix
t0, t1 ∈ [0, T ]. Using Stokes formula and equation (1.1) we get the following
identity

(2.1)

∫ t1

t0

∫∫
Σ

β(g)ψ ϕ n(x) · ξ dξdσxdt+
[∫∫

O
β(g)ψ ϕdxdξ

]t1

t0
=

=
∫ t1

t0

∫∫
O

ΛE

(
β(g(t, x, ξ))ϕ(t, x, ξ)ψ(n(x) · ξ)

)
dξdxdt

=
∫ t1

t0

∫∫
O

{
β(g)ϕψ′(n(x) · ξ)

(t
ξ D2dΩ ξ + E · n(x)

)
+ β(g)ψΛE ϕ+ β′(g)Gψϕ

}
dξdxdt.

a) - Let fix t0 ∈ [0, T ], a compact set K of O, ψ(z) = 1 and β = βε,
where (βε) is a sequence of smooth even and non negative functions, such
that βε(0) = 0, |β′ε(y)| ≤ 1 and βε(y) → |y|, ∀y ∈ R. One can then choose
ϕ ∈ D(O) in such a way that 0 ≤ ϕ ≤ 1 in D, ϕ ≡ 1 on K and we denote by
R > 0 a real number satisfying suppϕ ⊂ OR. The identity (2.1) then implies
that for all t ∈ [0, T ]∫∫

O
βε(g(t1, .))ϕdxdξ =

∫∫
O
βε(g(t0, .))ϕdxdξ

+
∫ t1

t0

∫∫
O

{
βε(g) ΛE ϕ+ β′ε(g)Gϕ

}
dξdxdτ,

≤ ‖βε(g(t0, .))‖L1
R

+ ‖G‖L1
R

+ CR,p ‖∇ϕ‖L∞(D)

∫ T

0

‖βε(g)(t, .)‖Lp
R

(1 + ‖E(t, .)‖
Lp′

R

) dt.

One deduces, letting ε→ 0, a first a priori estimate

(2.2)

sup
t∈[0,T ]

‖g(t, .)‖L1(K) ≤ ‖g(t0, .)‖L1
R

+ ‖G‖L1
R

+ CR

∫ T

0

‖g(t, .)‖Lp
R

(1 + ‖E(t, .)‖
Lp′

R

) dt.

b) - We now fix a compact set K of Σ, ψ(z) = z, t0 = 0, t1 = T

and β been unchanged. We chose ϕ ∈ D(RN × RN ) in such a way that
0 ≤ ϕ ≤ 1 in O, ϕ ≡ 1 on K, and we denote by R > 0 a real number



satisfying suppϕ ⊂ BR × BR. We deduce from the identity (2.1), in a same
way that previously, a second a priori estimate

(2.3)
‖g‖L1([0,T ]×K,dµ2) ≤ R

(
‖g(T, .)‖L1 + ‖g(0, .)‖L1

)
+CR

∫ T

0

(
1 + ‖E(t, .)‖

Lp′
R

)
‖g(t, .)‖Lp

R
dt+R ‖G‖L1

R
.

Second Step. Regularization. In this step we prove the following Lemma 1,
which state that g can be approximated by a sequence gk of regular functions,
defined on [0, T ]×Ō, and solutions of (1.1) with an error term rk which tends
to 0 when k goes to ∞.

Given a sequence of mollifer ρk

ρk(z) = kN ρ(k z), k ∈ N?, ρ ∈ D+(RN ), supp ρ ⊂ B1,

∫
RN

ρ(z) dz = 1,

we introduce the sequence of regularization functions g̃k = g ?x,k ρk ∗ξ ρk and
Gk = G ?x,k ρk ∗ξ ρk, where ∗ denote the usual convolution and ?x,k denote
the convolution-translation defined by

(2.4) (u?x,k hk)(x) = [τ2 n(x)/k(u∗hk)](x) =
∫

RN

u(y)hk(x− 2
k
n(x)−y) dy,

for all u ∈ L1
loc(Ω̄) and hk ∈ L1(RN ) with supphk ⊂ B 1

k
.

Lemma 1. For all k ∈ N?, there exists a function gk ∈ C(D̄) ∩W 1,1(0, T ;
W 1,∞

loc (Ō)) such that the sequence (gk) satisfies

(2.5)
gk is bounded in L∞(0, T ;Lp

loc(Ō)),

gk −→ g in La(0, T ;Lp
loc(Ō)) ∀a <∞

and

(2.6) ΛEgk = Gk + rk in D′(D),

where (rk) converges to 0 in L1
loc([0, T ]× Ō).

Proof. The proof is inspired from lemma II.1 of R. DiPerna and P.-L. Lions
[8].



Noting g = g(t, y, η), one multiplies equation (1.1) by the test function
ρk(x− 2

k n(x)− y) ρk(ξ − η) ∈ D(Ωy ×RN
η ) for fixed x ∈ Ω̄ and ξ ∈ RN , and

integrate on y, η. We get

∂g̃k

∂t
= Gk−(ξ ·∇xg)?x,k ρk ∗ξ ρk−(E ·∇ξg)?x,k ρk ∗ξ ρk ∈ L1(0, T ;W 1,∞

loc (Ō)),

and in particular g̃k ∈ W 1,1(0, T ;W 1,∞
loc (Ō)). Let define gk to be the contin-

uous representative of g̃k in the class of functions almost everywhere equal
to g̃k. Then gk solves (2.6) with rk = r1k(g) + r2k(g), r1k(g) = ξ · ∇x g̃k − (ξ ·
∇xg)?x,kρk∗ρk and r2k(g) = E ·∇ξ g̃k−(E ·∇ξg)?x,kρk∗ρk. We have to prove
that r1k(g) and r2k(g) converges to 0 in L1

loc. We shall prove the convergence
of r1k(g); the one of r2k(g) is yet proved in [8].

Let remark that if g is smooth, then of course, one has ∇x(g ?x,k ρk) =

=
(
I − 2

k
D2d(x)

)
(∇xg) ?x,k ρk and therefore

(2.7) r1k(g) −→
k→∞

0 in Lp
loc(D̄).

To deal with general g ∈ L∞,p
loc we begin by proving an a priori estimate.

One has

r1k =
∫∫

ξ · ∇xg(t, y, η) ρk(x− 2
k
n(x)− y) ρk(ξ − η)

− η · ∇y

(
g(t, y, η) ρk(x− 2

k
n(x)− y) ρk(ξ − η)

)
dydξ

=
∫∫

g(t, y, η) ρk(ξ − η)
{
(ξ − η) · ∇ ρk(x− 2

k
n(x)− y)

− 2
k
ξ ·D2d(x)∇ ρk(x− 2

k
n(x)− y)

}
dydξ.

Then, noting (∇ρ)k(z) = kN ∇ρ(k z), we get, for a constant C which only
depends on p, R and d(x), the bound
(2.8)

‖r1k‖
p
Lp(DR) ≤ 2p

∫ T

0

‖g(t, ., .)‖p
Lp(OR+1)

‖(∇ρ)k‖p
L1(RN

x )

{
‖k ξ ρk(ξ)‖p

L1(RN )

+2 ‖ξ D2d(x)‖p
L∞(OR+1)

‖ρk(ξ)‖p

L1(RN
ξ

)

}
dt ≤ C ‖g‖p

Lp(DR+1)
.

Then, for g ∈ L∞,p
loc we argue by density: we consider a sequence gε

of smooth functions, such that gε −→ g in Lp
loc(D̄) and we write r1k(g) =



r1k(gε) + r1k(g− gε) which obviously converges to 0 in Lp
loc(D̄) thanks to (2.7)

and (2.8).

Third step. Passing to the limit. Thanks to (2.5), gk(t, .) converges to g(t, .)
in Lp

loc(Ō) for almost all t ∈ [0, T ], and we denote by t0 such a time.
On the other hand, for all k, ` ∈ N? the difference gk − g` belongs to

W 1,1(0, T ;W 1,∞
loc (Ō)) and solves

(2.9) ΛE(gk − g`) = Gk −G` + rk − r` in D′(D).

The estimate (2.2) applied to gk−g` and Lemma 1 imply that for all compact
sets K ⊂ O one has

(2.10) sup
t∈[0,T ]

‖(gk − g`)(t, .)‖L1(K) −→
k,`→+∞

0.

We then deduce from (2.10) and the bound (2.5) that there exists for all
t ∈ [0, T ] a function γtg such that gk(t, .) converges to γtg in C([0, T ];L1

loc(O)),
and in particular

g(t, x, ξ) = γtg(x, ξ) for almost every (t, x, ξ) ∈ D.

Moreover, for all t ∈ [0, T ] and R > 0 we have

‖γtg‖Lp
R
≤ lim

k→∞
sup
[0,T ]

‖gk(t, .)‖Lp
R

= ‖g‖L∞,p
R

.

One has gk(t, .) = (γt g) ?x,k ρk ∗ξ ρk a.e. in O for all k ∈ N? and t ∈ [0, T ],
and since the two functions are continuous, this holds everywhere in O and
thus gk(t, .) → γtg in Lp

loc(Ō) for all t ∈ [0, T ]. In the sequel, we just note
γt g = g(t, .). From (2.10), we deduce g ∈ C([0, T ];L1

loc(O)).

Estimate (2.3) applied to gk − g`, Lemma 1 and the convergence (2.5)
imply that for all compact subsets K ⊂ Σ

(2.11)
∫∫∫

(0,T )×K

|γgk − γg`| dµ2(t, x, ξ) −→
k,`→+∞

0.

One deduces from (2.11) the existence of a function γg ∈ L1
loc([0, T ]×Σ, dµ2)

which is the limit of (γgk).



Last, for a fixed φ ∈ D0(D̄) there is a constant C such that |φ(t, x, ξ)| ≤
C |n(x) · ξ| on Γ and therefore, the Green formula (1.6) is established, writing
it first for gk and passing next to the limit k → ∞. Uniqueness of the trace
follows from the Green formula.

Proof of Theorem 2. The proof is really similar to the one of Theorem 1, and
we describe it briefly. Let fix a compact subset K of (0, T ) × Σ, ψ(z) = z

and let chose ϕ ∈ D((0, T ) × RN × RN ) such that 0 ≤ ϕ ≤ 1, ϕ = 1 on K,
suppϕ ⊂ (0, T ) × ŌR, β(z) = |z|θ with θ ∈ [1,∞). Using identity (2.1), one
has a first estimate

(2.12)

∫∫∫
K

|γ g|θ dµ2(t, x, ξ) ≤(R ‖∇ϕ‖L∞(D) + 1)
∫∫∫

DR

|g|θ |E| dξdxdt

+R2 ‖D2dΩ‖L∞(Ω) ‖g‖θ
Lθ

R
+R ‖g‖θ−1

L∞
R
‖G‖L1

R
.

For all compact sets K ⊂ O, all t0 ∈ [0, T ] and all a ∈ [1,∞) we also prove
that the following a priori estimate holds

(2.13)

sup
t∈[0,T ]

‖g(t, .)‖a
La(K) ≤ ‖g(t0, .)‖a

La
R

+‖∇ϕ‖L∞(D)

∫ T

0

∫∫
OR

{
|g|a (R+ |E|) + a |g|a−1 |G|

}
dξdxdt.

Let then consider the sequence (gk) of smooth approximations of g built
in Theorem 1. This one satisfies
(2.14)
gk is bounded in L∞loc(D̄) and gk −→

k→∞
g in La

loc([0, T ]× Ō) ∀a ∈ [1,∞).

We conclude without difficulty thanks to the a priori estimates (2.12) and
(2.13) and the convergence (2.14), in the same way that we have done in the
proof of Theorem 1.

Proof of Corollary 1. We just have to remark that sequences (gk) and (Gk),
defined in Lemma 1, obviously satisfy

ΛEβ(gk) = β′(gk)Gk + β′(gk) rk in D′(D),

β(γ gk) = γ β(gk) and β(γt gk) = γt β(gk) ∀t ∈ [0, T ],



and we pass to the limit k → ∞ without difficulty, since gk, γ gk and γt gk

converge strongly. This proves (1.8).

3. Extensions and additional properties of the trace.

We begin with some remarks on Theorems 1 and 2.

Remark 1. (i) Theorems 1 and 2 can be generalized to a vector field E =
E(t, x, ξ) such that

E ∈ L1(0, T ;W 1,p′

loc (Ō)) and divξ E ∈ L1(0, T ;L∞(Ō)).

See [14].
(ii) A priori estimate (2.3) or (2.12) only use the bound of E in L1(0, T ;

Lp′

loc(Ō)), but in general, we do not know how to give sense to the trace of g
with only E ∈ L1,p′

loc . Indeed, in the regularization step we use
E ∈ L1(0, T ;W 1,p′

loc (Ō)). In particular, Theorem 1 does not apply to the
Vlasov-Maxwell equation where the field E(t, x) + ξ ∧ B(t, x) only belongs to
L∞([0, T ];L2

loc(Ō)).
(iii) Nevertheless, when E ∈ L1,p′

loc and g ≥ 0, one can show existence
of a measure trace γg, using the estimate (2.3) and regularizing in the only
x variable. Furthermore, estimate (2.3) also allows one to show existence of
a solution to the Vlasov equation (1.1) with Dirichlet condition or specular
reflection condition on the boundary when E ∈ L1,p′

loc as we do in Theorem 4.
(iv) Theorem 1 is necessary local in ξ if we do not make moments as-

sumption on g. One possibly global version of trace theorem is the follow-
ing: let g ∈ L∞

(
0, T ;Lp(O, (1 + |ξ|) dxdξ)

)
, E ∈ L1(0, T ;W 1,p′(Ō)) and

G ∈ L1((0, T ) × O) then we have γg ∈ L1(Γ; pM (x, ξ) dxdξdt) ∀M , with
pM (x, ξ) = |n(x) · ξ| (|n(x) · ξ| ∧M).

(v) We can extend Theorems 1 and 2 for solution g to the Vlasov-Fokker-
Planck equation

∂

∂t
g + ξ · ∇xg + E · ∇ξg − σ∆ξg = G in D′(D), σ ∈ R.

See [14].
(vi) We obtain similar trace results in the case of the stationary Vlasov

equation.



(vii) We can make other assumptions concerning the integrability in time
of g, E and G in Theorems 1 and 2. One has for instance

Proposition 1. Let E ∈ La′(0, T ;W 1,p′

loc (Ω̄)), G ∈ L1
loc(D̄) and

g ∈ La(0, T ;Lp
loc(Ō)) a solution to (1.1), with a, p ∈ [1,∞). Then g sat-

isfies g ∈ C([0, T ];L1
loc(O)), g(t, .) ∈ L1

loc(Ō\Σ0) for all t ∈ (0, T ) and there
exists a trace function γg ∈ L1

loc((0, T ) × Σ, dµ2) such that the Green for-
mula (1.6) holds for all φ ∈ D(D̄) which vanishes in a neighborhood of
[0, T ]× Σ0 ∪ {0} × Σ ∪ {T} × Σ.

The proof of Proposition 1 is a variant of the proof of Theorem 1. One
can show the following a priori bound: for every compact set K of O and for
all ε,R > 0 there is a constant C such that

sup
[0,T ]

‖g(t, .)‖L1(K) + sup
[ε,T−ε]

‖g(t, .)n(x) · ξ‖L1(OR)

+
∫ T−ε

ε

∫∫
ΣR

|γg| dµ2(t, x, ξ) ≤ C
{
(1 + ‖E‖

La′,p′
R+1

) ‖g‖La,p
R+1

+ ‖G‖L1
R+1

}
.

Then, one can conclude using the sequence of regularized functions (gk).

We give now some additional results concerning the properties of the
trace. We begin with a stronger integrability result on γg and an improvement
of Corollary 1.

Proposition 2. We make assumption of Theorem 1, we assume that addi-

tionally

(3.1) E ∈ L1
(
0, T ;Lq

loc(Ω̄)
)
, G ∈ L1

(
0, T ;Ls

loc(Ō)
)

with
1
s

=
1
q

+
1
p
≤ 1,

and we set r = p (1− 1/q). Then, we have

(3.2) |γ g|r ∈ L1
loc

(
[0, T ]× Σ, (n(x) · ξ)2 dξdσxdt

)
,

and Corollary 1 holds with every β ∈ W 1,∞
loc such that |β(y)| ≤ C (1 + |y|r)

∀y ∈ R. Last, if r ≥ 2, then the Green formula (1.6) holds for all test functions

φ ∈ D(D̄).

Proof. We consider a sequence (βε) of smooth non negative, even and
bounded functions, such that −r |y|r−1 ≤ βε(y) ≤ r |y|r−1 and βε(y) → |y|r



∀y ∈ R. From Corollary 1, we can write the Green formula (1.6) for βε(g)
and a test function ϕ = ξ ·n(x)χ, with χ ∈ D([0, T ]×Ō) such that 0 ≤ χ ≤ 1,
χ = 1 on [0, T ]×ŌR and suppχ ⊂ [0, T ]×OR+1. Using the Holder inequality,
we easily obtain the estimate∫ T

0

∫∫
ΣR

βε(g) (n(x) · ξ)2 dξdσxdt ≤ R

∫∫
OR+1

{
βε(g(0, .) + βε(g(T, .)

}
dxdξ

+
∫ T

0

∫∫
OR+1

{
βε(g)

(∣∣tξ D2dΩ ξ
∣∣ + |E|+ |ξ| |ΛEχ|

)
+ |ξ| |β′ε(g)| |G|

}
dξdxdt

≤ R
(
‖g(0, .)‖Lr

R+1
+ ‖g(T, .)‖Lr

R+1

)
+ CR

∫ T

0

(
1 + ‖E(t, .)‖Lq

R+1

)
‖g(t, .)‖r

Lp
R+1

dt+R ‖g‖r−1
L∞,p

R+1
‖G‖L1,s

R+1
.

Letting ε→ 0 we get (3.2). Let now T ∈ C1(R) be a not decreasing and odd
function such that T (z) = z if 0 ≤ z ≤ 1 and T (z) = 2 if z ≥ 3, and let define
T`(z) = ` T (z/`) for ` ∈ N?. For a given β satisfying the above assumptions
we can use Corollary 1 with T` ◦ β and then (1.8) holds with T` ◦ β instead
of β. Then, thanks to (3.2), we can let ` goes to ∞ and we obtain that
Corollary 1 still holds with such a β. Of course, when r ≥ 2 the embedding
Lr

loc(Γ, dµ2) ⊂ L
r/2
loc (Γ, dµ1) permits us to write (1.6) for all φ ∈ D(D̄).

The next duality formula is important, it will be used in the sequel
in order to prove uniqueness of the solution to the Cauchy problem with
boundary conditions.

Proposition 3 (Duality formula). Let p1, p2, q ∈ [1,∞] such that 1
p1

+
1
p2

+ 1
q ≤ 1. We define 1

s1
= 1

p1
+ 1

q , 1
s1

= 1
p2

+ 1
q , ri = pi (1 − 1

q ) if pi < ∞,
ri = ∞ if pi = ∞ and 1

r = 1
r1

+ 1
r2

. Let g1 and g2 be two solutions of Vlasov
equations

ΛEg1 = G1 and ΛEg2 = G2 in D′(D),

with E ∈ L1
(
0, T ;W 1,p′

loc (Ω̄) ∩ Lq
loc(Ω̄)

)
, p = p1 ∧ p2, gi ∈ L∞(0, T ;Lpi

loc(Ō)),
Gi ∈ L1(0, T ;Lsi

loc(Ō)) for i = 1 and 2. Then the following Duality formula
holds

(3.3)

∫∫∫
Γ

γ g1 γ g2 χn(x) · ξ dξdσxdt+
[ ∫∫

O
g1 g2 χdxdξ

]T

0
=

=
∫∫∫

D

(
g1G2 χ+G1 g2 χ+ g1 g2 ΛEχ

)
dξdxdt,

for all test functions χ ∈ D0(Ō), and if r ≥ 2, for all test functions χ ∈ D(Ō).



Proof. We consider the regularized functions gi,k = gi ?x,k ρk ∗ξ ρk, i = 1, 2
introduced in Lemma 1 and T` defined in the proof of Proposition 2. We have

(3.4) ΛET`(g1,k g1,k) = T ′`(g1,k g1,k)
(
g1,k G2,k + g2,k G1,k

)
in D′(D),

with Gi,k → Gi in L1(0, T ;Lsi

loc), i = 1, 2, and then the Green formula (1.6)
writes
(3.5)[ ∫∫

O
T`(g1,k g2,k)χdxdξ

]T

0
+

∫∫∫
Γ

T`(γg1,k γg2,k)χn(x) · ξ dξdσxdt =

=
∫∫∫

D

{
T ′`(g1,k g1,k)

(
g1,k G2,k + g2,k G1,k

)
χ+ T`(g1,k g2,k) ΛEχ

}
dξdxdt.

We first pass to the limit k → ∞ using the fact that γgi,k converges to γgi

a.e. in [0, T ]×Σ and gi,k(t, .) converges to gi(t, .) a.e. in O for every t ∈ [0, T ]
and for i = 1 and 2. We then get (3.3) letting ` go to ∞ and using the bound
(1.5), (1.7) or (3.2).

In the next proposition we prove weak and strong continuity of the traces
γ g and γt g with respect to g, E and G.

Proposition 4. Let p ∈ [1,∞] and (gε), (Eε) and (Gε) be three sequences
of functions which satisfy assumptions of Theorem 1 or 2.

1) Assume that gε ⇀ g in L∞,p
loc , Eε −→ E in L1,p′

loc and Gε ⇀ G in L1
loc,

and moreover that there is a function β0 ∈W 1,∞
loc (R) such that

(3.6)

β0 is stricly superlinear at the infinity, i.e. β0(z)/|z| −→
|z|→∞

∞

and β0(gε) is bounded in L∞,p
loc .

Then g solves Vlasov equation (1.1), g has a trace γg ∈ L1
loc([0, T ]× Σ, dµ2)

and a trace g(t, .) ∈ Lp
loc(Ō) on {t} × O for all t ∈ [0, T ] in the sense of

Green formula (1.6), which are the weak limits of γgε and gε(t, .) respectively.
Moreover, g ∈ C([0, T ];Lp

loc(Ō)weak).

2) Assume that gε is bounded in L∞,p
loc , gε −→ g in La,p

loc , ∀a <∞, Eε ⇀ E

in L1,p′

loc , with E ∈ L1(0, T ;W 1,p′

loc (Ω̄)) and Gε ⇀ G in L1
loc, then γ gε −→ γ g

in L1
loc([0, T ]× Σ, dµ2) and gε(t, .) → g(t, .) in L1

loc(Ō) for all t ∈ [0, T ].



Remark 2. Result 1) shows that a solution g ∈ L∞,p
loc to the Vlasov equation

(1.1) with E ∈ L1,p′

loc , G ∈ L1
loc has a trace γg ∈ L1

loc([0, T ] × Σ, dµ2) if g is
obtained as the weak limit of a sequence gε ∈ L∞,p

loc of solutions to the Vlasov
equation (1.1) with Eε ∈ L1(0, T ;W 1,p′

loc (Ō)), Gε ∈ L1
loc. But, in general,

we can not say that the trace function γg constructed by this way satisfies
β(γg) = γβ(g) for every β ∈W 1,∞(R). Compare to Remark 1. ii) and 1. iii).

We start with the statement and the proof of a technical lemma that we
shall use in the sequel.

Lemma 2. Under assumption (3.6), there exists β ∈W 1,∞
loc (R) strictly super-

linear at the infinity such that β(gε) is bounded in L∞,p
loc , β(Gε) and β′(gε)Gε

are bounded in L1
loc.

Proof of Lemma 2. First remark that it is not a restriction to assume that
moreover β0 is even, convex, not decreasing on R+ and satisfies β0(z) ≥ 1+|z|
∀z ∈ R. We can also assume, thanks to Dunford-Pettis lemma, that β0(Gε)
is bounded in L1

loc(D̄). In order to construct β let define bk as the infimum
of positive reals such that

β0(z)
z

≥ k if z ≥ bk.

We then define by induction on k ∈ N the even function β by
β(z) = 1 if z ∈ [0, 1], β(z) = z if z ∈ [1, a2], with a2 = max(1, b2),

β(z) = k (z − ak) + β(ak) if z ∈ [ak, ak+1],

with ak+1 = max(bk+1,
2k ak − β(ak)

k − 1
), k ≥ 2.

By construction of the ak, β satisfies β′(z) z ≤ 2β(z) and β(z) ≤ k z ≤ β0(z)
in each segment [ak, ak+1] and β is strictly superlinear, since β′(z) ≥ k,
∀z ≥ ak. Therefore, β(gε) is bounded in L∞,p

loc and β(Gε) is bounded in L1
loc.

Last, we have
∣∣β′(gε)Gε

∣∣ ≤ β′(|gε|) |gε|+ β′(|Gε|) |Gε| ≤ 2(β(gε) + β(Gε)).

Proof of Proposition 4. We begin with 1). We claim that the sequence
(gε(t, .)) is weakly compact in Lp

loc(Ō) and the sequence (γgε) is weakly com-
pact in L1

loc([0, T ] × Σ, dµ2). Indeed, we observe that thanks to Proposition
2 and Lemma 2, we can write ΛEβ(gε) = β′(gε)Gε in D′(D) and then that,



uniformly in ε, β(γ gε) is bounded in L1
loc([0, T ] × Σ, dµ2) and β(gε(t, .)) is

bounded in L1
loc(O) for all t ∈ [0, T ]. We conclude with the help of Dunford-

Pettis Lemma. Now, for fixed t0, t1 ∈ [0, T ], there is a sub-sequence, denoted
by ε′, such that γgε′ and gε′(ti, .), i = 0 or 1, converge; and we note γg

and γti
g the resulting limits. We write then the Green formula (1.6) for the

sequence gε′ , we pass to the limit ε′ → 0 and we get that γg is the trace of
g on Γ and that is the all sequence γgε which converges. The same holds for
g(t, .) := γtg. The continuity t 7→ g(t, .) in Lp

loc(Ō) weak is a consequence of
the bound ‖β(g)‖L∞,p

R
≤ lim infε→0 ‖β(gε)‖L∞,p

R
and of the continuity in the

distributional sense following from (1.6).

In order to prove 2), we first remark that, passing to the limit in the
Green formula (1.6), we obtain γ gε (n(x) · ξ)2 ⇀ γ g (n(x) · ξ)2 in the sense
of the weak ? topology σ

(
M1([0, T ]×ΣR), C([0, T ]×ΣR)

)
, for all R > 0. We

then choose a strictly convex function β ∈ C1(R) ∩ W 1,∞(R), β(z) ≤ |z|.
Since we have β(gε) −→ β(g) in Lp

loc(D) with β(gε) bounded in L∞(D),
Eε ⇀ E in L1,p′

loc (D) and β′(gε)Gε ⇀ β′(g)G in L1
loc(D) we also obtain that

β(γ gε) = γ β(gε) ⇀ γ β(g) = β(γ g), which implies that γ gε converges to γ g
strongly, see H. Brézis [5]. In the same way we prove that gε(t, .) converges
to g(t, .) in L1

loc(Ō).

4. Vlasov equation with specular reflection on the boundary.

We show in this section existence and uniqueness of the solution to the
Cauchy problem for the Vlasov equation (1.1), with initial datum (1.10) and
specular reflection at the boundary (1.11).

Existence is proved thanks to the penalty method that we have described
in the introduction. Such a method had been used by P.L. Lions and A.S.
Snitzmann [12] to prove existence of a solution to an E.D.O. set in an open
set, with ”reflection” when the trajectory touches the boundary. To our
knowledge, it is the first time that a penalty method is used in the framework
of kinetic equation.

In order to define the penalty term let introduce some notations. We
extend d = dΩ as a function d ∈ W 2,∞(RN ) such that in an exterior neigh-
borhood V of ∂Ω one has d(x) = dist(x, ∂Ω) and d(x) ≥ d0 > 0 outside of V.



One defines δ(x) = d(x)1{x∈Ωc}, and thus δ(x) = dist(x, Ω̄) in V. In a neigh-
borhood W of ∂Ω the vector field n(x) = ∇xd(x) does not vanish, and we
can define on W the field Πx of projector operators on the hyperplane which
is orthogonal to n(x), in such a way that we have ξ = (n(x) · ξ)n(x) + Πx ξ

and n(x) · Πx ξ = 0, for all ξ ∈ RN, and we extend it arbitrarily outside of

W. Last, we define de vector field Eε(x) = −∇x
δ2(x)
2 ε

= −δ(x)
ε

n(x). For a

given function H defined on D or on (0, T ) × RN × RN , we note H̃, or just
H when there is no ambiguity, the function defined on (0, T )× RN × RN by
H̃ = H on D, H̃ = 0 on (0, T )× Ωc × RN .

We begin with a first theorem which implies the existence result in The-
orem 3.

Theorem 4 (Existence). Let p ∈ [1,∞], g0 ∈ Lp(O), E ∈ L1(0, T ;
Lp′

loc(Ω)), G ∈ L1(0, T ;Lp(O)). Then, there exists a solution g to (1.1) in

L∞(0, T ;Lp(O)) satisfying (1.11), and corresponding to the initial datum g0.

Proof. First step. We assume in this first step that E ∈ L1(0, T ;W 1,p′

loc (Ω))
and p ∈ (1,∞].
We shall deduce the existence from the existence result of DiPerna-Lions [8].

a) - Proposition II.1 [8] state that there exists a solution gε ∈ L∞(0, T ;
Lp(RN × RN )) to

(4.1)
∂

∂t
gε + ξ · ∇xgε + (Eε + E) · ∇ξgε = G in D′((0, T )× RN × RN ),

corresponding to the initial datum g0, and satisfying the uniform bound

(4.2) sup
[0,T ]

‖gε(t, .)‖Lp(RN×RN ) ≤ C(T, ‖g0‖Lp(O), ‖G‖L1((0,T );Lp(O))).

Therefore, up to the extraction of a subsequence, gε converges to a function
g in L∞((0, T );Lp(RN × RN )) weak.

b) - We remark that Eε ≡ 0 in the domain D. Thus, passing to the limit
in the sense of D′([0, T )×O) in equation (4.1), we obtain that g solves (1.1),
corresponding to the initial datum g0, i.e. g satisfies

(4.3)
∫∫

O
g0 φ(0, .) dxdξ +

∫∫∫
D

(gΛEφ+Gφ) dξdxdτ = 0,



for all φ ∈ D([0, T )×O). We still have to show that g satisfies (1.11).

c) - Given three functions ϕ ∈ D((0, T )×RN ), ψ ∈ D([0,+∞)), ψ(0) = 0,
and Ψ ∈ D(RN−1), we set

Φε = ϕψε Ψ = ϕ(t, x)ψ((n(x) · ξ)2 +
δ2(x)
ε

) Ψ(Πx ξ),

and we define the class RS ⊂ D0((0, T ) × RN ) as the space of functions
which write Φ(t, x, ξ) = ϕ(t, x)ψ((n(x) · ξ)2) Ψ(Πx ξ). We choose Φε as a test
function in (4.1), and we get

−
∫ T

0

∫∫
RN×RN

gε

{
ψε Ψ

( ∂
∂t
ϕ+ ξ · ∇xϕ

)
+ ϕΨ

(
ξ · ∇xψε + (Eε + E) · ∇ξψε

)
+ ϕψε

(
ξ · ∇xΨ + (Eε + E) · ∇ξΨ

)}
dxdξdt =

∫ T

0

∫∫
RN×RN

Gϕψε Ψ dxdξdt.

We pass to the limit ε→ 0 noting that

ξ · ∇xψε + Eε · ∇ξψε = 2 ξ · ∇x

[
(n(x) · ξ)2

]
ψ′((n(x) · ξ)2 +

δ2

ε
),

Eε · ∇ξΨ = −δ(x)
ε

n(x) · ∇ξΨ(Πx ξ) = −δ(x)
ε

n(x) ·
[
Πx∇ηΨ(Πx ξ)

]
= 0,

and
gε ψε = gε ψ̃ + gε 1x/∈Ω ψε ⇀ g ψ̃ Lp

loc weak,

since ψε −→ 0 a.e. x ∈ Ωc and ‖ψε‖∞ ≤ ‖ψ‖∞, and thus

−
∫∫∫

D

g
{
ψΨ(

∂

∂t
ϕ+ ξ · ∇xϕ) + ϕΨ(ξ · ∇xψ + E · ∇ξψ)

+ ϕψ (ξ · ∇xΨ + E · ∇ξΨ)
}
dxdξdt =

∫∫∫
D

GΦ dxdξdt,

or, in other words,

(4.4)
∫∫∫

D

(gΛEΦ +GΦ) dxdξdt = 0, ∀Φ ∈ RS.

This last equation is a weak formulation of the specular reflection condition.

d) - Indeed, Theorem 1 or 2 imply that the trace γg is well defined, and,
thanks to Green formula (1.6), γg satisfies

(4.5)
∫∫∫

Γ

γ g(t, x, ξ)Φ(t, x, ξ)n(x) · ξ dσ(x)dξdt = 0, ∀Φ ∈ RS.



Therefore, for almost every (t, x) ∈ (0, T )× ∂Ω, for all ψ̄ odd, |ψ̄(z)| ≤ C z2

and for all Ψ we have shown that∫
ξ′∈Πx(RN )

∫
ξ′′∈R+

[
γg(t, x, ξ′ + ξ′′ n(x))

− γg(t, x, ξ′ − ξ′′ n(x))
]
Ψ(ξ′) ψ̄(ξ′′) dξ′dξ′′ = 0,

which is equivalent to say that γg(t, x, ξ) = γg(t, x,Rx ξ) for almost every
(t, x, ξ) ∈ Γ.

Second step. We deal now with the general case E ∈ L1(0, T ;Lp′

loc(Ω)) and
p ≥ 1. Let consider a sequence of approximations E` ∈ L1(0, T ;W 1,p′

loc (Ω))
such that E` → E in L1(0, T ;Lp′

loc(Ō)). To deal with the case p = 1 we
introduce an additional approximation: we define the sequence g`

0 = T` g0

and G` = T`G, where T` is defined just like in the proof of Proposition 2, in
such a way that g`

0 → g0 in Lp and G` → G in L1,p. We note g` the solution
of the Vlasov equation (1.1)-(1.10)-(1.11) corresponding to the field E`, the
source G` and initial datum g`

0, constructed thanks to the first step.
When p > 1, the sequence g` satisfies the a priori bound (4.2), and

thus, up to the extraction of a subsequence, g` converges to a function g in
L∞(0, T ;Lp(RN × RN )) weak, which solves (1.1)-(1.10). But, in order to
prove that g satisfies (1.11), and in order to deal with the case p = 1, we shall
need an a priori estimate a little stronger than (4.2).

Thanks to Dunford-Pettis Lemma and Lemma 2, there is a convex, even
and superlinear function β such that β(g0) ∈ Lp(O), β(G) ∈ L1(0, T ;Lp(O))
and β′(z) z ≤ 2β(z) for all z ≥ 0. With the notations of Lemma 2, we
define the function βk, which is even and increases linearly at the infinity,
by βk(z) = β(z) if z ∈ [0, ak] and βk(z) = k (z − ak) + β(ak) if z ≥ ak.
Proposition 2 implies

(4.6) ΛE`
βk(g`) = β′k(g`)G` in D′(D),

and thanks to the Gronwall lemma we get the estimate

sup
[0,T ]

‖βk(g`)‖Lp ≤ C(‖βk(g`
0)‖Lp , ‖βk(G`)‖L1(Lp), T ),

from which we deduce using Lebesgue Theorem and Beppo-Levy theorem

(4.7) sup
[0,T ]

‖β(g`)‖Lp ≤ C(‖β(g0)‖Lp , ‖β(G)‖L1(Lp), T ).



Therefore, we are able to pass to the limit k →∞ in (4.6), and we obtain

(4.8) ΛE`
β(g`) = β′(g`)G` in D′(D).

When p = 1, estimate (4.7) and Dunford-Pettis lemma show that, up to the
extraction of a subsequence, g` converges to a function g in L∞(0, T ;L1(RN×
RN )) weak, which solves (1.1)-(1.10).

In order to prove that the specular reflection condition (1.11) holds, we
use Proposition 4, part 1) which says that g has a trace γg and that γg` ⇀ γg

in L1([0, T ]×Σ, dµ2). Passing to the limit in (4.5) written for g`, we get that
(4.5) also holds for g. This proves that g satisfies (1.11).

Proof of Theorem 3. Existence part is stated in Theorem 4. For the unique-
ness result we shall argue by duality. Thanks to Theorem 1 or 2, the trace
γg is well defined, γ g ∈ L1

loc([0, T ] × Σ, dµ2), and therefore the boundary
condition makes sense. Let us consider two solutions g1 and g2 of (1.1)-
(1.10)-(1.11), and let us set f = g2 − g1. For a fixed β ∈ C1(R) ∩W 1,∞(R),
such that β(0) = 0, β(s) > 0 ∀s ∈ R?, the function β(f) ∈ L∞(D) satisfies

ΛE β(f) = 0 in D′(D), β(f)(0, x, ξ) = 0

and β(f)(t, x, ξ) = β(f)(t, x,Rx ξ) a.e. on Γ.

Let us now consider φ ∈ D(D) and Φ ∈ L∞(0, T ;L1(O))∩L∞(D) a solution
to the backward problem

ΛEΦ = φ in D′(D), Φ|t=T = 0 and Φ(t, x, ξ) = Φ(t, x,Rxξ) on Γ,

given by Theorem 4. Last consider XR = χR(|ξ|)χR(|x|) a smooth troncature
function, with χR = χ(

.

R
), R ≥ 1, χ ∈ D+(R+), suppχ ∈ [0, 2), χ ≡ 1 on

[0, 1]. We use the duality formula (3.3) with the functions β(f), Φ, and the
test function XR ∈ D(Ō), and we obtain∫∫∫

D

β(f)φXR dξdxdt =
∫∫∫

Γ

γ Φ γβ(f)XR n(x) · ξ dξdσxdt

−
∫∫∫

D

β(f) Φ
(
χR ξ · ∇x χR + χRE · ∇ξχR

)
dξdxdt.



The first right hand term vanishes thanks to the specular reflection condition,
and the last term is bounded by

(4.9)
‖β‖L∞(R)

∫∫∫
D

Φ
(
1{|ξ|≤2 R}

|ξ|
R

1{R≤|x|≤2 R}

+ 1{|x|≤2 R}
|E|
R

1{R≤|ξ|≤2 R}
)
dxdξdt −→

R→∞
0,

thanks to Lebesgue theorem. We deduce that
∫∫∫

D
β(f)φdξdxdt = 0 for all

φ ∈ D(D), which implies g2 ≡ g1.

For the continuity result, first remark that thanks to Theorem 1 we
already have

(4.10) g ∈ C([0, T ];L1
loc(Ō)).

Moreover, for all β ∈W 1,∞(R) and for all ζ ∈ Cb(Ō), radial in the ξ variable
(i.e. ζ(x, ξ′) = ζ(x, ξ) if |ξ′| = |ξ|), the following identity is satisfied

(4.11)
d

dt

∫∫
O
β(g) ζ dξdx =

∫∫
O

(
β′(g)Gζ + β(g) ΛEζ

)
dξdx.

In order to establish (4.11), we just have to write the Green formula (1.6)
with β(g) and ζ XR, and to pass to the limit R → ∞ using an estimate like
(4.9). Taking ζ = 1, we get∫∫

O
β(g(t, .)) dξdx =

∫∫
O
β(g0) dξdx+

∫ t

0

∫∫
O
β′(g)Gdξdx ∈ C([0, T ]).

When p > 1 we let increase β to |.|p, and thus ‖g(t, .)‖Lp ∈ C([0, T ]), which
is enough to conclude in view of (4.10). When p = 1, we let increase β to a
stricly superlinear fonction β0, constructed as in the second step of Theorem
4, and we deduce

(4.12) sup
t∈[0,T ]

∫∫
O
β0(g(t, x, ξ)) dξdx <∞.

We write (4.11) with β(z) = |z| ∧M and ζ(ξ) = ζR(|ξ|), ζR = ζ(
.

R
), R ≥ 1,

ζ ∈ Cb(R+), ζ ≡ 0 on [0, 1] and ζ ≡ 1 on [2,∞), and we obtain

d

dt

∫∫
O
|g| ∧M ζR dξdx =

∫∫
O

(
1|g|≤M GζR + |g| ∧M ΛEζR

)
dξdx.



Using again the estimate made in (4.9), we deduce

(4.13) sup
t∈[0,T ]

∫∫
O
|g(t, .)| ∧M 1|(x,ξ)|≥R dξdx −→

R→∞
0.

Therefore, from (4.10), (4.12) and (4.13) we deduce that g ∈ C([0, T ];L1(O)).

5. Trace theorem with optimal weight and resolution of the Dirich-

let problem.

We begin with an existence result for the Vlasov equation (1.1) which is
an extension of the result of C. Bardos [3] to the case of a force field with
Sobolev regularity. Our proof follows the method of R. DiPerna and P.-L.
Lions [8].

Lemma 3. Assume E ∈ L1(0, T ;W 1,1
loc (Ω̄)). For given Φ ∈ Cb(D̄), φ− ∈

Cb(Γ−) (resp. φ+ ∈ Cb(Γ+)) and φ0 ∈ Cb(Ō) (resp. φT ∈ Cb(Ō)), there

exists a solution φ ∈ L∞(D) ∩ C([0, T ];L1
loc(Ō)) to

(5.1)


ΛEφ = Φ in D′(D),

γ−φ = φ−,

φ(0) = φ0,

(
resp. (5.1′)


ΛEφ = Φ in D′(D),

γ+φ = φ+,

φ(T ) = φT

)
.

Furthermore, the solution φ of (5.1) satisfies the estimate

(5.2) ‖φ‖L∞(D) ≤ Max(‖φ0‖L∞(O), ‖φ−‖L∞(Γ−), T ‖Φ‖L∞(D)),

and if φ0 ≥ 0, φ− ≥ 0 and Φ ≥ 0, then φ ≥ 0 in D.

We also have that the solution φ of (5.1′) satisfies

(5.2′) ‖φ‖L∞(D) ≤ Max(‖φT ‖L∞(O), ‖φ+‖L∞(Γ+), T ‖Φ‖L∞(D)),

and if φT ≥ 0, φ+ ≥ 0 and Φ ≤ 0, then φ ≥ 0 in D.

Proof. We only deal with problem (5.1), since the proof in the case of problem
(5.1′) can be performed in the same way. For a smooth field E, C. Bardos
in [3] solves the problem using a characteristic and semi-group method. The



solution, that he constructs, satisfies the bound (5.2) and the positivity prop-
erty.

When E ∈ L1(0, T ;W 1,1
loc (Ω̄)), we consider a sequence Eν ∈ C1([0, T ]×Ω̄),

such that Eν → E in L1(0, T ;L1
loc(Ω̄)), and we note φν the corresponding

solution to (5.1); for which estimate (5.2) holds uniformly in ν. Up to the
extraction of a subsequence, φν converges to a function φ in L∞(D), which
satisfies (5.2). Proposition 4 implies that φ solves the Dirichlet problem.
Continuity follows from Theorem 2, and the positivity of φ is deduced from
the positivity of φν .

Lemma 4. (Uniqueness). Let a, p ∈ [1,∞]. Let E ∈ La′(0, T ;W 1,p′

loc (Ω̄))
satisfying (1.9) and g ∈ La(0, T ;Lp

loc(Ō)) a solution of

(5.3)


ΛEg = 0 in D′(D),

γ−g = 0,

g(0) = 0,

(
resp. (5.3′)


ΛEg = 0 in D′(D),

γ+g = 0,

g(T ) = 0

)
,

then g ≡ 0.

Proof. Again, we only treat the case of equation (5.3). One fixes β ∈ C1(R)∩
W 1,∞(R) such that β(0) = 0 and β(s) > 0 if s 6= 0, in such a way that
β(g) ∈ L∞(D) is still a solution of (5.3). For all ϕ ∈ D(D), we solve thanks
to lemma 3 the backward problem

ΛEφ = ϕ in D′(D),

γ+φ = 0,

φ(T ) = 0.

We take XR ∈ D(Ō) as in the proof of Theorem 3, and using the duality
formula (3.3), we get∫∫∫

D

β(g)ϕXR dxdξdt+
∫∫∫

D

β(g)φΛEXR dxdξdt = 0.

We let R tend to ∞ and we obtain
∫∫∫

D
β(g)ϕdxdξdt = 0, ∀ϕ ∈ D(D). We

deduce that β(g) = 0 and thus g = 0.



We note τ−E and τ+
E the solutions of

(5.4)


ΛEτ

−
E = 1 in D′(D),

τ−E
∣∣
Γ−

= 0,

τ−E (0) = 0,

and (5.4′)


ΛEτ

+
E = −1 in D′(D),

τ+
E

∣∣
Γ+

= 0,

τ+
E (T ) = 0.

Thanks to lemma 3, one has 0 ≤ τ−E , τ
+
E ≤ T . We set τE = τ+

E + τ−E , and
then τE(t, x, ξ) is the “time of life in D” of a particle which at time t has
position x and velocity ξ.

Theorem 5 (Optimal weight). Let p ∈ [1,∞), a ∈ [p,∞] and b ∈ [1,∞],
with a ≥ (p− 1) b′ if p > 1. Let E ∈ La′(0, T ;W 1,p′

loc (Ω̄)), G ∈ Lb(0, T ;Lp(O))
and g ∈ La(0, T ;Lp(O)) a solution to (1.1). Then the trace γg satisfies

γ g ∈ Lp
(
[0, T ]× Σ, |n(x) · ξ| τE(t, x, ξ) dξdσxdt

)
.

Proof. One fixes βM (z) = (|z| ∧M)p. With the notations of Theorem 1, we
have

ΛE(βM (gk) τ+
E ) = β′M (gk) (Gk + rk) τ+

E − βM (gk) in D′(D).

Theorem 2 and Green formula (1.6) imply

−
∫∫

O
βM (gk(0)) τ+

E (0) dξdx+
∫∫∫

Γ−

γβM (gk) τ+
E n(x) · ξ dξdσxdt =

=
∫∫∫

D

{
β′M (gk) (Gk + rk) τ+

E − βM (gk)
}
dξdxdt.

We pass to the limit k →∞ and we get∫∫
O
βM (g(0)) τ+

E (0) dξdx+
∫∫∫

Γ−

βM (γg) τ+
E |n(x) · ξ| dξdσxdt =

−
∫∫∫

D

{
β′M (g)Gτ+

E − βM (g)
}
dξdxdt ≤ CT ‖g‖p−1

La,p

{
‖g‖La,p + ‖G‖Lb,p

}
.

It is then enough to pass for second time to the limit M → ∞ in order to
obtain

γ− g ∈ Lp(Γ−, |n(x) · ξ| τE(t, x, ξ) dξdσxdt).



In a very same way, we prove γ+ g ∈ Lp(Γ+, |n(x) · ξ| τE(t, x, ξ) dξdσxdt).

Theorem 6 (Dirichlet problem). Let E ∈ L1(0, T ;W 1,p′

loc (Ω̄)) satisfy (1.9).

For given g− ∈ Lp(Γ−, |n(x) · ξ| τE(t, x, ξ) dξdσxdt), g0 ∈ Lp(O) and G ∈
Lp(D), there exists an unique solution g ∈ Lp(D) of (1.1) such that γ− g = g−

and g(0) = g0.

Proof. We consider some sequences (gε
−), (gε

0) and (Gε) of approximations
of g−, g0 and G respectively, such that for all ε > 0 one has gε

− ∈ Cc(Γ−),
gε
0 ∈ Cc(O) and Gε ∈ Cc(D), in such a way that thanks to lemma 3, there is

a sequence of solutions gε ∈ L∞(D̄) to

(5.5)


ΛEg

ε = Gε in D′(D),

gε = gε
− on Γ−,

gε(0) = gε
0 in O.

For p > 1 we fix β(y) = |y|p, and for p = 1 we take β given by Lemma 2 and
such that∫∫

O
β(gε

0) dxdξ,
∫∫∫

Γ−

β(gε
−) τE dµ1,

∫∫∫
D

β(Gε) dxdξdt ≤ C <∞.

The function β(gε)τ+
E belongs to L∞(D) and satisfies

ΛE (β(gε) τ+
E ) = β′(gε)Gε τ+

E − β(gε).

Using the Green formula (1.6) with XR ∈ D(D̄) defined in Theorem 3, we
have∫∫∫

Γ

β(gε) τ+
E XR n(x) · ξ dξdσxdt+

[∫∫
O
β(gε) τ+

E XR dξdx
]T

0
=

=
∫∫∫

D

(
β′(gε)Gε τ+

E − β(gε)
)
XR dξdxdt.

Recalling that τ+
E = 0 on Γ+ and in t = T , 0 ≤ τ+

E ≤ T , and letting R→∞,
we deduce∫∫∫

D

β(gε) dξdxdt =
∫∫∫

Γ−

β(gε) τ+
E |n(x) · ξ| dξdσxdt

+
∫∫

O
β(gε

0) τ
+
E dξdx+

∫∫∫
D

β′(gε)Gε τ+
E dξdxdt.



For p = 1 we use the inequality β′(y) z ≤ β(y)
2T

+
β(4T z)

2T
and for p > 1

the inequality β′(y) z ≤ β(y)
2T

+ CT β(z), and we obtain the following a priori
estimate on gε

∫∫∫
D

β(gε) dξdxdt ≤
∫∫∫

Γ−

β(gε
−) τ+

E |n(x) · ξ| dξdσxdt

+ CT

{∫∫
O
β(gε

0) dξdx+
∫∫∫

D

β(Gε) dξdxdt
}
.

Therefore, up to the extraction of a sub-sequence, gε converges weakly to
a function g ∈ Lp(D). We pass to the limit ε → 0 in equation (5.5) us-
ing Proposition 4. This ends the existence proof. Uniqueness follows from
lemma 4.

Last, we present two situations where the weight (1.14) can be obtained.

Proposition 5. We assume in addition to the assumptions made in Propo-

sition 2 that γ+ g ∈ Lr
loc(Γ+, dµ1) (resp. γ− g ∈ Lr

loc(Γ−, dµ1)). Therefore,

we have

γ− g ∈ Lr
loc(Γ−, dµ1) (resp. γ+ g ∈ Lr

loc(Γ+, dµ1) ).

Proposition 6. Let S ⊂ ∂Ω. We assume in addition to the assumptions

made in Proposition 2 that in a neighborhood ω of S, ω ⊂ Ω and S ⊂⊂
∂ω ∩ ∂Ω we have (?) ∀(t, x) ∈ (0, T )× ω D2dΩ(x) ≤ 0 and E(t, x) · n(x) ≤ 0,

(this is for instance the case for S = ∂Ω if E = 0, and Ω is the exterior of a

closed convex set), then

γ g ∈ Lr
loc([0, T ]× S × RN , dµ1).

Idea of the proof of Propositions 5 and 6. Once again, we just establish for-
mally two a priori estimates that easily permit to conclude with the help of
the regularization procedure presented in Theorem 1. We begin with Propo-
sition 6. For a given R > 0, we fix ϕ ∈ D(RN × RN ) in such a way that
0 ≤ ϕ ≤ 1 in O, ϕ ≡ 1 on S × BR and suppϕ ⊂ BR+1 × BR+1. We write
the identity (2.1) with β = |.|r, t0 = 0, t1 = T , ϕ and ψ = ψσ, where



ψ′σ(y) =
1
σ
ρ(
y

σ
), ρ ∈ D+(R),

∫
R
ρ(y) dy = 2, in such a way that ψσ(y) tends

to the sign function sign(y) when σ → 0. We remark that the term multiplied
to ψ′ in (2.1) is non positive thanks to assumption (?), and therefore, letting
σ go to 0 we get

(∫ T

0

∫∫
S×BR

|g|r dµ1(t, x, ξ)
)1/r

≤ C (1 + ‖E‖1/r

L1,q
R+1

)‖g‖L∞,p
R+1

+ ‖G‖1/r

L1,s
R+1

.

For Proposition 5, we just treat the case γ+ g ∈ Lr
loc(Γ+, (n(x)·ξ) dξdσxdt).

We write the identity (2.1) with β = |.|r, t0 = 0, t1 = T , ψ = 1 and
ϕ ∈ D((0, T ) × RN × RN ), with 0 ≤ ϕ ≤ 1 in D, ϕ ≡ 1 on K−

R =
[1/R, T − 1/R] × (Σ− ∩ ΣR) and suppϕ ⊂ (0, T ) × BR+1 × BR+1, for a
given R > 1/(2T ) and we get∫∫∫

Γ−

|γ− g|r ϕ(t, x, ξ) dµ1(t, x, ξ) = −
∫∫∫

D

(
|g|p ΛE ϕ

+ sign g |g|p−1Gϕ
)
dξdxdt+

∫∫∫
Γ+

|γ+ g|p ϕ(t, x, ξ) (n(x) · ξ) dξdσxdt.

We deduce

‖γ− g‖Lr(K−
R

,dµ1)
≤ CR(1+‖E‖1/r

L1,q
R+1

)‖g‖L∞,p
R+1

+‖G‖L1,s
R+1

+‖γ+ g‖Lr(Γ+
R+1,dµ1)

,

with the notation Γ+
R+1 = Γ+ ∩ ([0, T ]× ΣR+1).
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