FROM THE BECKER-DORING TO THE LIFSHITZ-SLYOZOV-WAGNER EQUATIONS
Philippe Laurencot!' and Stéphane Mischler?

Abstract

Connections between two classical models of phase transitions, the Becker-Doring (BD) equations and the
Lifshitz-Slyozov-Wagner (LSW) equation, are investigated. Homogeneous coefficients are first considered and a
scaling of the BD equations is introduced in the spirit of the previous works by Penrose and Collet, Goudon,
Poupaud & Vasseur. Convergence of the solutions to these rescaled BD equations towards a solution to the LSW
equation is shown. For general coefficients an approach in the spirit of numerical analysis allows to approximate
the Lifshitz-Slyozov equation by a sequence of BD equations. A new uniqueness result for the BD equations is also
provided.

1 Introduction

The Becker-Doring (BD) equations [3] and the Lifshitz-Slyozov (LS) equation [14] are two classical models of phase
transitions describing different stages of the growth of grains of a new phase from a supersaturated solution. The LS
equation actually describes the late stages of the growth process in which no new grain can form. The determining
process is then the growth of the grains by diffusional mass exchange [14] : the grains of the new phase larger than
some critical size grow at the expense of smaller ones, the critical size varying in time as a function of the degree of
supersaturation. A mean-field model has been formulated by Lifshitz & Slyozov [14] which consists of a continuity
equation for the volume distribution function f of the grains coupled with the equation of the conservation of matter.
For spherical grains it reads

O f + 0q (V f) =0, (t,:L’) € R?H (1'1)

u(t)+ A /Oox flt,z) de =Q, teRy, (1.2)
0

where x € Ry := (0,400) is the volume of the grains, ¢ € Ry is the time variable, @ is the total initial supersaturation
and A is a positive geometric factor. Finally V = V(¢,z) denotes the rate of growth of the grains and is determined
by the mechanism of mass transfer between the grains, e.g., volume diffusion [14] or grain-boundary diffusion [22]. In

general one has
V(tvr) = k’(l‘) u(t) - Q(x)v (1.3)

where the functions k& and ¢ are computed from the modeling of the mechanism of mass transfer between the grains
[14, 22]. On the other hand the BD equations describe earlier stages of the growth of the grains at a smaller scale
(before the grains reach a “macroscopic” size) and have been proposed as a model for the dynamics of a system of
clusters of particles which may either gain (coagulation) or shed one particle (fragmentation) [3, 8]. If ¢;(t) denotes
the number of clusters made of ¢ particles (or i-clusters), ¢ € N\ {0}, per unit volume at time ¢, the BD equations read

dcl >
et - -3 R 1.4
dt Jl(c) s Jl(c)a te Ry, ( )
dCi .
E = Ji_l(C) — Ji(c), te R+, (3 Z 2, (15)
where ¢ = (¢;);>1 and
JZ(C) = a; C1 ¢ — bi+1 Cit1, ) 2 1. (16)
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Observe that there is no source nor sink of particles in the above model so that the total number of particles is expected
to be conserved through time evolution, that is,

i@' ¢i(t) = const., t€[0,+00). (1.7)

Solutions to (1.4)-(1.5) actually enjoy this property [2].

Since the above mentioned models describe similar phenomena but at different scales it is natural to look for
connections between them. Preliminary investigations were performed in [19] and indicate that the behaviour of
the distribution of large clusters at large times resulting from the BD equations is approximatively given by the LS
equation. A more precise relationship between the BD and LS equations has been recently provided by Penrose [18] :
introducing a small parameter an asymptotic expansion of suitably rescaled solutions to the BD equations is performed
in [18, Section 6] (see also the survey paper [21]) with

a; = aq i'/3  and by = a1 it/3 (z +qi 1/3> > 2,

a1, zs and ¢ being positive real numbers. The lower order term of the expansion is shown to obey the LS equation
with k(x) = a; /3 and q(x) = a; ¢, the function u being determined by

/ k(x ) dx = /000 q(x) f(t,z) de, t>0, (1.8)

instead of (1.2). The condition (1.8) is derived in [24] and is equivalent to the requirement that the solution f to the
continuity equation (1.1) satisfies

/ x f(t,z) de = const., t>0. (1.9)
0

We shall henceforth refer to (1.1)-(1.8) as the Lifshitz-Slyozov-Wagner (LSW) equation throughout the paper. The
arguments of Penrose [18] are however formal and a different scaling of the BD equations leading to the LS equation
has been proposed more recently in [5] together with a convergence proof. More precisely, given bounded coefficients
(a;) and (b;) satisfying
lait1 — ai| + |bix1 —b)| < K/i, i>1,

a suitable rescaling of the BD equations (1.4)-(1.5) is introduced in [5] and a subsequence of the solutions to these
rescaled BD equations is shown to converge towards a measure-valued solution to the LS equation (1.1)-(1.2). Unfor-
tunately the analysis of [5] does not allow in general to identify the functions k and ¢ defining the growth rate V in
(1.3) except when a; and b; both have a limit as i — +o0.

The aim of this paper is twofold : we first return to the approach of [18, 5] and consider the BD equations with
homogeneous coefficients a; = i* and b; = i* for i > 1 and 0 < < A < 1. Rescaling appropriately the BD equations
allows us to show the convergence of the corresponding rescaled solutions towards a solution of the LSW equation
(1.1)-(1.8) with k(z) = 2* and ¢(x) = 2#, * € Ry. More precisely, denoting by ¢ = (c;) the solution to the BD
equations (1.4)-(1.5) and introducing a small parameter ¢ € (0,1) we follow the approach of [18, 5] and look for the
large time behaviour of ¢ by introducing ¢°(t) = c(te ") for ¢ € [0, +00) where v is to be determined later (the choice
v =1 is made in [18, 5]). By (1.4)-(1.5) and (1.7) ¢ = (¢§) is a solution to

?

CZ?E' B (gi—k Ci (((—1)e)* iy — (i) C’§> (1.10)
5
by (D — @)
€

for 4 > 2 and

() + ZZ g2 i) _ const (1.11)

1 2 ’ .
i=2

First, in order to interpret the series in (1.11) as the first moment of a function f¢ which is piecewise constant on the
intervals [(i — 1/2)e, (i + 1/2)e) we are led to consider
ci(t)

Faey=4

0 otherwise.

i x €[(i—1/2)e,(i+1/2)e) and i > 2,



Next, for (1.10) to be close to (1.1) as € — 0 the choices v = 1 — g and u® = e~ ¢§ yield
O f¢ ~ =0 ((m’\ u® — x“) fe)

while (1.11) reads
N s (1) +/ x f(t,z) dz = const. (1.12)
0

Since A > p we see at least formally that we may expect (f€,u®) to converge towards a solution to the LSW equation
(1.1)-(1.8). This expectation turns out to be true and is stated precisely in the next section and proved in Section 4.

In the second part of this paper we present a different approach to study the relationship between the BD and LS
equations which is more in the spirit of numerical analysis and is inspired by [9, 12]. More precisely, in contrast with
the previous approach, we start from the LS equations and, given functions k and ¢ and a mesh size A € (0,1), we
construct sequences (af) and (b2) of coefficients for the BD equations. We then use the corresponding solutions to
the BD equations to construct a sequence of piecewise constant functions which converges towards a solution to the
LS equation. To give a rough idea of our construction, we consider A € (0,1) and denote by ¢ = (c¢2*) the solution
to the BD equations (1.4)-(1.5) with coefficients (a£) and (b2) to be determined in terms of k& and g. Then

i

A A A A A A A A A
dc; A Aaiict, —Aai n A by ¢y — A BT ¢

= - - (1.13)
for ¢ > 2 and
A = 2 C‘A(t)
cr () + Zz A ZA2 = const. (1.14)
i=2

Arguing as above we are led to define

e (t) : . , :
5 if xe[(i—1/2)A,(i+1/2)A) and i > 2,
fAro=1 &
0 otherwise.

Putting u® = ¢ we formally recover (1.2) from (1.14) while it is easily seen that (1.13) gives (1.1) in the limit A — 0

if
Aal ~k and AbD~q on [(i—1/2)A, (i +1/2)A).

A possible choice for (a#) and (b2) is then
1 l+y/2)A 1 Uty/2a
k(x) dz and b2 = q(z) dx

a; _
A% Ji1/2)a

PA? (i-1/2)A

for ¢ > 2 and a rigorous justification of the above formal computations is performed in Section 3.

We now describe the contents of the paper : the approximations outlined above are stated precisely in the next
section, and our main results as well. Besides the convergence of the Becker-Déring equations towards the Lifshitz-
Slyozov and Lifshitz-Slyozov-Wagner equations which are stated in Theorem 2.5 and Theorem 2.3, respectively, we
also obtain a new uniqueness result for the Becker-Doring equations (Theorem 2.1) which generalizes a previous result
by Ball, Carr & Penrose [2]. The proofs of the convergence results are performed in Sections 3 and 4, respectively.
It is worth mentioning at this point that, though the approximating Becker-Déring equations are built in a different
way, the convergence proofs have some common features and proceed in two steps. We first prove the boundedness
of (uf) and (u®) which is straightforward for the latter but more difficult to obtain for the former and requires to
improve a device from [11]. Once the boundedness of (u°) and (u®) is shown the weak compactness in L' of (f¢) and
(f2) follows by a suitable adaptation of arguments developed in [10] for the analysis of the Lifshitz-Slyozov equation.
Loosely speaking the main idea behind this part of the proof is the stability with respect to the weak topology of
L' (R ; xdz) of perturbations of the Lifshitz-Slyozov equation. One then realizes that, once written in terms of (f¢) or
(f#), the approximating Becker-Déring equations are indeed suitable perturbations of the Lifshitz-Slyozov equation
from which the weak compactness of (f¢) and (f%) follows. Finally, Section 5 is devoted to the proof of the uniqueness
of solutions to the Becker-Doring equations stated in Theorem 2.1.



2 Main results

Since the seminal paper [2] several features of the initial value problem for the Becker-Déring equations (1.4)-(1.5)-(1.6)
with initial data

ci(0) = ¢, P> 1, (2.1)

have been studied (well-posedness [2], convergence to equilibrium [1, 2, 20], metastable states [17]) and we recall now
the existence and uniqueness results from [2] we need in the sequel. We are actually able to improve the uniqueness
result of [2] so that the uniqueness statement of Theorem 2.1 below is new. We first introduce some notations : we

define the space X by
X = {C (ci)i1 € RMMOT ZZ el < OO}
i=1

which is a Banach space with the norm
o0

lelx = ilel, ceX,

i=1

and we denote by X T the positive cone of X, that is,
+:{C:(Ci)i21€X, ¢; >0 for 221}

Theorem 2.1 Consider ¢ = (cﬁ")ol € X and assume that the kinetic coefficients (a;) and (b;) enjoy the following
properties : B
0<a; and a1 —a; <K, i>1, (2.2)

0 S bi and bi — bi+1 S K, 7 Z 2, (23)

for some positive constant K. Then there is a unique function ¢ : [0, +00) — X such that

c,» € C([0,400)) for i>1, (2.4)

ZacheL 0,1), Zb ¢ € LY(0,1), (2.5)
ci(t) =™ +/0 (Jiz1(e(8)) — Ji(e(s))) ds, i>2, (2.6)
er(t) = ¢ — /0 (Jl(c(s)) —&—;Ji(c(s))) ds, (2.7)

and _
le@)llx = llc™ llx (2.8)
for each t € [0, +00).

Observe first that, owing to (2.8), the integral equation (2.7) may be replaced by the algebraic equation

)+ Zz at) = lémllx, € [0, +00). (2.9)
Notice also that (2.2) implies that
0<a; <i max{K,a1}, i>1, (2.10)
while (2.3) ensures that
0< B; < Bjt+1 where B;:=b;+Ki, i>2. (2.11)

On the one hand, owing to (2.10) the existence of a solution ¢ to (1.4)-(2.1) satisfying the properties stated in
Theorem 2.1 follows from [2, Corollary 2.3 & Corollary 2.6]. On the other hand the uniqueness results of [2] require
either a stronger assumption on the initial datum or that the kinetic coeflicients satisfy

0 S al+b1 S C 7,2/‘3 with |CL1' 7ai_1| + |bi+1 7b1‘ S C Z'il/g, ZZ 2,



for some positive constant C, which is clearly stronger than (2.2) and (2.3). Theorem 2.1 thus provides the uniqueness
of solutions to (1.4)-(2.1) for a larger class of kinetic coefficients.
We now turn to the Lifshitz-Slyozov-Wagner equations

Wf+0.(V f)=0, (t,z)€e R, (2.12)
f0,2) = f™(x), =Ry, (2.13)

where the growth rate of the grains is defined by

V(t,z) = k(z) ut) —q(z), (t,z) € RE, (2.14)
and w is given either by [14]
u(t)+ A / z f(t,x)de=Q, teRy, (2.15)
0
with A > 0 and @ > 0, or [24]
u(t) /OOO k() f(t,x) do = /OOO 4@) f(t.x) dz, tER,. (2.16)

As already mentioned the functions k£ and ¢ involved in the definition of V' are determined by the mechanism of
mass transfer between the grains and we provide now a couple of examples which have been derived in [14] and [24],
respectively :

— the Lifshitz-Slyozov case [14] : the functions k and ¢ are given by

k(z) =3 2% and q(x) =3, z€Ry. (2.17)
— the Wagner case [24] : the functions k and ¢ are given by

a x2/3 b /3
caxl/3+d and q(z) = cxl/34+d’

k(z) = x € Ry, (2.18)
where a, b, ¢ and d are positive real numbers.
A more thorough description of the computation of the growth rate V together with the physical assumptions leading
to various formulae for k and ¢ may be found in [22].

For the first convergence result of this paper we restrict ourselves to homogeneous functions &k and ¢, that is, the
model case

E(z)=a 2 and q(z)=ba", z€Ry, (2.19)
where a, b are positive real numbers and 0 < g < A < 1. This case includes (2.17) as well as (2.18) when ¢ = 0. We
also consider a function f™ such that

fire LYRy; (14 x)dz) nWHLHRL), fi* > 0 ae. in Ry and

o (2.20)
/ y f"(y) dy >0, zeR,.

Remark 2.2 On the one hand the regularity assumption f € WH1(R,) made in (2.20) is only used in Lemma 4.4
below and could probably be relaxed. On the other hand the fact that f'™ is not compactly supported is crucial in order
to guarantee a positive lower bound for A® defined in (4.11).

We now introduce the Becker-Déring equations approximating the Lifshitz-Slyozov-Wagner equation (2.12)-(2.13)-
(2.16) : we define
ai=ai* and by =b(G+ 1), i>1. (2.21)

For e € (0,1) and i > 1 we put A; = [(i — 1/2)e, (i + 1/2)e), X§ = 1,, and

cjnvfze/ fi(x) de, 0> 1, (2.22)
A



af =a;, Bi=b; for i>2 and of =&3* a. (2.23)

Since f™ is non-negative by (2.20) and

Zz’ "< / x f"(z) dr (2.24)
i=1 0

we have ¢ = (ci”s) € X*. We then infer from Theorem 2.1 that there exists a unique solution I'* = (I'Y) to the
Becker-Déring equations (1.4)-(2.1) with kinetic coefficients (af), (57) and initial data ¢“™* enjoying the properties

(2.4)-(2.9). Following the arguments presented in the Introduction we further introduce ¢® = (c§) defined by

(1) = TE(tem=1),  (t,4) € [0, +00) x N\ {0}, (2.25)
and put
£ () :EiQ S G0 X (@) and w(t) == () (2.26)

for (¢,z) € [0,400) x R4. Our first result then reads as follows.

Theorem 2.3 There is a sequence (gy,) of real numbers in (0,1), €, — 0, and a couple of non-negative functions
(f,u) such that
fer — f in C([0,t);w — LY (Ry; xdx)),

(2.27)
utr Sou weakly in L®(0,t).
Here f is a weak solution to (2.12)-(2.13)-(2.16) in the following sense :
f € CY0,: L' (Ry; ) 1 L(0, 1 LV (R.)),
(2.28)

u € L>(0,1),
and there holds

/ T f(te) g(a) de = | ) gle) do (2.29)
0

0
| t | 0:(0) Vis.) f0.) daas,

for each t € Ry and g € D(Ry) with V given by (2.14), k and q by (2.19) and

oo oo
ut) [ k@) fltn) do= [ qta) f(t0) do (2:30)
0 0
or, equivalently,
/ x f(t,x) dz 2/ x f"(x) da. (2.31)
0 0
In addition, if either p >0 or A\ =1 the convergence (2.27) holds true for the whole sequence (f¢,uf).

The last assertion of Theorem 2.3 readily follows from the uniqueness of weak solutions to (2.12)-(2.13)-(2.16)
which holds true when g > 0 or A =1 by [11, Theorem 3]. Let us also mention here that existence and uniqueness of
measure-valued solutions to (2.12)-(2.13)-(2.16) have been recently proved when k and ¢ are given by (2.17) in [15, 16]
while existence of weak solutions as in the previous theorem is investigated in [11] for a wider class of functions k and
¢, the initial datum being a non-negative and integrable function with finite first moment.

Remark 2.4 It is worth to point out here that the scaling of the coagulation coefficients (af) defined in (2.23) is
different according to whether i > 2 or i = 1. As already remarked in [5] this stems from the fact that, though the
1-clusters play the role of the solute in the Becker-Déring model the interaction between the solute and the grains in
the Lifshitz-Slyozov- Wagner theory and between the 1-clusters and the other clusters in the Becker-Ddring model are
of a different nature as the formation of 2-clusters by aggregation of 1-clusters does not take place in the former. The
rate of this reaction thus should somehow vanish in the limit ¢ — 0.



We next turn to the Becker-Déring approximation of the Lifshitz-Slyozov equation (2.12)-(2.13)-(2.15). We shall
here drop the assumption of homogeneity made on the functions k and ¢ in the previous result. We actually consider
a wider class of functions k and ¢ which includes the examples (2.17) and (2.18) and the model case (2.19) when
0 < pu < A< 1. More precisely we assume that k and ¢q enjoy the following properties.

The function k is a non-negative function in C([0,4+00)) N C}(R,) satisfying (2.32)
k' € L*°(1,+00) and k&’ > 0. ’
The function ¢ is a non-negative and concave function in C([0, +00)) NC(R) (2.33)
satisfying ¢’ € L*°(1,+00) and ¢’ > 0. :

In other words the functions k and ¢ are Lipschitz continuous functions for large values of z and might be less regular
near x = 0, but are non-decreasing. We also assume that, for every U > 0, there exists zy € (0, 1] such that

U k(z) — q(z) < —z ¢(x), z¢€(0,zy] (2.34)

In particular, ¢’ being non-negative by (2.33), we infer from (2.32)-(2.34) that U k(0) — ¢(0) < 0 for U > 0 which
ensures that no boundary condition is needed at x = 0 to solve (2.12)-(2.13). In addition it follows from (2.33) and
(2.34) that

@)

= . 2.
lim ) =T (2.35)

We next consider two positive real numbers @ and A and assume that the initial datum f" satisfies

fir e LYRy; (14 a)dz), f >0 ae. in R, and

o (2.36)
A / x [ (x) de < Q.
0
For A € (0,1) and i > 2 we put A; = [(i — 1/2) A, (i +1/2) A), X2 =14, and
aA—i/k()dx and b9 = ! / (z) dz (2.37)
i T A2 A, AQ A, q ) :
A = (cﬁ"’A) with ¢™® =4 A / fim(z) d. (2.38)
A;
We also put
3A/2 0o )
ad =A k(z) dz and ¢™*=Q— A / z f(x) de. (2.39)
A2 0

Here again a£ vanishes as A — 0 (see Remark 2.4 above). Clearly, since

00 . 0o '
Zi ¢ <9 / x () dz
i=2 0

it follows from (2.36) that ¢™™* belongs to X* while (2.32) and (2.33) entail that (a2*) and (b2*) satisfy (2.2) and (2.3)
(with a constant K possibly depending on A). Consequently, by Theorem 2.1 there is a solution ¢® = (c2) to the
Becker-Déring equations (1.4)-(2.1) with kinetic coefficients (a£), (b2) and initial data ¢™*. With these notations
our second convergence result reads as follows.

Theorem 2.5 For A € (0,1) we denote by (f>,u?) the functions defined by

A N CzA(t)
At x) > Az X0 (@), (t2) € [0,400) x [0, +00), (2.40)
=2
ut(t) = (), te0,400). (2.41)



There are a sequence (A,,) of real numbers in (0,1), A, — 0, and a couple of non-negative functions (f,u) such that

fAn— f in C([0,t];w — LY (Ry; zdx)),

(2.42)
upr —u in C([0,1]),
where
fec(o,t]; L' (Ry; wdx)) N L0, ¢ LY (Ry)),
o (2.43)
0<@-4 / x f(t,x) de = u(t),
0
and

/ T Ht o) g(a) de = | T fr(e) g(a) da (2.44)
0

0
v t [ ) Vi) S0) das,

for each t € Ry and g € D(Ry) with V given by (2.14). In addition, if either

sup  (Q K'(z) — ¢'(z)) < +oo, (2.45)
z€[0,4+00)
or
¢ € L*(Ry) and Q k(z) —q(x) <0 in a neighbourhood of z =0, (2.46)

the convergence (2.42) holds true for the whole sequence (fA, uA).

Let us mention here that existence and uniqueness of weak solutions to (2.12)-(2.13)-(2.15) have been investigated
recently under various assumptions on the data k, ¢ and f [4, 10, 15] and the proof of Theorem 2.5 actually provides
an alternative proof of [10, Theorem 2.2] for the class of functions & and ¢ considered here. In addition the last
assertion of Theorem 2.5 follows at once from the uniqueness of weak solutions to (2.12)-(2.13)-(2.15) which is valid
when k and ¢ fulfil either (2.45) or (2.46) [10, Theorem 2.3]. Since the functions k and ¢ given by (2.18) and (2.17)
enjoy the properties (2.45) and (2.46), respectively, the convergence of the whole sequence ( 2, uA) holds true in that
case.

Remark 2.6 Coming back to the model case (2.19) notice that the case A = p € [0, 1] is neither covered by Theorem 2.8
(as it would formally give the Lifshitz-Slyozov equation in the limit e — 0 by (1.12) and not the Lifshitz-Slyozov- Wagner
equation) nor by Theorem 2.5 (since (2.84) is not fulfilled for U large enough). Such a choice of the functions k and
q seems however to be physically irrelevant since, at a given time t, there is no critical radius and all the grains shrink
or expand according to the sign of au(t) — b. In addition a boundary condition at x = 0 is needed to solve (1.1) when
ku —q = (u—b/a)k reaches some positive value. It is thus not clear whether our approach could work in that case.

3 Convergence towards the LS equation

We first notice that, if (f,w) is a solution to the LS equation (2.12)-(2.13)-(2.15), then (Af,u) is also a solution with
A =11in (2.15). We may thus take A = 1 in (2.15) without loss of generality. We next consider A € (0,1) and let
(af), (b2), &, fA and u® be defined by (2.37), (2.38), (2.39), (2.40) and (2.41), respectively. We also put

a® = ZA a® X£ and b® = ZA bE X5,
i=2 i=2
It follows from (2.32), (2.33) and (2.34) that

(a®,b?) are two sequences of non-negative and non-decreasing functions con-
verging towards (k, ¢) uniformly on compact subsets of Ry and there is a con-
stant C' depending only on k£ and ¢ such that (3.1)

a®(x) +02(2) < C (1+1x), =Ry,



for every U € R, there exists Xy € (0,1) depending only on U, k and g such
that
A A . A A (3.2)
Ua(z) = b™(x) + (i —1/2) (b2 (z+A)—b2(2)) <0, zel;

for 4 > 2 such that A; C (0, Xy) and A € (0, Xy /2).

While the proof of (3.1) is straightforward we briefly outline that of (3.2) at the end of this section.
The first step of the proof is to identify the equations satisfied by (f2,u”) together with an inequation satisfied
by B(fA) for some convex functions /3.

Lemma 3.1 Let & be a non-negative function in W, (Ry) with 8, € L®(Ry). Fort >0 there holds
| @ (13t - £20.0) =P
/ / {(Ta8) a® u® —(1_a&) b2} f2 dads (3.3)
" (t)—i—/ 2 FA L) dz = Q + w(A), (3.4)
0
where |w(A)| <2 |fi"|1 A,

PAH€) = é /0 /A (o 1) R (e) € - AT 1) F2(0,) € ) dods,

and

&) @) = LN ED -y er, xR

In addition, if 3 € C*([0,+0o0)) is a non-negative and convex piecewise C*-smooth function with $(0) = 0, 5'(0) >0
B concave and such that £(.)B(f2(0,.)) belongs to L*(R,), we have

/0 T e(e) (B (1)) — BFA0,2)) da
t CA S
< Aaf [€lre03a) /o u®(s) 5( 1A(2)) ds

+ / /oo{(mg) a® u® — (1_a8) b+ € (1ab™)} B(fY) duds. (3.5)
0 0

Proof. Let us first recall that, by [2, Theorem 2.5], there holds

t
S 0-e) =[S =0 ut e s [ et i

- / Z(gi —gi1) b2 2 ds —/ g1 b5 5 ds (3.6)
0= 0

for every sequence (g;);>1 of non-negative real numbers such that (|gi+1 —g¢;|) is bounded. Let £ be as in the statement
of Lemma 3.1 and put
/ (x i> 1.

Then (|gi+1 — ¢i|) is bounded and we infer from (3.6) that

;/Aii(x) (e?(t) fc§”7A> do = /0 ;/A (E(z + A) — £(2) a® A D dads
[ [ et et o2 o anas

+ A2 PA(L,E),



whence (3.3). Next, by (2.8), (2.38) and (2.39) we have
u®(t) —|—/ z fAtx)de = &)+ Zz (1)
0 i=2

oo
N
i=2
= Q+w(h),
with

o0 _ a2
w(A) ZZ;/Ai(iA_QC) i () dx—/o 2 f"(z) dr,

from which we deduce (3.4). We now prove (3.5). For ¢t > 0 we have
| @ (@) - 52 0.0) do

> oo [ nieon o) ds

_ /O(A(s) ud(s) + B(s)) ds, (3.7)

with Ba(r) = B(r/A?), r > 0, (g;) defined as above in terms of ¢ and

b
—
»
N
Il

> 9i Balef(s) (ay ey —af of) (s),
i=2

BE) = Yo SalRe) (R ey — b2 ) ()

On the one hand we infer from the convexity of § that

A = Sgraty aled) (- ) £ Y0 (a2 ) Galed) e
2 o
< 29 aft, (m(c?l)—m(c?migi (a1 —ai) Ba(e)
+ ig (a1 —af) (Ba(e]) e = Balel))
< _f;gm — g 0 Baled) + g2 ab Balcd)

oo

+ 30 (= o) () e - oa(cd)

A < A fElLe(0,3a) af Balef) + Z(gi+1 —gi) af Balcd),
i=2

where the last inequality follows from the monotonicity (2.32) of k and the property r B (r) — Ba(r) > 0 for r > 0
enjoyed by non-negative convex functions vanishing at r = 0. Writing g; in terms of £ yields

A< A 0 €] o) B /A?) + / (ra€) a® B(f>) da.

10



On the other hand we use once more the convexity of 3 to obtain

B = Zgl 1+1 ) 1+1 +Zgl 7.+1 3 ) ﬁIA(CzA) CiA

< X;g bt (ﬁA(cm—ﬂA(cf)HZ;gi (b1 —07) Baler)
+Zgl (b4 = 07) (Baled) e = Bale))
< i(gi 1 —9:) b Bale +Zgz by —b7%) (BA(e?) ¢ — Balcl))
B < i(gi_l 9:) b2 Bale +Zgz bty — b)) Bal(er),

where we have used the monotonicity (2.33) of ¢ and the inequality r S, (r) < 2 Ba(r) which holds true for Sa by [10,
Lemma A.1]. We thus end up with

B</ {€ (7ab®) — (1_a€) b2} B(f2) d

Inserting the estimates for A and B in (3.7) yields (3.5). 0]
As a first consequence of (3.4) and the non-negativity of u® and f* there are positive constants U and C' depending
only on @ and f* such that

u®(t) <U and /Oox fA(tz) de <C (3.8)
0

for every (t,A) € [0,400) x (0,1). In the following we denote by C any positive constant which depends only on Q,
k, ¢ and f. The dependence of C upon additional parameters will be indicated explicitly.

We fix T € R, and assume from now on that A € (0, Xy/4) where Xy is defined in (3.2). It follows from (3.3)
with £ = 1 that

>
|fA(t)|L1 < |f 0| + = A2 / uA(S) clA(s) ds, te][0,T],
0
and we deduce from (2.38), (2.39) and (3.8) that

|F2@ e < 1 f ™0 + |kl pe(o2) U2 T < C(T), tel0,T). (3.9)

We next investigate the propagation of generalized moments of f2.

Lemma 3.2 Let p € C1([0,+00)) be a non-negative and convex piecewise C*-smooth function with p(0) = 0, ¢'(0) >0
and such that ¢’ is a concave function. Assume further that

M, = /DO o(x) f™(z) dr < occ. (3.10)
0
Fort € [0,T] there holds
| et@) £ de < oo 0). 8. (311)

Proof. We first assume that ¢’ is bounded. We may then take £ = ¢ in (3.3) : since the convexity of ¢ and the
concavity of ¢’ entail that

¢z +A)—¢'(z—A)
2A ¢"(x—A)<2A¢"(0)

(Tap — T-ap) (2)

IAINA
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for x > A, we infer from (2.39), (3.8) and the monotonicity of ¢ that, for t € [0,T],

> Ay A " A A g
/0<p(f )= FA0) de < C(T)+2 A (0 // bA £ dad

/ / (Tap) —b2) 2 daxds

We use again the monotonicity of ¢ together with (3.1), (3.2), (3.8) and (3.9) to conclude that

/0 /Ooo(mtp) (@™ U - b®) f2 duds /O /OXU(TA<P> (a® U — b2 f2 dads

t [e%e)
ATr 1Ay A
+ /0 /XU(TAcp) (a= U =b2) f= daxds

< C /Ot/XO:(l—HE) (Tap) f& dxds
C /Ot/):w (tag) 2 dxds

2 A Q( // bA fA deds < C(T, ¢"(0)).

IN

IA

and

Consequently there holds

/Ooogp (£2(t) — f2(0)) dx < C(T, ( //XU (tag) 2 datds) (3.12)

We now infer from the properties of ¢ and [10, Lemma A.1] that = ¢’(z) < 2 ¢(x) for z > 0 while the concavity of ¢’
implies that ¢’(2z) < 2 ¢'(x), whence ¢(2x) < 4 p(z), x > 0. Consequently, for x > Xy > A,
1 z+A 2 x+A
s <y [ vewdsy [ o) dy<2 o0 <8 o),

x

Inserting the above estimate in (3.12) we obtain

/ T (P80 - FA0) do < C(T, ¢"(0)) (1 + [ t / Tt dxds) . (3.13)

Finally, since ¢ is non-decreasing, it follows from (2.38) that

> A - . n
/0 o 1A0) dr < ;/Aiw((wrl/?)ﬁ)f da

ZX_;/A 0(2x) f™(z) do < 4 /00090 i de.

i

IN

Recalling (3.13) we have thus shown that

/Ooocp A1) dz < C(T, ¢"(0), M,) (1+/0t/0°°wa dxds)

for ¢ € [0,T], whence (3.11) by the Gronwall lemma provided ¢’ is bounded. In the general case we introduce ¢pr
defined by
e(y) it yel0, R,
er(y) =
¢'(R) (y—R)+¢(R) if yel[R, +o0),

for R > 2 and notice that ¢r enjoys the same properties as ¢ with a bounded first derivative and ¢r < ¢ with
¢ (0) = ¢”(0). The previous computation may then be performed with ¢r and Lemma 3.2 follows by passing to the
limit as R — 400 after noticing that the constant in (3.11) does not depend on R. 1]

We next employ (3.5) to study the behaviour of some superlinear functionals of f2.

12



Lemma 3.3 Let 8 € C'([0,+00)) be a non-negative and convex piecewise C*-smooth function with (3(0)

and such that ' is a concave function. Assume further that

Lg:= /0006 (f™(x)) dz < oc.

For t € [0,T] there holds
/ min {z,1} 8 (fA(t7x)) dx < C(T, 3, Lg).
0

Proof. Since A < Xy;/4 there is an integer i, > 4 such that Xy € A;,. We then define

E=A Z (min (7,7,) — 1/2) X5.
=2

Owing to the specific structure of £ we can still use (3.5). Since £(z) < z it follows from (3.5) and (

/ T (BUA W) - BUA0)) dr<3 A% ad T U BU/AY)

(ix—1/2)A
/ / ((ra) a® U — (r_a&) V™ + € (rab®)) B(>) deds

3A/2

SU—(r & Tab® A) dads
+//i*—1/2)A((TA£)a U —(1-a8) b= + & (1ab®)) B(f2) dad

=0,0(0)=0

(3.14)

(3.15)

3.8) that

Now, if z € (3A/2, (ix — 1/2)A) there is i € {2,...,ix — 1} such that € A;. Since A; C (0, Xy), (3.2) ensures that

((7a8) 0 U = (1-a8) b* + ¢ (1ab™)) (2)
< a® (@) U—b2(x) + (i —1/2) A (1ab™)(z) <0,

while, for > (i, — 1/2)A, x € A; for some ¢ > i, and there holds
((ta) a® U = (-a&) b® + & (1ab™)) (2)
. + A) —
< (i, —1/2) A /A w dy < || (xy /2,400) £(T)-

Consequently,

/ € BUA) /wa 0)) da + C(T) A? a BU/A)

e / / € B(/A(s)) dads.

Finally, thanks to (2.39), the Jensen inequality and the properties of /3, we have

[Tesrroywse s [ o) wst,

and
2
A% a2 pU/AY < € A (5(0) 55+ 5"0) 5 ) <CO0)

from which we deduce that

/000560%@)) dx < C(T, 3, Lg) (1+/0t/0°°w<fA(s)) dmds)

for t € [0,7]. Since &(x) > min{z,1}/3 for x > 3A/2 the Gronwall lemma allows us to conclude that (3.15) holds

true.
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We are now in a position to complete the proof of Theorem 2.5 and first aim at showing that Lemma 3.2 and 3.3
provide useful information on the compactness properties of f2. We previously recall that (2.36) and a refined version
of the de la Vallée-Poussin theorem [13, Proposition I.1.1] warrant that there are two non-negative and convex functions
®; and @5 such that, for [ = 1,2, ®; belongs to C*([0, +00)) and is piecewise C2-smooth with ®;(0) = 0, ®(0) > 0, ¥}
is a concave function,

im 240 o (3.16)
r—-+00 T
and -
L= / {@1(1+2) f(2) + (14 2) ©2(f™(2))} dz < +oc. (3.17)
0
Owing to (3.17) we deduce from Lemma 3.2 and Lemma 3.3 that
sup / [1(2) FA(t,2) + min{e, 1} Bo(f2 (1))} do < O(T). (3.18)
telo,T]1Jo

Since ®; and P, satisfy (3.16), the bound (3.18) and the Dunford-Pettis theorem entail that there is a weakly
compact subset K., (T) of L'(R,,z dz) such that

{f2(t),A € (0,Xy/4)} CKu(T) for tel0,T]. (3.19)

We next investigate the equicontinuity with respect to time of (f2). Fix R > 1 and consider ¢ € D(1/R, R). If
A <1/(5R) it follows from (3.1), (3.3), (3.8) and (3.9) that, for ¢t € [0,T) and h € (0,1 — ¢), we have

/Ooog(x) (fA(t+h,x) — f2 () do

t+h %)
< / |0p| oo / (a® U +b%) f2 dxds
t 0
t+h [e%)
< C©) / / (1+x) f2 deds < C(€,T) h,
t 0
whence
lim sup sup ’/f(x) (fA(t+h,x) — fA(t,2)) dz| = 0. (3.20)
h—0¢ci0,7—h] A€(0,1/(5R))

Furthermore, since an arbitrary function in L°(1/R, R) is the almost everywhere limit of a sequence of functions in
D(1/R, R) which is bounded in L>°(1/R, R) we infer from (3.19) and (3.20) that (3.20) actually holds true for every
¢ € L*(1/R,R). According to a variant of the Arzela-Ascoli theorem (see, e.g., [23, Theorem 1.3.2]) we infer from
(3.19) and (3.20) that (f) is relatively compact in C([0,T];w — L'(1/R, R)) for each T € Ry and R > 1. By a
diagonal process we obtain a sequence (A,,) of real numbers in (0,1), A,, — 0, and a function

f€C(]0,+00);w — L*(1/R, R)) (3.21)

such that
fA — f in C([0,T);w — L*(1/R, R)) (3.22)

for each T'€ Ry and R > 1. Recalling (3.19) it is easily seen that (3.21)-(3.22) can be improved to f € C([0, +00); w —
L' (R, xdz)) and
fA — f in C([0,T);w — LY (Ry, zdx)) (3.23)

for each T' € R,. Clearly (3.23) ensures that f(¢) is non-negative almost everywhere in Ry for ¢ > 0 and it readily
follows from (3.4), (3.9) and (3.23) that f € L>°(0,T; L' (R )) and

n—-+4oo

lim |u®" — uleo,ry =0 with w(t) = Q —/ x f(t,x) dx (3.24)
0

for t € [0,7] and T € R;. In addition the non-negativity of u® and (3.24) yield the non-negativity of u. Finally,
owing to (3.1), (3.23), (3.24) and since

(TA&T—AE) - (81255 761?5) in Loo(07+oo) (325)

14



for ¢ € D(R;) we may pass to the limit as A,, — 0 in (3.3) and conclude that f satisfies (2.44). The strong continuity
of f claimed in (2.43) then follows from (2.44) by arguments similar to the ones developed in [7] and the proof of
Theorem 2.5 is complete.

We now sketch the proof of (3.2). Let U be a positive real number and put Xy = xy/2 where xy is given by
(2.34). Fix A € (0, Xy /2) and notice that 3A/2 < Xy;. For ¢ > 2 such that A; C (0, Xy) and z € A; there holds
U a®(x) = b2 (z) + (i — 1/2) (b%(z +A) — b (2))

_ % (/A {U k(y) —aly) + (i = 1/2) (a(y + A) — a(y))} dy)

< % (/A {U k(y) —aly) + (1 - 1/2) A d'(y)} dy)

where we have used the concavity of ¢ to obtain the last inequality. Since ¢’ is non-negative and A; C (0,zy) we
further deduce from the above inequality and (2.34) that

U a®(x) —b™(x) + (i — 1/2) (bA($+A) —bA(x))
= % (/A {U k(y) —aly) +y d' ()} dy> <0,

whence (3.2).

4 Convergence towards the LSW equation

In this section we consider the Lifshitz-Slyozov-Wagner limit of the Becker-Doring equations for homogeneous coeffi-
cients. For convenience we first recall the notations introduced in Section 2. Let a, b, A and p be positive real numbers
such that 0 < g < XA <1 and consider an initial datum f"* satisfying (2.20). For € € (0, 1) recall that ¢™¢ is defined
by (2.22) as follows

cﬁ"’g =¢ / f(x) do, i>1,
A
while the kinetic coefficients (o) and (7) are defined by (2.23) as
af =ai*, Bi=bi" for i >2 and of = a.

Recalling that I'® = (T%) is the solution to the Becker-Déring equations (1.4)-(2.1) with kinetic coefficients («5) , (85)
and initial data ¢™¢ we infer from (1.5) that ¢© = (c§) defined by (2.25), that is,

() =T (te" ™Y, (t,4) € [0,4+00) x N\ {0},

satisfies des
cs
dtz =u” (a5_y iy — a5 ) + (b5 5y — b €5) (4.1)
for i > 2 where
af — 6>\71 O‘f? bz§+1 — 6“71 i€+1’ 7> 17 (4.2)

and uf is given by (2.26), that is, u = e*~* ¢§. Therefore (c);>2 satisfies a system of equations which is similar
to the one satisfied by (c£);>2 in the previous section (recall (1.13)) with the difference that c£ is replaced by u®.
Arguing as in the previous section we obtain an analogue of Lemma 3.1.

Lemma 4.1 Let & be a non-negative function in W, (R ) with 8,6 € L(Ry). Fort >0 there holds
o0
[ e (o) - £ 0.) do=P(1)
0

+ /0 /0 {(me8) a® v — (7_&) b} f° dads (4.3)
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A= e Oox E(t,x) de = Oox () do 4+ w .
e <t>+/0 fo(t,z) d / () dr + w(e), (4.4)

where |w(e)| <2 |f™|11 €,

P =5 [ [ () ) €)= @) ) €la =) dads.

oo oo
a®=> eal Xj, b =Y cbfX; (4.5)
=2 =2

and
(6) (@) = SEHH =€)

In addition, if 3 € C*([0,+0o0)) is a non-negative and convex piecewise C2-smooth function with 3(0) = 0, 4'(0) > 0,
B’ concave and such that £(.)B(f¢(0,.)) belongs to L*(Ry.), we have

(z,h) € Ry x R.

/0 V() (B () — B0, 2))) da
< e ai [€lpe(0,30) / u®(s) 5(61(25)) ds

+ / / ((126) @ 0 — (r_s€) ¥ + € (rb)} B(f°) deds. (4.6)

Owing to Lemma 4.1 we expect to proceed as in the proof of Theorem 2.5 as soon as we are able to show that
u® is bounded uniformly with respect to ¢ € (0,1). In contrast to the previous section the equality (4.4) does not
provide the boundedness of u¢ but only that of ¢§ = e*# u. The boundedness of u° is actually the only difficulty to
be overcome for the method developed in the previous section to be applied. Before proceeding with this step some
preliminary computations are needed which we performed now.

In the following we denote by C any positive constant depending only on a, b, A,  and fi”. The dependence of C
upon additional parameters will be indicated explicitly. Notice first that the functions (a®) and (b°) defined in (4.5)
are indeed approximations of k(x) = a 2* and ¢(z) = b 2*, z € R, since

a® and b® converge uniformly on compact subsets of R, towards = — a z* and
x — b z#, respectively, and there holds (4.7)

a®(x) +b0°(x) <C (1+z), zeR,.

Also (4.3) and (4.4) allow us to obtain some bounds on (f¢). Indeed it follows at once from (4.4) that
(o)
uf(t) < C e~ and / z fo(t,x) de < C, te0,+00), (4.8)
0

while (4.3) with £ =1, (2.23) and (4.2) yield for T € R and ¢ € [0, T],
@) S 1" +C et < O(T). (4.9)
We next derive a differential inequality for u°.

Lemma 4.2 Fort € [0,+00) there holds

A d;f (t) + A%(£) wF(t) < 2 BE(1), (4.10)
where - -
A% (1) :/0 a(z) fo(t,z) dv and B(t) :/0 b (x) fo(t,x) du. (4.11)
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Proof. Tt follows from (4.1) and (4.4) by an argument similar to that of [2, Theorem 2.5] that

du® = des
A—p _ ; i
€ = i

o0 o0
_ € g £ £ (4 € g £ g £
= —aju 01+b202—§ a; u ci—i—g b ;.
i=1 i=2

Since the definition (4.5) of a® and b° yields

oo

I £
§ a; ¢
i=2
o

£ £
E b; ¢
i=2

5[ v romie= [ oo

b (z) f°(.,z) dx,

0

we finally obtain

aon B g e g (2 +/ b (z) f°(.,z) dz
dt A2
+ / b°(x) (., z) de —u® / a®(z) f°(.,x) dz,
0 0
from which (4.10) readily follows. 0]

In order to exploit the differential inequality (4.10) satisfied by u® a positive bound from below on A® and a bound
from above for B seem to be needed. While the latter is an easy consequence of (4.7), (4.8) and (4.9) which imply
that

BE(t) < C(T), (te) € [0,7] x (0,1), (4.12)

the former seems to be less straightforward to obtain and is achieved by a further development of a device from [11].
Introducing

Fi(to) = [ () du (o) € [0,400) X R, (4.13)
we notice that

A za [P ) dyz oo F() (4.14)

for x € R;. We thus realize that a lower bound for A®* may be deduced from a lower bound for F*¢ which will be
obtained in two steps. We first derive a differential inequality for F¢.

Lemma 4.3 There is a positive constant D depending only on a, b, \, u and f™ such that, for t € [0,+00) and

x € [3¢,400), there holds
D (1+=z)

F* > —
8,5 (t,m) = c

(FE(t,z) — FE(t,z +€)). (4.15)

Proof. We fix x € [3¢,4+00) and consider ¢ € [0, +00) and s € (0,t). Observing that (4.3) is still valid for £ = 1(; )
we obtain

Fe(tz) — Fo(s,2) > - / /0°° (7o soo)) () B(y) f5(0,y) dydo
t r+e
-2 [ [ v rew) dyio

since 1(; 400 is non-decreasing. We next infer from (4.7) that
C t x+e
Flta) - Fsa) = = C [ [ @) Flow) dudo

t xr+e
> ,W// fe(o,y) dydo.
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Dividing the above inequality by (¢ — s) and letting s — ¢ yield (4.15). I

We next use Lemma 4.3 to derive a lower bound for F¢. In fact (4.15) reads
O F*(t,x) > D (1 +x) 0, F°(t,z) + O(e),
and the above inequality without the O(e) term would yield
Fe(t,x) > F(0,(1 + ) Pt — 1)
by direct integration. Owing to the O(g) term a less precise result is available but is still sufficient for our purpose.

Lemma 4.4 Let T € Ry. There is a positive real number L(T) depending only on a, b, X\, u, f™ and T such that
there holds
Fe(t,x) > GE(t,x) = F(0,(1 +z) eP' — 1) —e L(T) (1 + ) (P —1) (4.16)

fort €[0,T] and x € [3e,+00), where D is defined in Lemma 4.3.

Proof. Consider t € [0,T] and = € [3¢,+00). The definition of G°(¢, x) entails that

OGe(t,x) + w (GS(t,z) — G(t,z +¢))
= DD e 1ty 1) 00 2) P 1)
3 0

— D (1+=) L(T).

By (2.20) we have _
\fE(O,y) - f6(072)| < 2 ‘6wfln‘L1

for y > 3¢ and z > 3e. Since & > 3¢ we also have (1 +x + y) ePt — 1 > 3e. Therefore

G (t, ) (G (t,x) — G*(t,z +¢))
< D (1+2) (2" —L(T)).

D (1
+¥

We now choose L(T) = 2 eP7 so that

+D(1—|—a:)

8,GE(t, ) (G5(t,z) — G*(t,z +¢€)) <0 (4.17)

for t € [0,7] and « € [3e, +00). Consequently, by (4.15) and (4.17) we have

D (1+=x)

D (1+x)

9 (GF — F°), (t,z) + 5

(GF — F), (t,2) < (G — F9), (t,x +2)

for t € [0,T] and z € [3e, +00), where ry = max {r,0} denotes the positive part of the real number r. Let R > 1 and
integrate the above inequality over (0,¢) x (3¢, R), t € (0,T"). Since G¢(0,z) = F=(0,x) we obtain

R B . D t prR+e . .
/3 (G* = F°), (t,x) d:cgz /O/R (1+2) (G = F7), (s,7) duds. (4.18)

53

But notice that 4
(GF = F%) (t,x) <|f"™|pr —e L(T) (1+x) (eDt -1)<0

for = large enough whence
(G* = F%), (t,z) =0

for  large enough. Taking R sufficiently large in (4.18) ensures that the right-hand side of (4.18) is equal to zero from
which we deduce (4.16). ]

We are now in a position to obtain the expected boundedness of (u*).
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Proposition 4.5 Let T € Ry. There are two constants C(T) and e(T) € (0,1) depending only on a, b, \, u, fi* and
T such that
u(t) < C(T) for te€[0,T] and €€ (0,e(T)). (4.19)

Proof. By (4.14) and (4.16) we have

v

a (e_Dt—E))\ F* (t,e_Dt)
a (e_DT—s)A (F©(0,ePT) —e L(T) eP7).

A%(1)

Y

If e < e~ PT/2 we further obtain
As(t) > O(T) (F* (0,ePT) —e L(T) 7)),
while (2.20) and (2.22) ensure that

oo

F(0,ePT) > / f™(x) dz > 0.

e2

Therefore there is (T") € (0,1) and 6(7) > 0 such that

c(T) </e:T [ (x) de — e L(T) eDT> >o(T)

for each € € (0,¢(T)). Combining the previous three inequalities yields that A°(t) > §(T) > 0 for ¢ € [0,T] and
e € (0,e(T)). Recalling (4.10) and (4.12) we conclude that u® satisfies the following differential inequality

du®

A—p
€
dt

&) +0(T) v (t) <C(T) for te€[0,T] and €€ (0,e(T)),

whence

1ﬂwsmmym{_5@ﬁ}+0@)

=i f 7 8(T)

for t € [0,T]. The assertion (4.19) then follows at once from the above inequality since uf(0) = et~ ¢™¢ "< <

e |f™| and A € (0,1]. 0]

Proof of Theorem 2.3. Owing to Proposition 4.5 the proof of Theorem 2.3 follows the lines of that of Theorem 2.5 as
already mentioned. In particular, since the functions k(z) = a 2* and ¢(x) = b 2#, x € Ry, fulfil the assumptions
(2.32), (2.33) and (2.34) a statement similar to (3.2) holds true and we may proceed as in the previous section to
obtain a sequence (g,,) of real numbers in (0, 1), £, — 0, and a function

fec(o,+o00);w — LRy, zdx)) (4.20)

such that
for — f in C([0,T);w — LY (R, zdx)) (4.21)

for each T' € R. Clearly (4.21) ensures that f(¢) is non-negative almost everywhere in Ry for ¢ > 0 and it readily
follows from (4.9) and (4.21) that f € L>(0,T; L*(R4)) for T € R,. Owing to Proposition 4.5 we may also assume
that there is a function u € L*(0,7T) such that

utr Sy in L°(0,T) (4.22)
for each T' € R,. Thanks to (4.7), (4.20) and (4.22) we may pass to the limit as €, — 0 in (4.4) and (4.3) and conclude

that f satisfies (2.29) and (2.31) which in turn implies that w is given by (2.30). The proof of Theorem 2.3 is therefore
complete. o
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5 Uniqueness

Consider a sequence ¢ in X' and let ¢ and é be two solutions to (1.4)-(2.1) in the sense of Theorem 2.1 with
initial datum ¢™™. In the following we denote by C' any positive constant depending only on K, a; and [|c¢""|x. For
t €]0,400) and ¢ > 1 we put

= ¢t Fi)=326(0), Eit)=F(t) - F().

Clearly ¢; = F; — Fjy1, ¢ = F— Fi+1 and it follows from (2.8) that the sequences (F;(t)) and (Fl(t)) both belong to
(N \ {0}) with

o oo o0
ZF => (j—i+1)c;(t) and ZF )= (j—i+1)é(t) (5.1)
Jj=t Jj=t
for t € [0,400). Furthermore we deduce from [2, Corollary 2. 6] that
dF; dF; )
W = Jifl(C) and E = Ji,1 (C)
for ¢ > 2, whence
dE; . .
di =a;-1C1 (Eifl - Ez) —b; (Ez - Ei+1) +ai—1 Ci—1 (61 - 01).
Multiplying the above inequation by sign(F;) we end up with
d|E;|
“a < a1 alEia| + b |Ei| = (aio1 e +b;) | By (5.2)

+ai1 ¢io1 len — ¢
for i > 2. Now let N > 3 and sum the inequality (5.2) for ¢ € {2,..., N}. We thus obtain

N+1

N
EONCIEED SERYEIRS SLmE
=2

N N-1
Zallcl—i—b |E;| + |1 — é1] z:alcZ7
=2 i=1

< a C1 |E1| —an ¢1 |En| — b2 |Ea| 4+ bn [Eng1]
N

—i—Z i—aic1) ey B+ (bioa — i) |Ei|
=3

+ max{K,al} ||c’"||x ler — é1],

thanks to (2.8) and (2.10). It then follows from (2.2), (2.3) and (2.8) that

N N
d mn n
%Z\Eﬂ < ay [[¢"|x [Er + 0N [Enga| + K (1+[|c™]x) ZQIEiI
i=2 i=
+ C |Cl - é1| )
whence, after integration over (0,t), t € R,
N
Z|Ez / <Z|E )+ Jea( )c1(3)|> ds (5.3)
1=2
t
+ / (C |E1(s)| + by |Ens1(9)]) ds. (5.4)
0
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On the one hand, observe that
Ey =c1 — ¢+ Ea, (5.5)

while (2.8) and (5.1) (with ¢ = 2) yield that

oo 0 &S]
Cl—élz—Zj Cj+2j éj:—EQ—ZE]‘,
Jj=2 J=2 j=2

whence

ler —é1] <2 Z | E;l. (5.6)
i=2

On the other hand we infer from (2.11) that
t t o] t 00
/ by Fnii(s) ds §/ By Z ci(s) ds §/ Z B; ¢;(s) ds,
0 0 i=N-+1 0 i=N+1

/t i Bici(s)dsé/t i biCi(S)dS—FK/Ot‘i i ci(s) ds,

0 j=N+1 0 i=N+1 i=N+1

and (2.7) and (2.8) warrant that the right-hand side of the last inequality converges to zero as N — +oo. Since a
similar result holds for ¢ we conclude that

t
lim bN |EN+1(S)‘ ds = 0.
0

N—+oco

We may then pass to the limit as N — 400 in (5.3) and use (5.5) and (5.6) to obtain

S IE@®<C /0 > 1) ds.

The Gronwall lemma finally yields

o0
PIAGIE
i=2
and the proof of the uniqueness statement of Theorem 2.1 is complete. 1]
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