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Abstract

Existence, uniqueness and qualitative behavior of the solution to a spatially homogeneous
Boltzmann equation for particles undergoing elastic, inelastic and coalescing collisions are
studied. Under general assumptions on the collision rates, we prove existence and uniqueness
of a L' solution. This shows in particular that the cooling effect (due to inelastic collisions)
does not occur in finite time. In the long time asymptotic, we prove that the solution converges
to a mass-dependent Maxwellian function (when only elastic collisions are considered), to a
velocity Dirac mass (when elastic and inelastic collisions are considered) and to 0 (when elastic,
inelastic and coalescing collisions are taken into account). We thus show in the latter case
that the effect of coalescence is dominating in large time. Our proofs gather deterministic and
stochastic arguments.
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1 Introduction and notations

We consider the Cauchy problem for a spatially homogeneous kinetic equation modeling (at a
mesoscopic level) the dynamics of a system of particles characterized by their mass and impulsion.
These particles are supposed to undergo collisions. Each collision results in an elastic rebound,
in an inelastic rebound or in a coalescence. These different kinds of collision are taken into ac-
count through a classical Boltzmann collision operator, a Granular collision operator (of inelastic
interactions) and a Smoluchowki coalescence operator respectively. More precisely, describing the
gas by the concentration density f(¢,m,p) > 0 of particles with mass m € (0, +00) and impulsion
p € R? at time ¢t > 0, we study existence, uniqueness and long time behavior of a solution to the
Boltzmann-like equation

%{ Q(f) =Qp(f) +Qc(f) +Qs(f) in  (0,00) x (0,00) x R?,
(1.1)
f(0) = fi, in  (0,00) x R3.

In this introduction, we first describe the collision operators @Qp, Q¢, and Qg. We then deal with
possible assumptions on the rates of collision and on the initial condition. Finally, we give the
main ideas of the results, some references, and the plan of the paper.

1.1 Collision operators

Let us introduce some notation that will be of constant use in the sequel. We define the phase
space of mass-momentum variable y := (m,p) € Y := (0,00) x R3, the velocity variable v = p/m,
the radius variable = m!/? and the energy variable & = |p|?/m. Then, for y* € Y, we will denote
by mf, pf, v, 7, £% the associated mass, momentum, velocity, radius and energy respectively. We
also denote by {y*} a particle which is characterized by y* € Y and we write pf = (y*) for any
function ¢ : Y — R. Finally, for a pair of particles {y, y.}, we define some reduced mass variables,
the velocity of the center of mass and the relative velocity by
m M MMy
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My = M+ My, 1=

Ve = WU+ e v and  w = v, — 0|

For any function T : Y2 — R, we will write T' = T'(y, y.) and T\ = T (yx, y).

We now describe the collision terms which are responsible of the changes in the density function due
to creation and annihilation of particles with given phase space variable because of the interaction



of particles by binary collisions. First, the Boltzmann collision operator Qp(f) models reversible
elastic binary collisions, that is collisions which preserve masses, total momentum and kinetic
energy. These collisions occur with symmetric rate ap. In other words, denoting by {y,y.} the
pre-collisional particles and by {y’, y.} the resulting post-collisional particles,

m' =m, m, =m.,
(1.2) {y} +{v.} =5 Y +{yl} with ¢ p'+pl =p+p.,

The rate of elastic collision ap = ap(y, y«; ¥, y.) satisfies

(1.3) a(Y, vy ys) = aB(Wu, i yey') = aB(Y, Yas Yo ys) = 0.

The first equality expresses that collisions concern pairs of particles. The second one expresses
the reversibility of elastic collisions: the inverse collision {y',y.} — {y,y.} arises with the same
probability than the direct one (1.2). The Boltzmann operator reads

(14) (D) = [ [ an (s =1 1) dviy..

Here, for every pair of post-collisional particles {y,y.} and every solid angle v € S?, the pair of
pre-collisional particles {y/, y.} are given by y' = (m, mv’), y. = (M., m,v),) with

(1.5)

v = v —2p (v —0,V) v,

{ Vo= v+ 2p, (ve—o,v)

where {(.,.) stands for the usual scalar product on R3. Let us explain the meaning of the Boltzmann
term Qp(f)(y) for any given particle {y}. The nonnegative part, the so-called gain term Q% (f),
accounts for all the pairs of particles {y’, .} which collide and give rise to the particle {y} as one
of the resulting particles. It is worth mentioning that, for any post-collisional particles {y, y.},
equations (1.5) is nothing but a parameterization (thanks to the solid angle v € S2) of all possible
pre-collisional velocities (v',v}), that is pairs of velocities which satisfy the conservations (1.2).
The nonpositive part, the loss term Q7 (f), counts all possible collisions of the particle {y} with
another particle {y,}.

Next, the Granular collision operator Q¢(f) models inelastic binary collisions (preserving masses
and total momentum but dissipating kinetic energy), which occur with rate ag:

m’ =m, m!=m,,

(1.6) {y} + {v} =S {y"}+ {y!} with P+l =p+p.,
E"+ & < E+E..

In order to quantify the in-elasticity effect and make precise (1.6), it is convenient to parameterize,
for any fixed pre-collisional particles {y, y. }, the resulting post-collisional particles {y”, y} in the
following way:

(1.7)

"

v = v+ (1+e)ps (e — v, V) v,
vl = wve—(1+e)p (ve—v,v) v

The deflection solid angle v goes all over S? and where the restitution coefficient e goes all over
(0,1). The coefficient e measures the loss of normal relative velocity during the collision, since

(1.8) W=l vy =e (v, —v,v).

The case where e = 1 corresponds to an elastic collision while e = 0 and v = (v, —v)/|v.—v]| indicate
a completely inelastic (or sticky) collision. The rate of inelastic collision ag = ag(y, y«;y", yY)
satisfies the relation

(1.9) ac(,y v vl = ac(ye, iyl y'") > 0,



which expresses again the fact that (1.6) is an event concerning a pair of particles. The Granular
operator reads

(1.10) //52/ ( ff —agff*> dedvdy,.

For any given particle {y}, the gain term Q% (f)(y) in Qa(f)(y) accounts for all the pairs of
pre-collisional particles {g,¢.} which collide and give rise to the particle {y}. Inverting (1.7),
the pre-collisional particles {g,J.} can be parameterized in the following way: § = (m,m?),
Ux = (my, m,0,) with

1+e 5 1+e
f (Vs — 0, V) V) U =0y —

(1.11) D=v+ w (v — v, V) v

e
We have set ag = ag (¥, J«;y,y«). Note that 1/e stands for the Jacobian function of the substi-
tution (y,ys«) +— (7,9«). The loss term Qg (f)(y) counts again all the possible collisions of the
particle {y} with another particle {y.}.

Finally, the Smoluchowski coalescence operator models the following microscopic collision: two
pre-collision particles {y} and {y.} aggregate and lead to the formation of a single particle {y..},
the mass and momentum being conserved during the collision. In other words,

a . - +m
1.12 F{y) 25 {y,, ) with Qe T T
(112 W+ ) <> o) wim { e

The coalescence being again a pair of particles event, it results that the coalescence rate ag =
as(y,y«) is symmetric
(1.13) as(y, y«) = as(y«y) = 0.

The Smoluchowski coalescence operator is thus given by
1 m
(119 (N = 5 [ [ asty=9) 160 1= 1) dm.dp.
3.Jo
[ astes) 1) 1) dmdp..
3 Jo

The gain term Q4 (f)(y) accounts for the formation of particles {y} by coalescence of smaller ones,
the factor 1/2 avoiding to count twice each pair {y.,y — y«}. The loss term Qg (f)(y) describes
the depletion of particles {y} by coalescence with other particles.

Let us emphasize that the effect of these three kinds of collision are very different as it can be
observed comparing (1.2), (1.6) and (1.12). On the one hand elastic and inelastic collisions leave
invariant the mass distribution, while coalescing collisions make grow the mean mass. On the
other hand, kinetic energy is conserved during a Boltzmann collision while it decreases during a
Granular or a Smoluchowski collision. In contrast to the Boltzmann equation for elastic collisions,
where each collision is reversible at the microscopic level, inelastic and coalescing collisions are
irreversible microscopic processes.

1.2 On the collision rates

We want to address now the question of the assumptions we have to make on the collision rates ap,
ac and ag. To that purpose, we need to describe a little the physical background of the collision
events. For a more detailed physical discussion we refer to [3, 58, 59].

There exists many physical situations where particles evolve according to (at least one of) the
above rules of collisions: ideal gases in kinetic physics for elastic collisions [14], granular materials



for inelastic collisions [15], astrophysical bodies for coalescence collisions [12], to quote a few of
them. We shall rather consider the case of liquid droplets carried out by a gaseous phase and
undergoing collisions where, as we will see, the three above rules of collision arise together. The
modeling of such liquid sprays is of major importance because of the numerous industrial processes
in which they occur. It includes combustion-reaction in motor chambers and physics of aerosols.
It also appears in meteorology science in order to predict the rain drop formation.

The Boltzmann formalism we adopt here (description of droplets by the density function) has been
introduced by Williams [60] and then developed in [45, 57, 58, 5, 59]. There have been a lot of
fundamental studies to improve the understanding of the complex physical effects that play a role
in such a two-phase flow. The essential of this research focused on the gas-droplets interactions
(turbulent dispersion, burning rate, secondary break-up, ...) see [45, 49, 55, 16, 39, 59]. But in
dense sprays, the effect of droplet collisions is of great importance and has to be taken into account.
Experimental and theoretical studies (Brazier-Smith et al. [8], Ashgriz-Poo [3] and Estrade et al.
[28]) have shown that the interaction between two drops with moderate value of Weber number
We (see (1.19) for the definition of We) may basically result in:

(a) a grazing collision in which they just touch slightly without coalescence,

(b) a permanent coalescence,

(¢) a temporary coalescence followed in a separation in which few satellite droplets are created.
Since the dynamics of such collisions are very complicated, the available expressions for predicting
their outcomes are at the moment mostly empirical. Anyway, the collisions (a) may be well modeled
by an elastic collisions (1.2) or by a stretching collision in which velocities are unchanged:

(1.15) {v} + {v:} =5 {v} + {v:}-

While stretching collisions are often considered in the physical literature, there is no need to take
them into account from the mathematical point of view, since the corresponding operator Qy van-
ishes identically. Collisions of type (b) are naturally modeled by a coalescence collision (1.12). Tt is
more delicate to model collisions (c), because of the many situations in which it can result. Never-
theless, it can be roughly modeled by an inelastic collision (1.6), where satellization is responsible
of the in-elasticity of the collision. Here, possible transfer of mass between the two particles as
well as loss of mass (due to satellization) are neglected.

Therefore, at the level of the distribution function, the dynamics of a spray of droplets may be
described by the Boltzmann equation (1.1). Of course, such an equation only takes into account
binary collisions and neglects the fragmentation of droplets due to the action of the gas, as well
as condensation/evaporation of droplets. It also neglects the fluid interaction, in particular the
velocity correlation in the collision (see [59]), as well as collisions giving rise to two or more parti-
cles with different masses than the initial ones. Nevertheless, equation (1.1) is the most complete
Boltzmann collision model we have found in the literature.

We now split into two parts the discussion about the collision rates. First, we address the question
of what is the rate that two particles encounter and do collide. Next, we address the question of
what is the outcome of the collision event.

It is well known in the Boltzmann theory, that for two free particles interacting by contact collision
(hard spheres), the associated total collision frequency a is given by

(1.16) a(y, y) = ags(y, ys) = (r +7.)% [ — va].

Roughly speaking, a is the rate that two particles {y} and {y.} meet. Such a rate is deduced by
solving the scattering problem for one free particle in a hard sphere potential.

Here the situation is much more intricate since the droplets are not moving in an empty space, but
they are rather surrounded by the flows of an ambient gas. Even if the flow is not explicitly taken



into account in the model (1.1), drops can not be realistically considered as going in straight line
between two collisions. When a small droplet {y. } approaches a larger one {y}, it may be deflected
of {y} due to its interaction with the surrounding gas. It is thus possible that {y.} circumvent
{y}, so that the collision does not occur. The function a may also take into account the fact that
the collision between two droplets does not necessarily result in significant change of trajectory
(stretching collision (1.15)).

The effect of the deviation of the trajectory in the collision efficiency has been first studied by
Langmuir and addressed then by many researchers both from theoretical, numerical and experi-
mental points of view, in particular, in view to the application to meteorology sciences. Langmuir
[35] and Beard-Grover [6] have considered the case when m/m, << 1 or m,/m << 1. The case
m ~ m, is much more complicated, and we refer to Davis, Sartor [18] and Neiburger et al. [43] for
an analytic expression. See also Pigeonneaux [46] and the numerous references therein for a recent
state of the art on that subject. Let us finally quote the experimental study of Brazier-Smith et
al. [8]. In any cases, the total collision rate obtained in those works may be written as a modified
hard sphere collision rate

(1.17) a(y,ys) = E(y,y«) ams(y,ys) with 0< E<1.

From a mathematical point of view, we will always assume that the total collision efficiency a(y, y« ),
i.e. the rate that two particles {y}, {y«} do collide, is a measurable function on Y2 and satisfies

for some constant A > 0. Note that such an assumption is always satisfied by a total collision
efficiency a given by (1.17).

To fix the ideas, one can take for instance the following expression of a given by Beard and Grover
in [6]

9 2
Epc(y,y«) = E(A, We) = <7r arctan [max (oo + o1 Z — o 7% + as Z3,0)]> ,

where the Weber number We and the mass quotient A are defined by (recall that w = |v — v.]),

min(r, ry)

(1.19) A= ) We := min(r,7,) w,

max(r, ry)
and with
Z =In(A?We/Ky), Ko=exp(—fFo— B InWe + B2 (InWe)?),

a;, B; being numerical positive real numbers. In contrast to the model of Langmuir [35, 58] for
which E vanishes for small value of A% We, observe that

(1.20) VA€ (0,1], Epg(A,We)—1 when We— 0.

Once two particles have collided, one has to determine what is the outcome of the collision event.
This question has been addressed in several physical works, and we refer to Brazier-Smith et al.
[8], Ashgriz-Poo [3] and Estrade et al. [28] to quote few of the most significant works. More
precisely these authors have mainly proposed an equation for the border line between the region
of coalescing collisions (one output particle) and the region of other type of collisions (more than
one output) in the plane of deflection angle © € [0,7/2] (or impact parameter b) - Weber number
We (for not too large values, typically We < 100) for different values of A € (0,1]. It is worth
mentioning that the authors do not quantify the in-elasticity of the rebound (when it occurs) that
is the value of the restitution parameter e € (0,1]. As a consequence, we have not been able to find
in the physical literature explicit values of the kinetic coefficients ag, ag and ag. Moreover, they



show that the number of particles after the collision increases when the Weber number increases
and that for large of We satellization really occurs. From this point of view, the validity of the
Boltzmann model (1.1) is very contestable since satellization is not taken into account and that
particles with large velocity (and therefore pairs of particles with large Weber number) will be
created by elastic and inelastic rebounds even if we start with compactly supported initial datum.
Once again we refer to [8, 3, 28] for more precise physical description and to the survey articles by
Villedieu-Simon [59] and by Post-Abraham [47] and the references therein.

Therefore, the kinetic coefficients ap, ag and ag take into account both the rate of occurrence of
collision and the probability that this one results in an elastic, inelastic, or coalescing collision.
Abusing notations, we assume that

ap = aB(y,y*,V) = EB(yay*aCOSG) a(y»y*)a
(121) ag = aG(yay*7V7 6) = EG(y’y*7COS@76) a(y7y*)7
as = as(y,y«) = Es(y, y+) aly, ys),

where O € [0,7/2] is the deflection angle (of v’ or v" with respect to v) defined by

(1.22) ©€[0,7/2] cos@::’< i u>’

=]
The probability of elastic collision Eg > 0, of inelastic collision Eg > 0 and of coalescing collision

Eg > 0 are measurable functions of their arguments, they are symmetric in y and y,, and they
satisfy, for all y,y, in Y,

1
(1.23) Ep+Ec+Es<1 with Ep:= [ Epdv, Eg ;:/ / Eg¢ dedy.
S2 S2Jo

With such a structure assumption, the symmetry conditions (1.3), (1.9) and (1.13) clearly hold.
For future references we also define the total elastic and inelastic collision rates (for all y, y. in Y)

1
(1.24) (‘13:/ agdv = aFEp, dG:/ / ac dvde = aFg.
52 0 Js2

At last, thanks to the first inequality in (1.23), the collision efficiencies ap, a¢, as and a satisty,
for all y,y, in Y,
(1.25) ap +ag +as < a.

Let us finally emphasize that we implicitly take into account the stretching collisions (1.15), setting
ay ;= a—ap —ag —ag > 0.

Let us give an idea of possible shapes for Eg, Eg, Es. As discussed in [59], the efficiency coefficients
depend only on We, A (see (1.19)) and on the impact parameter b = (r + ) cos ©. The collision
efficiencies are then given by

Ep(y,ys,v) =k cosO1,., . Eg(y,ys,ve) =K cosOLlg., . Es(y,y.) =+ / cosO1,, dv,
SZ

where Ap, Ag and Ag are disjoint subsets (unions of intervals) of [0,7/2) which are continuously

depending of y,y. € Y, e € [0,1], and ™! := Jg2 cos© dv. For example, Brazier-Smith et al. [§]

propose Ap = Ag = () and Ag = [0,0,,) where the critical impact parameter b, (and thus the

corresponding O.,) is defined by

(1.26) ber = ber (We, A) := min (1, f}%) ,



for some continuous and decreasing function 8 : (0,1] — (0,00). Other examples are due to
Ashgriz-Poo [3] and Estrade et al. [28]. In any of them, coalescence collisions are dominating for
small value of the Weber number when A = 1, and this preponderance increases when A decrease.
Therefore the following bound holds: there exists Weg > 0 and kg > 0 such that

(1.27) VYA >0, VWe € [0, Weg] Es(y,y.) > Ko.

In these models, the coalescence efficiency may vanish for large values of the Weber number.

Acknowledgements. We gratefully acknowledge the partial support of the European Research
Training Network HYKE HPRN-CT-2002-00282 during this work. We sincerly thank Philippe
Villedieu for the many helpful comments and advises he made during the preparation of this work.

1.3 On the initial condition

The initial datum f;, is supposed to satisfy

(1.28) 0< fin € L,1€2(Y)7 /Y finmdy =1, /Yfmpdy =0,
for the weight functions k : Y — R, defined by

(1.29) k=ks:=14+m+|p|+|v] or k:kB::%—i-m—H‘,’.

Here and below, we denote, for any nonnegative measurable function ¢ on Y, the Banach space

(1.30) L; = {f 1Y — R measurable; || f[|z1 = /Y If(y)| £(y) dy < oo} .

Let us notice that we do not loose generality assuming the two last moment conditions in (1.28),
since we may always reduce to that case by a scaling and translation argument.

1.4 Aims and references

Our main aim in the present paper is to give results about existence, uniqueness, and long time
behavior of a solution to (1.1). Roughly speaking, we shall establish the following two results.

Ezistence and uniqueness. Under the structure assumption (1.21), (1.23) on the collision rates ap,
ag and ag and the boundness assumption (1.18) on the total collision rate a, there exists a unique
solution f € C([0,00); L(Y)) to the Boltzmann equation (1.1) with initial condition f;, satisfying
(1.28).

Long time behavior. Under further suitable assumptions of positivity on ap, ag and ag the long
time behavior is the following

ft) - T' when t— oo,
where
- ' is a centered mass-dependent Maxwellian with same mass distribution and temperature than
fin when ag = ag =0 and ap > 0;
- I' is a centered degenerated mass-dependent Maxwellian (Dirac mass) with same mass distribution
than the initial datum when ag =0, ap > 0 and ag > 0;
-I'=0 when ag >0, agp > 0 and ag > 0.

This last result, the main of the paper, establishes that each particle’s mass tends to infinity in
large time. We will give two proofs of it: a deterministic one (based on moment arguments) which



allows us to deal only with the pure coalescence equation and a probabilistic one (based on a
stochastic interpretation of (1.1)) which is valid in the general case.

Concerning the existence theory, the main difficulty is that when we are concerned by physical
unbounded rates, the kernels Qp, Qg and Qg do not map L' into L'. Thus a classical Banach
fixed point theorem fails. Basically there are two strategies to overcome this difficulty. The
robustness one (which some time extends to spatially non homogeneous context) is to argue by
compactness/stability. See the pioneer work by Arkeryd [2] for the case of elastic collisions. In
order to apply this method, one has to prove super-linear estimates on the density function f.
For the elastic Boltzmann equation this key information is given by the so-called H-Theorem of
Boltzmann, which in particular implies that the entropy is bounded. For the kinetic coalescence
equation one may do more or less the same, but under a structure hypothesis on the coalescence
rate [41, 25].

The second strategy, which we will adopt here, is based on a suitable modification of the proof
of a uniqueness result as introduced in [40] for the Boltzmann equation and then taken up again
in [26, 27] for a Boltzmann equation for a gas of Bose particles. This method makes possible
to prove existence of L! solution when no estimate of super linear functional of the density is
available. Concerning the uniqueness, we refer, for instance, to [20, 40] for elastic collisions and to
[4, 50, 44, 48] for the Smoluchowski equation and for coalescing collisions. Finally, our long time
asymptotic behavior result is based on an entropy dissipation method (as introduced in [22]) and
also on a stochastic interpretation of the solution.

The most studied operator and equation is undoubtedly the Boltzmann equation for elastic collision
since the pioneer works of Carleman [13] and the famous contribution of DiPerna-Lions [21]. For
a mathematical and physical presentation of the Boltzmann equation we refer to [14, 56] and the
references therein.

The mathematical study of Granular media, which involves inelastic collisions, has received much
attention very recently. We refer to [15, 10, 54] and the references therein for further discussions
about modeling and physical meaning of that operator, see also [7, 9] for related models. Let
us emphasize that more or less stochasticity can be introduce in the inelastic collision. One may
assume that the restitution coefficient is determined by the other parameters e = é(y, y«,v). In
this case, the rate of inelastic collision writes ag = va(y, Ys, V) de=s. Here for commodity and
simplicity we make the opposite assumption that ag has a density in the e variable. To our
knowledge, existence proofs have been handled only in two cases: the one-dimensional case, see
[54], and the case of Maxwellian rate and fixed restitution coefficient, that is, ag = de—e, for some
eo € (0,1), see [9, 10]. See also [11, 31] for recent results on modified Boltzmann equations with
inelastic collision and [42] for some extensions of the present work to the Boltzmann equation for
Granular media. Let us emphasize that it was conjectured that finite time collapse occurs for a
class of collisional rates. Our existence result shows that it is not the case.

Least has been done concerning the kinetic coalescence equation (i.e. equation (1.1) with ap =
as = 0). We may only quote the recent works [48, 25]. See also the paper by Slemrod for
coagulation models with discrete velocities [51]. It is however closely related to the Smoluchowski
coagulation equation encountered in colloid chemistry, physics of the atmosphere or astrophysics
(see for example [23]), where only the mass is taken into consideration. In fact, the Smoluchowski
coagulation model may be seen and obtained as a simplified model of the coalescence model (1.1)-
(1.14) eliminating the v variable if one knows the shape of the velocity distribution. In many
applications involving dense sprays of droplets, no information is known a priori on the shape of
the velocity distribution and therefore the dependency on v must be kept in the model. A lot of
mathematical work has been devoted to the coagulation equation such as existence, uniqueness,
conservation of mass and gelation phenomena, long time behavior including convergence to a
equilibrium state or self-similarity asymptotic. For further references and results on the coagulation
model we refer to [23] and the monograph of Dubowskii [24], as well as the recent surveys [1, 37].



1.5 Plan of the paper

In Section 2, we first give the main physical properties of the collision operators, and we state our
main results. Then we study the three operators separately. Section 3 is devoted to the study
(existence, uniqueness, a priori estimates, long time behavior) of the kinetic Smoluchowski equation
o f = Qs(f). We study the mass-dependent Boltzmann equation 0; f = Qp(f) in Section 4, while
Section 5 concerns the Granular media equation 0;f = Q¢ (f). Gathering all the arguments, we
give an existence and uniqueness proof for the full equation (1.1) in Section 6. Introducing a
stochastic interpretation of the solution, we also study the long time behavior of the solution. We
finally present some more or less explicit solutions concerning specific rates in Section 7.

2 Main results

In this section we first describe the main physical properties of the collision operators. We then
give the definition of solutions we will deal with in this paper. We will finally list the main results
concerning the Boltzmann equation (1.1) when some or all the rules of collisions are considered.

2.1 Some properties of collision operators

We want to address now a very simple discussion about the weak and strong representation of the
collision kernels. In the whole subsection, g and ¢ stand for sufficiently integrable functions on Y,
and ¢ is supposed to be nonnegative.

First, using the substitution (y',v.) — (y,y«) (resp. (§,7x) — (y yx)) in the gain term of @Qp
(resp. Qg), we deduce, using the symmetry of collisions (1.3) and (1.9), that

(2.1) /QB(g)sty= 1///SZ ap g9« (¢ + ¢ — ¢ — ps) dydy.dv,

(2.2) /QG )pdy = - ///s2/ ag g9« (@ + ¢! — o — ¢.) dydy.dvde.

The reversibility condition on the rate ap (second equality in (1.3)) makes possible to perform one
more substitution (y,y.) — (¢/,y.) to obtain

(2.3) /YQB(Q) pdy = i/ / /52 ap (99« — 9 9.) (¢ + ¢ — 0 — @) dydy.dv.

Performing the substitution (y — y., ¥x) — (¥, y«) in the gain term of Qs(g), we also deduce that
(2.4) / Qs(g) pdy = / / as g 9s (Pss — ¢ — @) dydy...

These identities provide fundamental physical informations on the operators, well-choosing the test

function ¢ in (2.1), (2.2), (2.3) and (2.4). We want to list some of them now. First, mass and
momentum are collisional invariant for the three operators:

(2.5) LQB(Q)(?)dyZLQG(Q)(p)dl/—/Qs ( )dy—o

In fact, since elastic and inelastic collisions are mass preserving, we also have, for all ¢ : (0,00) — R

(2.6) /Y Qi (g) ¥(m) dy = /Y Qa(g) w(m) dy = 0.

Coalescence makes decrease the number of particles: for instance,

1
(2.7) Dy 5(g /Qs = 5// as g g« dydy. > 0.
YJY
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The Boltzmann operator conserves energy

(2.8) /Y Qi(9) Edy =0,

while Granular and Smoluchowski operators satisfy

(2.9) Dg. G / QG YEdy = / / / / ag g g« 0¢,¢ dydy.dvde > 0,
g2

(2.10) Dg. s(g / Qs(g)Edy = / / as g g« 0¢,s dydy. > 0,
with
(211) begi=E+E&—-E"-&/ =1 -eHp (v— v*,u)2 and g5 =&+ E — Eu = A’

Observe that coalescence has a stronger cooling effect than inelastic collisions, since dg,¢ < d¢,s.
Finally, defining h(g) = g log g and using (2.3), we get

1 ! !
(2.12) Dy, 5(g /QB YR (g :1/// ag (9 9. — g9«) loggg* dydy.dv > 0,
YJyJS2 9 9«

which is the key information for the H-Theorem: the irreversibility of Boltzmann equation.

2.2 Definition of solutions
Let us now define the notion of solutions we deal with in this paper.
Definition 2.1 Assume (1.18), (1.21), (1.23). Recall that kg is defined in (1.29). Consider an

initial condition satisfying (1.28) with k = ks. A nonnegative function f on [0,00) X Y is said to
be a solution to the Boltzmann equation (1.1) if

(2.13) f € C([0,00); Ly (Y)),

and if (1.1) holds in the sense of distributions, that is,

(2.14) / / {f+@ )d)} dydt = /Y fin 0(0,.) dy,

for any t >0 and any ¢ € CH([0,T) x Y).

It is worth mentioning that (2.13) and (1.18) ensure that the collision term Q(f) is well defined as
a function of L*(Y), so that (2.14) always makes sense. It turns out that a solution f, defined as
above, is also a solution of (1.1) in the mild sense:

(2.15) f(t,.):fm—}—/o Q(f(s,.))ds a.e.in Y.

Another consequence is that if f € L>([0,T),L;.) and if the total collision efficiency satisfies
a < k k. for some weight function k : Y — R, then f satisfies the chain rule

(2.16) /ﬁ )6 y—/ QUHB(Hody i D(0,7),
for any 3 € C1(R)NW1>°(R) and any measurable function ¢ such that ¢/k € L>(Y), see [32, 36].

11



2.3 Elastic collisions

We first consider the mass-dependent Boltzmann equation for elastic collisions.
Theorem 2.2 Assume (1.18), (1.21), (1.23), with ag = as = 0. Consider an initial condition

satisfying (1.28) with k = kp defined in (1.29). Then there exists a unique solution f to (1.1) such
that for all T >0, f € C([0,T), Ly )NL>([0,T), L, ). This solution conserves momentum, mass
B

distribution, and kinetic energy: for all bounded measurable maps ¢ : Y — R and for allt > 0,
ean) [ = [ ptutds [ stmsends= [ olmfuwdy
Y Y Y Y
(218) [ estdy= [ eruway
Y Y

Concerning the long time behavior of the solution, we have the following result.

Theorem 2.3 In addition to the assumptions of Theorem 2.2, suppose that for some § € [0,1/2],
some function ) : [0,7/2] — Ry, and some mg > 0,

(2.19) ap > (mm.)° v, —v|(©) >0 ae on Y?xS?
(2.20) fin (10g fin +m®=*) € L} (Y),
(2.21) fin=0 forae peR3 me(0,m).

Then the solution f to (1.1) satisfies the following weak version of the H-Theorem

(2.22) Vit >0, H(f(t,.))—%—/O Dy (f(s,.))ds < H(fin),

with Dy, g defined by (2.12) and H(f) := [, f log f dy. Furthermore, there holds, as t tends to
nfinity,
(2.23) ft,) = M in LY(Y) — wedk,

where M is the unique mass-dependent Maxwellian function defined by

(224 M) = 2 e (<55 ).

with same mass distribution, momentum and kinetic energy as fin, that is,

(2.25) pm) = [ fnlmp)dp. = (3 /m,oo)"dm)_l ( / finde).

These theorems just extend some previous known results on the classical (without mass depen-
dence) Boltzmann equation, see [56]. As for the classical Boltzmann equation, they are based on
a Povzner inequality (which makes possible to bound weight L' norms of the solution) and on the
H-Theorem (which expresses the mesoscopic irreversibility of microscopic reversible elastic colli-
sions). Following classical stability /compactness methods, one may also prove existence of solution
for initial data satisfying fin kg + fin | log fin| € L*(Y). We thus believe that the strong weight L'
bound f;, k% € L' as well as (2.20) and (2.21) are technical hypothesis, but we have not be able
to prove uniqueness and to study the long time asymptotic without these assumptions.

2.4 Elastic and inelastic collisions

We next consider the Boltzmann equation with elastic and inelastic collisions.

12



Theorem 2.4 Assume (1.18), (1.21), (1.23) with as = 0. Consider an initial condition satisfying

(1.28) with k = kp defined in (1.29). Then there exists a unique solution f to (1.1) such that for

allT >0, feC([0,T),L;,)NL>([0,T),L,). This solution furthermore conserves momentum
B

and mass distribution (i.e. (2.17) holds), while the total kinetic energy satisfies
d
(2.26) %/ fEdy = —Dg7g<f) >0,
Y

where the term of dissipation Dg ¢ is defined by (2.9). In particular, t — [, f(t,y)E dy is nonin-
creasing and t — Dg c(f(t,.)) € L*([0,00)).

Under a suitable lower-bound of the inelastic collision rate ag, we also have the following result.

Theorem 2.5 In addition to the assumptions of Theorem 2.4, assume that the total inelastic
collision rate ag (see (1.24)) is continuous and satisfies ac(y,ys) > 0 for all (y,y«) € Y? such
that v # v.. Then the kinetic energy is strictly decreasing, and, as t tends to infinity,

(2.27) ft,) = p(m)ép=g in M (Y)— weak.

where p is defined by (2.25). The velocity distribution

(2.28) Jj(tv) = /000 f(t,m,mv)m*dm

satisfies, as t tends to infinity,
(2.29) j(t,.) — dp=o in M'(R®) — weak.

If furthermore there exist some constants k > 0 and 6 € [0,1/2] such that, for all y,y. inY,

1
(2.30) ag = / / (1 —€?) (v — vy, 1) ag(y, ys, cos ©, e)dvde > rk(mm,)’ v — v,]3,
sz Jo

the following rate of convergence holds, for some constant C' € (0, 00),
2 . C
(2.31) Vi>1, v it v)dv= | f(t,y)Edy < —.
R3 Y t2

For the mass independent inelastic Boltzmann equation, existence of L' solutions is known in
dimension 1 [54] and in all dimensions for the pseudo Maxwell molecules cross-section [9]. To
our knowledge, Theorem 2.4 is thus the first existence (and uniqueness) result of L' solutions to
the inelastic Boltzmann equation for the hard spheres cross-section in dimension N > 1. It also
answers by the negative to the question of finite time cooling, see [54]. Theorem 2.5 shows that
the cooling effect occurs asymptotically in large time and thus extends to that context previous
known results.

2.5 Elastic, inelastic and coalescing collisions

We finally treat the case of the full Boltzmann equation (1.1).

Theorem 2.6 Assume (1.18), (1.21), (1.23), and consider an initial condition satisfying (1.28)

with k = kp defined in (1.29). Then there exists a unique solution f to (1.1) such that for allT > 0,

fec(o,T), L,ch) NL>([0,T),L;,). This solution furthermore conserves mass and momentum
B

(2.32) /Y f(ty)mdy = /Y fin(y) mdy, /Y pf(t,y)dy = [/ plin(y)dy,
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while kinetic energy and total number of particles density decrease, more precisely

(2.33) G| tav=-Dusn. & [ 1edu=-Dec(p)-Desth).
where D1 g, D¢ ¢ and Dg g were defined by (2.7), (2.9) and (2.10). In particular,
(2.34) Di15(f), Dea(f), Des(f) e L'([0,00)).

When ap = ag = 0 the same results holds replacing kp by ks defined in (1.29).

Existence results for the pure kinetic coalescence equation (that is ag = ag = 0) have been pre-
viously obtained in [48, 25]. In [48], measure solutions have been built for general kernels, but L'
solution have been obtained for more restrictive kernels. The authors have also proved a stabiliza-
tion result to a family of stationary solutions but they were not able to identify that limit to be 0.
In [25], an additional structure assumption (see (3.30)) on the coalescence kernel has been made,
which permits to prove that any L? norm is a Lyapunov function. This assumption is satisfied by
the hard sphere collisional efficiency ay g defined by (1.16) but not for any general coalescence rate
ag of the form (1.17). The method used in [25] does anyway not extend to the case where ap # 0
or ag #Z 0 but it applies to spatially inhomogeneous model.

The next result shows that coalescence dominates other phenomena for large times.

Theorem 2.7 In addition to the assumptions of Theorem 2.6, suppose that for any mg € (0,00),
there exists Ag > 0 such that,

(235) Moy ]-m*gmo [EB + Eg] < Ay Einel on Y2,
where

1
(236> Einel(yay*) = (1 + ﬂw2>ES(ya y*) + ﬂ/z / (1 - 62) <’U — Ux, V>2 EG(y7y*7 v, e) dvde.
S2.J0

Also assume that for any y € Y, there exists € > 0 such that

(2.37) as(y,y«) >0 fora.e. y.€ By(y,e).
Then
(2.38) ft,.) — 0 in LYY) when t— oc.

Here the hypothesis (2.37) on ag seems to be very general, and we believe that it is not restrictive
for a physical application. It is in particular achieved for a coalescence rate ag given by (1.21)
with ¢ and Fg satisfying (1.17), (1.20) and (1.27). It is satisfied by the collision kernel proposed
in Brazier-Smith et al. (1.26). Of course, hypothesis (2.37) is fundamental in order to coalescence
process dominate, not making that assumption (taking for instance ag(y,y.) = 0 for any y, y.
with |y — y«| < 1 and ag > 0) the asymptotic behavior should be driven by the inelastic Granular
operator and (2.27) should hold again.

The hypothesis (2.35) on ap and ag are less obviously satisfied by collision kernels discussed in
the physical literature, mainly because the collision rates ap and ag are not explicitly written.
Notice that (2.35) automatically holds when collision are not elastic, quasi-elastic nor grazing, that
is when ap = 0, Eqg = Eg(A,We,0,¢e) = 0 for any © € (0, 7/2] and e € (ep, 1] with eg € (0,1)
and O € (0,7/2) and Eg satisfying (1.27). Indeed, in that case, condition (2.35) may be reduced
to

(2.39) M Lin, <my B < Ao {Es +

M —
3 W62 Eg}.

min(m, m.)
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Then condition (2.39) holds for We < Weg because of (1.27) and for We > Wey because of

N H 5 > . 2 5 My 1m*§mo'
min(m, my) 2 min(m, my) — 2mg

Therefore, assumption (2.35) contains two conditions. On the one hand, it says that for moderate
values of the Weber number (says We < 1) elastic and inelastic collisions do not dominate coales-
cence, and that always holds when Eg satisfies (1.27). On the other hand, it says that for large
values of Weber number (says We > 1) elastic and quasi-elastic collisions do not dominate (strong)
inelastic collisions. We believe that this second condition is technical and should be removed. Fi-
nally, the assumption on f;,, is not the most general (a condition such as f;, (1+m+|p|) € L*(Y)
would be more natural), but this is not really restrictive from a physical point of view.

The convergence result (2.38) means exactly that the total concentration [, f(t,y)dy tends to 0
as time tends to infinity. In other words, the mass of each particle tends to infinity: coalescence is
the dominating phenomenon in large time. The convergence (2.38) is not a priori obvious because,
when the collision rate a vanishes on v = v, (which is the case for a collision rate given by (1.16)-
(1.17)), the density function S(m,p) = A(dm) dp=ma, IS a stationary solution to (1.1) for any
bounded measure A € M*(0, +00) and any vector vy € R3. In particular, Theorem 2.7 implies that
the zero solution is the only stationary state which is reached in large time when starting from an
L! initial data. It also means that the cooling process (due to coalescing and inelastic collisions) is
dominated (under assumption (2.35)) by the mass growth process (due to coalescence). We thus
identify more accurately the asymptotic state than in [48], and we do it without any structure
condition as introduced in [25]. We extend to more realistic kernels the result presented in [30].

In the pure coalescence case, we may give another asymptotic behavior for solutions which are
O-symmetric. We say that g € L'(Y) is O-symmetric if g is symmetric with respect to the origin
0 in the impulsion variable p € R?, that is

(2.40) g(m,—p) = g(m,p) forae. (m,p)eY.

Theorem 2.8 In addition to the assumptions of Theorem 2.6, suppose that f;, is O-symmetric
and that (2.87) holds. Assume also that ap = ag = 0, and that ag satisfies the natural conditions

(241) as(m, =D, My _p*) = G/S(m,p, m*7p*) fOT a.e. Y, Yx € K
and
(2.42) as(m,p,ms, ps) < as(m,p,ms, —ps) for a.e. y,y« €Y such that (p,p.) > 0.

Then the solution f to (1.1) given by Theorem 2.6 is also O-symmetric and satisfies
(243) [ sealay< [ gulpPay vizo
R3 R3
Moreover, the velocity distribution j defined by (2.28) satisfies
(2.44) / [v] j(t,v) dv = / Ip| f(t,y)dy — 0 when t— oo,
R3 Y

and therefore, (2.29) holds.

Note that under the very stringent (and not physical) condition that the coalescence rate satisfies
as > (m+my) |v— v, (and ap = ag = 0) we may also show that (2.31) holds.
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3 The kinetic coalescence equation

In this section we focus on the sole kinetic Smoluchowski equation

of
(3.) D= Qs(f) on (0,50) x Y, [(0,) = fin on Y,
where Qg is given by (1.14). Our aim is to prove Theorems 2.6, 2.7 and 2.8 in this particular
situation. We first present a simple computation leading to a uniqueness result, then we gather
some a priori estimates. Next we prove an existence result, and we conclude with some proofs

concerning the long time asymptotic.

We assume in the whole section that ag =0, ag =0, (1.18), (1.21), (1.23), and consider an initial
condition satisfying (1.28) with k = kg or k = kp defined in (1.29).
3.1 Uniqueness

We start with an abstract uniqueness lemma.

Lemma 3.1 Let us assume that ag and k are two measurable nonnegative functions on Y? and
Y respectively such that for any y,y. € Y there holds

(3.2) 0<as(y,y«) = as(ys«,y) < kk. and ki <k-+ k..

Then there exists at most one weak solution to the kinetic Smoluchowski equation (3.1) such that
for all T >0,

(33) f€C(0,T); L) N L([0,T); Li2).

Note that under (1.18), one may choose k = Cuks or k = Cakp (for C4 a constant). The unique-
ness part of Theorem 2.6 thus follows immediately when (ap = 0 and ag = 0).

Proof of Lemma 3.1. We consider two weak solutions f and g associated to the same initial
datum f;, and which satisfy (3.3). We write the equation satisfied by f — g that we multiply by

o(t,y) = sign(f(t,y) — g(t,y)) k. Using the chain rule (2.16) and the weak formulation (2.4) of the
kinetic Smoluchowski operator, we get for all t > 0,

%L|f—g|kdy = %/Y‘/Y(IS(QJ/*) ((f —g)g* —‘,—f(f* —g*)) (¢** — ¢ — (b*)dy*dy
= %LAQS(th) (f—g) (fe + 9x) ((;5** — ¢ — ¢, dy.dy

< %/Y/YCLS(Q7:U*)‘f_g|(f* +g*) (k’**—k)—l—k’*)dy*dy7

where we have just used the symmetry hypothesis (3.2) on ag. Then, thanks to the bounds (3.2),
we deduce

d
G =ty < [ [ kk1f = gl (b g2 beduady =117 + gl 1~ gl
Y Y JY

One easily concludes, by using the Gronwall Lemma, that for all T' > 0,
[0,7]

(34)  sup [If(t,.) = g(t )y < 1F(0,.) = 9(0, )Ly exp (;ug] 1F(t,.) +9(t, ~)IIL;2T>

which is identically null, since f(0,.) = g(0,.). (]

We deduce that O-symmetry propagates.
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Corollary 3.2 Assume that ag and k satisfy the assumptions of Lemma 3.1. Suppose also that
fin satisfies the O-symmetry condition (2.40) while ag meets (2.41). Then a solution f to (3.1)
satisfying (3.3) is also O-symmetric.

Proof of Corollary 3.2. Introduce the notation f* = f*(m,p) := f(m,—p). Clearly f* also
satisfies (3.3). A simple computation shows that
Q) = [ [ astm—me,—p=pomp.) fm = me=p = p.) fme,p.) dimdp.

o Jr

m
= / /3 as(m — M, =p + Qu, M, —qs) f(M — M, =p + qi) f(m, —q) dmady.
0 R

= /0 /RS ClS(m—mwp_CI*,m*,q*)fﬁ(m—m*,p—q*)fﬁ(m*,q*)dm*dq*
= Q&(fH)(m,p).

We have made the substitution g, = —p. and then used the symmetry (2.41) of ag. By the
same way, one may prove Qg (f)(m,—p) = Qg(fﬁ)(m,p) for any (m,p) € Y. In other words, the
function f#(t,m,p) := f(t,m,—p) is a solution to the Smoluchowski equation, and by hypothesis,
f%(0,.) = fin. Lemma 3.1 ensures that f* = f and the claim is proved. O

3.2 A priori estimates

We begin by some physical and formal a priori estimates.

Lemma 3.3 Let f be a solution to the kinetic Smoluchowski equation (3.1). Then mass and
momentum conservation (2.32) hold (at least formally), and the dissipation of energy and of number
of particles (2.33) also hold (with Dg ¢ = 0). As a matter of fact, for any sub-additive function
Y :Y — (0,00), that is Ve < ¥ + 1y, the map

(35 tm | st dy

s monincreasing. As an illustration of this fact, there holds

(3.6) t — /Y f(t,y) Ipldy is nonincreasing,

(3.7) t — /Y f(t,y)¢(m)dy is nonincreasing,
(3.8) t — /Yf(t,y) E(Jv —wo|)dy  is nonincreasing,

for any nonincreasing function ¢ on (0,00), any nondecreasing function & on (0,00) and any
vg € R3. Another consequence is

(3.9) /Y FT ) m dy + /0 T/Y /Y asm® f f. dydy.dt < /Y m fon dy,

for any o € (—0,0] and T > 0.

Proof of Lemma 3.3. These results may be formal when the solution only satisfy (2.16) for
bounded functions ¢. It become rigorous when f satisfies an extra moment condition or when we
deal with approximated solutions (to equations with cutoff rates). We assume in this proof that
we may apply (2.16) and (2.4) without questioning.

First note that (2.32) is an immediate consequence of (2.16) applied with ¢(y) = m and ¢(y) = p
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(and B(z) = z) thanks to (2.5) (this last following from (2.4)). Next, the map defined by (3.5)
is nonincreasing thanks to (2.16) and (2.4) applied with ¢ = ¢ (and S(z) = ). We next deduce
(3.6) choosing 9 = |p| in (3.5), (3.7) choosing 1 = ((m) and (3.8) choosing ¥ = &(Jv — vg|) (note
that |v. — vo| < max(Jv — vol, v — vo])). We finally obtain (3.9) applying (2.16) and (2.4) with
¢ =m® (and B(x) = x) and remarking that m® +mg$ —m%, > m® when a <0. (]

The next lemma gives some estimations on L' norms with weight of the Smoluchowski term Q.

Lemma 3.4 There exists a constant Ca, depending only on A (see (1.18)), such that for any
measurable function g:Y +— (0,00) and any z € (1, 2],

(3.10) /Y Qs(g) (m* + [p]*) dy < Ca /Y (14 m+ [o] + |p| + €) g dy /Y (1 +m + ) g dy,

(3.11) /Y Qs(g) (m? + £2)dy < C /

(m_1 +m+€)gdy/ (m_2 +m2+52)gdy,
Y

Y

(3.12) / Qs(g) (m® + [pf*)dy < Ca / (m 4+ m? + [p> + &) g dy
Y Y
x / (m2 + |pl? + €2 +mP + |p) g dy,
Y

(3.13) /Y Qs(g) (m® + €% dy < Cs /

(m™t +m? + 52)gdy/ (m™2 4+ m> 4+ &) gdy.
% Y

Proof of Lemma 3.4. These results follow from tedious but straightforward computations. We
only show the two first inequalities, the two last ones being proved similarly.
Proof of (3.10). Defining ®(¢, () := (¢ + ¢«)* — ¢* — ((«)?, we observe that

(3.14) (¢, ¢) <2min(CCETHCTHG), (CHG)R(¢G) S4[CE+ G
First, using (1.18) and the obvious fact that ®(m,m.) < 2m?* + 2m?,

(3.15) as®(m,m,) Al +m+m, )1+ |v] + |vg])R(m, my)
AL+ o] + oD [(m + ma)®(m, m.) + ®(m, m.)]
Ca(l+ o + [vi]) [mm + m*m. +m* + m[]

CA(T+T.)

VAN VAN VAN VAN

where T' = T'(y, y.) = (1 +m + [v| + |p[)(mZ + m|v.|) and T. = T (y., y).
Next, using the first inequality in (3.14),

(3.16) as®(|p|, [p«]) A1+ m 4+ m.) (1 + v + [v.)2(|p], [p«])
Ca(L+m+ [vi| + [p| + mlv.])|p|* "]
+CA(L+my + [v] + [p«| + ma]v])|p< " [p]

<
<

IN

where S = (|p| + E)(|p«|*~! + mu|p«|*~* + |p«|?). Since furthermore z € (1,2], we deduce that
Ip«]*71 < 1+ |p|?, that my|p.[* =1 = mZ|v.|*~1 < m? + |p.|* and that mZ|v.| < mZ +|p.|*. Hence,
for some numerical constant C,

(3.17) S+T <CA+m+ v+ |p|+E)(A+mZ+ |p?).

Applying finally (2.4) with ¢ = m? + |p|*, we obtain

(3.18) /Y Qs(g)(m” + [pf*)dy = /Y /Y as(®(m,m.) + @(p|, [p.|)]ggsdydy.

IN

Y JY
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which leads to (3.10).
Proof of (3.11). Observe now that
&L, - =& = mPlm+maolt —m?olt = mZlu.]!
m 2 {mPma (4o os] = 2[ol*) + m®mE (6lvf*v.f* — [o* —[o.]*)
mm (4]v|[o.]* — 2Jv.|*)}

m 2 {Am? o v L <apo, y + 6m2 o2 m2 0.1 o <sjo. 1<ojol}

IN

Hmo|mZ] 1o, <apo)y }-
Therefore, we get, after some tedious but straightforward computations,
(3.19) as[€2, —E* - %] < C4(U+U)

with U = [m~ +m+&][m 2 +m?2+E&,.+E2]. We have used here the inequalities m|v|? < m~2+E2,
m2wP<m2+ &2 |p| <m+E&, and |v] <m~t+E.
Applying (2.4) with the choice ¢ = €2, and using (3.15) with 2z = 2, we obtain

(3.20) /YQs(g)(mQJrSQ)dy < CA/Y/Y(T+T*+U+U*)gg*dydy*

IN

C’A/ (1 +m+ o]+ p| + m™ + &) gdy
Y

x /<|p*|+m*|p*\+m;2+6*+sf+mi>g*dy
Y

IN

C’A/ (m™ +m+ E)Qdy/ (m™2 +m? + £2)gdy.

Y Y

For the last inequality, we used 1 < m~'+m, 1 < m™2+4+m?, and E+E? < 1+2E2 < m™24+m? 4262
This concludes the proof of (3.11). (]
An immediate and fundamental consequence of Lemmas 3.3 and 3.4 is the following.

Corollary 3.5 A solution f to (3.1) satisfies, at least formally, for any T,

(321) for z€(1,2], fin(ki+E) € LYY) implies sup/ flt,y) (k& +E&)dy < Cr,
[0,11JY

(3.22) fin (kf’g + m_2) S Ll(Y) implies [sujl?]/ ft,y) (kf’g + m_2) dy < Cr,
0,1Jy

(3.23) for z=2 and 3, finks € LNY)  implies YT >0 [sou%)]/ ft,y) kxdy < Cr,
Ty

where the constant Cr depends on T, fi, and A (see (1.18)).

Proof of Corollary 3.5. We only show (3.21), the other claims being proved similarly. Assume
thus that (k% + &) fin € L' with z fixed in (1,2]. This assumption is equivalent to (14 m? + |p|* +
|v]* 4+ &) fin € L'. First, from Lemma 3.3 (or more precisely from (2.32), (2.33), (3.6), (3.8)), we
have (1 +m + |p| + |[v]* + &) f € L>=([0, ), L). Next, applying (2.16) with ¢ = m* + |p|* (and
B(x) = x) and using (3.10) in Lemma 3.3 we conclude (3.21) thanks to the Gronwall Lemma. 0O

3.3 Existence

We shall deduce from the previous estimates in Corollary 3.5 and a modification of the proof of
the uniqueness lemma 3.1 the existence part of Theorem 2.6 (in the case where ap = ag = 0 and
replacing kg by kg). First of all note that

(3.24) 0<as <A+ m+my) 1+ |v]+|vi|) < Aks(y) ks(ys«),
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so that (3.2) holds with the choice k = ks. We split the proof in several steps.
First Step. We will first assume in this step that

(3.25) /Yfm[kf’g + m_2}dy < 00,

and we introduce the coalescence equation with cutoff

(3.26) 00— Qsalg™) on (0,00) XY, ¢"(0,) = fuu on Y,

where g, is the coalescence kernel associated to the coalescence rate ag (Y, ¥+) := as(y, ys) An.

The coalescence rate being bounded it is a classical application of Banach fixed point Theorem

to prove that there exists a unique solution 0 < g™ € C([0,00); L5 +m2(Y)) to (3.26) associated
S

to the initial datum f;, satisfying (3.25). We refer to [25] section 6 where we may consider the
Banach space X := L,lc% - Let us point out that we use here, in a fundamental way, the fact
that for a nonnegative measurable function h, Qs (h) is also a measurable function, which is a
direct consequence of the strong representation (1.14) of the coalescence operator. Because of the
estimates on ¢g", it is possible to establish rigorously that ¢" satisfies for each n € N the (a priori
formal) properties stated in Lemma 3.3 and Corollary 3.5. In particular, for any 7' > 0, there

holds

(3.27) sup [lg"(t, )|, <Cr,
[0,7] kg

where Cr € (0,00) may depends of T and f;,,, but not on the truncation parameter n € N*.

We now repeat the proof of the uniqueness Lemma 3.1. For [ > n, we write the equation satisfied
by g™ — ¢!, we multiply it by ¢ = sign(g™ — ¢')ks, and we use (2.16) and (2.4) to obtain

d n !
d — ked
dt/ylg g'|ksdy

1
3 /Y /Y asn(9"gr — g'gL) (dss — & — ¢ )dysdy

1
+§/ / (as,n — as,1)g' gL (¢ — ¢ — $u)dy.dy
Y JY

IA

A/ /(g" + gk gr — gllks.dy.dy
Y JY

+/ / aS]-{aSZn}glgalk(kS+kS*)dy*dy
YJY

Allg" + ', llg" = ¢l
S S

IN

124 /Y o (ks + k3)dy ( /Y gl<ks+k§>1kszﬁ/ﬂdy)

where we have used the fact asli;g>ny < Aksks*(l{ks>\/ﬁ/ﬂ} + 1{k5*>\/ﬁ/\/ﬁ})' With the
notation - -

(3.28) wn=g" =gz s Br=suwp sup [g"(t)l|z:,,
N neN* t[0,T] kg

we end up with the differential inequality

BrvA
Voo
The Gronwall Lemma implies supyg 7 t,n(t) — 0 when n,l — oo. Hence (f,) is a Cauchy sequence

in C([0,00), L), and there exists f € C([0,00), L) such that " — f in C([0,T), L;_) for any
T > 0. Of course, (3.27) allows to deduce that f € L>([0,T), L}, ). There is no difficulty to pass
S

d
(3.29) %ul,n < (QABT) Upn + (8ABT)
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to the limit in the weak formulation (2.14) of (3.26), and that proves the existence of a solution f
to (3.1) with initial datum f;, satisfying (3.25).

Second Step. When just assuming that f;, € L}cz we consider the sequence of solutions (f,)

to (3.1) associated to the rate as and the initial data f,(0,.) = finl{rg<n}l{m>1/n} (Which
satisfies (3.25)) for which existence has been established just above. Then one easily deduces from
Corollary 3.5 that for each T' > 0,

sup sup || fullp1, < oo

1
n [0,T) kg

We may use directly the estimate (3.4) for the difference f,, — f,, and prove that (f,) is a Cauchy
sequence in C([0,7); Lj..) N L>([0,T); Ly, ) for any T > 0. We conclude just like before. Let us
S

emphasize that the information f € L*([0,7T); Lllcs+k§) for any T" > 0 is sufficient to deduce that

the statements of Lemma 3.3 rigorously hold. The uniqueness of the solution has yet been shown
in Lemma 3.1. o

We conclude this subsection by a slight improvement of the existence result established in [25].
Proposition 3.6 Assume that ag satisfies the following structure assumption

(3.30) as(¥, y«) < as(¥, Yur) + as(Ws, Yuu) Yy, y. €Y.

For any fin such that there exists z € (1,2],

(3.31) 0< fin {(L+m+pl + v])* +E} € LY(Y),

there exists at least a solution f = f(t,y) € C([0,00); L*(Y)) to the kinetic Smoluchowski equation
which satisfies (3.6), (3.9), (3.8) and the solution conserves mass and momentum (2.32).

Proof of Proposition 3.6. The only new claims with respect to the existence result in [25] are
the conservations (2.32). As usually, it is a straightforward consequence of (3.21) since z > 1. 0O
3.4 Long time behavior

The aim of this subsection is to give a first (and deterministic) proof to Theorem 2.7 which is only
valid when ag = ag = 0 and under the additionnal condition

3.32 as > ag, with a¢ continuous on Y2 and satisfying (2.37).
S S

We will give the general proof in Section 6.

Proof of Theorem 2.7 under strong assumptions. We split the proof into three parts.
In the first one we prove that f stabilizes around a solution of the shape A(¢,dm) dp=p., using a
dissipative entropy argument. In the second step, using a rich enough class of Liapunov functionals,
we establish that A\ and v are unique and not time-depending. We actually prove there exists
A€ MY(Ry) and vy € R? such that

(3.33) flt,y) = Xdm)dp—mv, in D(Y) when t— occ.

This was proved (by a different method) in [48] under less general assumptions on ag and f;,,. In
the last step we prove, arguing by contradiction, that A = 0.

Step 1. Let us consider an increasing sequence (t,)n>1, t, — 00 and put f,(t,.) ;== f(t +tn,.) for
t €[0,7] and n > 1. We realize, thanks to Lemma 3.3 (recall the expression of kg), that

(3.34) fn is bounded in L°°([0,T); L,lcs) and / fn(t,y) ¥(y) dy is bounded in BV (0,T)
Y
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for any 1) € L>°(Y'). Therefore, up to the extraction of a subsequence, there exists I' € C([0,T); M (Y)—
weak) such that

(335) fo—~T D/(0.7)xY), /wfﬂy@~/¢ I(t,dy) C(0.T)),

for any ¢ € Cy(Y). Then, for any x € Cy(Y?), the above convergence is strong enough in order to
pass to the semi-inferior limit as follows

T
(3.36) / // X(y, ys) T(t, dy) T(t, dy.) dt<hm1nf/ // XYy Ysx) fr frx dydy.dt.

Using standard truncation arguments (see [25]) and the fact that ag is continuous (see (3.32)), we
deduce from (3.36)
o0
(3.37) / D, 5(U(t, ) dt <liminf [ Dys(f(t..))dt,
n—oo tn
where D; g is defined by (2.7) with ag instead of ag. Using now (2.34), we deduce that the RHS
of (3.37) vanishes. Thus

(3.38) Vt€[0,T] ag(y,y.)T(t,dy)T(t,dy.) =0 in D'(Y?).
Thanks to (2.37), we deduce that for all ¢,
Lz D(t,dy) D(t,dy.) =0 in D'(Y?).

We finally deduce that for any ¢ € [0,7] fixed, the support of T'(¢,.) is contained in the sub-
set {(m,muv;), m € Ry} for some v; € R3. Thus, we have I'(t,dy) = A(t,dm) p—rmy, With
A€ C([0,T), MY (R,) — weak).

Step 2. We now prove that A(¢,dm) and v; are unique and not depending on time, nor on the
sequence (t,), so that (3.33) holds. First, we claim that for any R € (0,00), there exists a real
number «(R) > 0, which does not depend on the sequence (t,,), such that

R
(3.39) vt € [0,7] / At dm) = a(R).
0

That allows to identify for any ¢ € [0,7] the measure A(t,.) which is therefore not a function of
time: A(t,dm) = A(dm). In order to prove (3.39) we argue as follows. We fix R,e > 0 and we
define (. € C.(R;) by (c =1 on [0,R], (.(m)=1—e"Y(m—R) for any m € [R,R+¢) and (. =0
on [R + g,00). Gathering (3.35) and (3.7), there exists a real number a(R,e) > 0 such that for
any t € [0,T) there holds

(3.40) @wwwm::/g m%wm/@ ) fult,y) dy

Ry

=l [ GOm) (s, dy = a(R.2).

§—00
But (.(m) \, 1jo,z)(m) for any m > 0. Hence (a(R,¢)) is decreasing when ¢ N\, 0. We then
may pass to the limit ¢ — 0 in (3.40) and we obtain (3.39) with a(R) := lim._,o «(R,e). This
convergence holds only A(t,.)-almost everywhere on R, but it suffices to characterize the measure
A

Next, we claim that for any u € R3, there exists 8(u) € {0,1}, which does not depend again on
the sequence (t,), such that
(3.41) vt € [0,T] l{vﬁﬁu} = B(u).
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This of course uniquely determines vy € R? such that v; = vg on [0,T] and then (3.33) holds. Let
us establish (3.41). We fix u € R? and, for any € > 0, we define ¢. = 0 on [0,£/2], ¢-(s) = 2s/c —1
for any s € [¢/2,¢] and ¢. = 1 on [g,00). Then, we set (.(m) = ¢.(m) and . (v) = ¢ (Jv — ul).
From (3.7) we have, for any ¢ € [0, 77,

(3.42)

/ e fudy / xe fndy‘ / € (1= ) fudy < / e fady < /Y Locios) fin dy.

From (3.8) and since ¢, is increasing, there exists a real number 7. (u) > 0 such that

velwi= lim [ &) Sy = lm [ €@ hndy e )
Y Y

§— 00

From (3.35) and since y — (. (m) & (v) belongs to Cy(Y'), we obtain

/ Ca(m) )‘(dm) fa(vt) = / (e & F(tv dy) = nh_{go/ Ce &e fn(ta y) dy Vit e [07 T]'
0 Y Y

Therefore, passing first to the limit n — oo in (3.42), we have for any € > 0

(3.43)

- / " o (m) A(dm) & (ve)

< /Y Lo findy — Vtel[0,T].

In the limit ¢ \, 0 we have (. ' 1 pointwise on (0,00) and & (v) /" 1y, for any v € R3.
In particular v.(u) is increasing and thus converges as ¢ \, 0. We deduce from (3.43), since
fin € L'(Y), that

/ A(dm) 1y, = lin(l)'ys(u) vVt e [0,T],
0 e
from which (3.41) follows.

Step 3. We now prove that A = 0. We argue by contradiction assuming that A #Z 0. For any
R € (0, 00], we define (thanks to (3.7))

= lim ft,y) d

t—o00 R3

We first remark that there exists R > 0 such that «(R/2) < a(R). If not, we would have for any
R>0

R/2"
o(R) = a(R/2) = .. = a(R/2") g/o /R Finly)dy — 0,

and that contradicts with the fact that ||A|| = limp_oc a(R) > 0.
Let us thus fix R > 0 and € > 0 such that «(R/2) + 2¢ < a(R). Thanks to (3.33) there exists
T > 0 and then J > 0 such that

R/2
(3.44) / /nydy<aR/2 / / F(T,y) dy < e,
R/2 J|v—v|<d

since f(T,.) € LY (Y). We define A := {y;(m < R/2) or (m € [R/2,R], |[v — vg| < §)} and we
observe that y.. € A implies y € A or y,. € A, so that y — 14(y) is a sub-additive function. On
the one hand, thanks to (3.5) and (3.44), we have for any t > T'

(3.45) [/f(t,y)lyeA dy < /Yf(T, Y)lyendy < o(R/2) + 2¢.
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On the other hand, thanks to (3.33), we have

T t—oo

(3.46) o(R) < lim /Y £t y)1yen dy.

Therefore, gathering (3.45) and (3.46) we obtain a(R) < a(R/2) + 2¢. This contradicts our choice
for R and e. (]

Let us remark that we can not extend this deterministic proof to the full Boltzmann equation (1.1),
because of the less rich class of Lyapunov functionals available in that general case. For the full
Boltzmann equation (1.1) we then could only prove the following result: there exists A € M1(0, 00)
such that for any increasing sequence (¢,) which converges to infinity, there exists a subsequence
(tn’) and u € R? such that

fltn + ) — Xdm) Spmmu weakly in  C([0,T); M1 (Y)),
where A\ does not depend of the subsequence (t,/) but u € R?® may depend on it.

Proof of Theorem 2.8. From Corollary 3.2 we already know that f satisfies the symmetry
property (2.40). Then, we just compute, using (2.4), (2.41) and (2.42),

d 2
2 d
dt/yflpl y

/Y/Y as f fu (P, pe) (Lippa) >0} + Liipp.)<0}) AYdy.

/ / ff* <pap*> (G‘S(map> m*ap*) - aS(m,pv My, 7p*)) 1{<p,p*)>0} dydy* < Oa
YJY

and we obtain (2.43). Now, on the one hand, by definition (2.28) of j, the moment condition
(1.28), and the mass conservation (2.32), there holds

(3.47) /stdv:/yf(t,y)mdyzl

/jolvldv =/Yf(t,y) lp| dy < (/Y f(t,y)dy)l/2 </Y |p|2f(t,y)dy>

Thanks to (2.38) and (2.43), we deduce from the above estimate

and
1/2

(3.48) / j(t,v)|v|dv — 0 when t— oo.
R3

Gathering (3.48) and (3.47) allows us to conclude that j(¢,v)dv tends to d,—g in M1(Y). O

4 The mass-dependent Boltzmann equation

In this section we focus on the sole Boltzmann equation for elastic collisions

0
(1.1) S =@ on (0,00)x Y, f(0.)= fun on V.
where @p is given by (1.4). We assume in the whole section (1.18), (1.21), (1.23), that ag = 0,
as = 0, and we consider an initial condition satisfying (1.28) with k = kp defined in (1.29). We
recall that ap and Ep were defined in (1.24) and (1.23).
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4.1 Uniqueness

We begin with a uniqueness result.

Lemma 4.1 Let us just assume that ag and k are two nonnegative measurable functions on Y2 x 52
and Y respectively, such that the first symmetry condition on ap in (1.3) holds and such that for
any Yy, ys € Y,

(4.2) 0<ap(y,ys) = / ap(y,ys,v)dv < kk, and K +k. —k—k.<O0.
Sa

Then there exists at most one solution f to the mass dependent Boltzmann equation (4.1) such
that for all T >0, f € C([0,T); L) N L>([0,T); L}2).

Remark that under (1.18), one may choose k = Cakp (with C'4 a constant) in the above lemma
The uniqueness part of Theorem 2.2 immediately follows.

Proof of Lemma 4.1. We repeat the proof of Lemma 3.1. We multiply by ¢(¢, y) = sign(f(¢,y)—

g(t,y)) k the equation satisfied by f — g. Using the weak formulations (2.16) and (2.1) of the
Boltzmann equation and operator, we get for all ¢ > 0,

d
= — glkd
dt/y\f glkdy

%/Y/y./y ap (f = 9)gs + f(fs — 9:)) (&' + &L — b — b)) dvdy.dy
- %/Y/Y/SGB (f = 9) (e +92) (¢ + ¢\ — & — &) dvdy.dy
= %/y/y/sf”ﬂf_g' (fe +9.) (K + K, =k + k) dvdy.dy,

where we have just used the symmetry hypothesis (1.3) on ap and the substitution (y, y«) — (Yx, y)-
Then, thanks to the bounds (4.2), we deduce

/|f g\kdy</ / Kk |f = gl (F. + 9.) b dydy = |If +gllua, | — gz,

and we conclude as in the proof of Lemma 3.1. (]

4.2 A priori estimates and existence

We begin by gathering some information satisfied (at least formally) by a solution to (4.1).

Lemma 4.2 A solution f to the mass-dependent Boltzmann equation (4.1) conserves, at least
formally, momentum, mass distribution and energy, (2.17), (2.18). In particular, if fi, satisfies
(2.21), then

(4.4) Vt>0, f(t,y)=0 forae peR> me(0,mg).

Proof of Lemma 4.2. This is an immediate consequence of (2.16) and (2.1) with the choices
o(y) = ¢(m), ¢(y) = p, ¢(y) = € (and B(z) = ). Moreover, we prove (4.4) making the choice
d(m) = Lo<m<m, in the second identity of (2.17). 0o

We next give some estimates on L! norms with weight of the Boltzmann term Qp(f). It is based on
a Povzner lemma, adapted to the mass-dependent case. We use here (and only here) the structure
condition (1.21) on ap.
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Lemma 4.3 There exists a constant Ca, depending only on A (see (1.18)), such that for any
nonnegative measurable function h on'Y,

(4.5) /YQB(h) 52dy§0,4/y(m*1+m+5)hdyL(m*2+m2+52)hdy,

(4.6) /QB(h)EdeSCA/(m71+m2+52)hdy/(m73+m3+53)hdy.
Y Y Y

Proof of Lemma 4.3. We split the proof into several steps.

Step 1. Preliminaries. Writing the fundamental identity (2.1) with ¢ = £™ for n = 2 or 3, we get

(4.7) /Y Qp(h) Endy = /Y /Y h hy K, dydy.,

where

(4.8) Ky = /52 ap(y,y«,cos ©) {(EN" + (EL)™ — E™ — EI'} dv.

Here v’ and v} are defined from v, v, and v with the help of (1.5) and © has been defined by
(1.22). It is convenient to introduce another parameterization of post collisional velocities in order
to make the computation more tractable. One easily deduces from (1.5) that, for any v € S?,

(4.9) V' = V| = v —vuly (0 — v = plo — vl
We can then define the following alternative parameterization of v’, v’,

! = - - =
(410) { v - ’U**+/L* [U U*+2 <U* U,V> V] U**+M*w0,

Ve = U — P[0 =0+ 2 (Ve — 0, V) V] = V4 — pwo,
with o € §2. In other words, for any v € S?, we set

V — Uk

(4.11) U=v_v*+2<v*_v,u>1/:(7fcosq’>+72’sin¢) sin 6 + cos b,
w w

and that indeed defines o € S? and next ¢ € [0,2x], 6 € [0,7]. Here, (77,73, ¥=%) is the direct
orthonormal basis of R? such that (v,.,73) = 0.

Note also that cos® = sin(f/2). Indeed, on one hand © € [0,7/2] is the angle between v — v and
¥ — Usi (0Or v, — 0" and vy — V44 ). On the other hand, € € [0, 7] is that between v — v, and v/ — v,
(or between v, — Uy and v}, — Vix).

We now perform first the change of variables v — ¢ in the integral expression (4.8) of K,,, observing
that do = 2 cos © dv and next, the substitution o — (6, ¢), observing that do = sin 6 df d¢, and
we obtain

aB(yvy*;COSG) nn \n n n
412)K0 (Y, y«) = — A w) T Ok
@Ky = [ EECED) ey () £ - ey do

™ 27
- / ap(y,ys;sin(0/2)) cos(6/2) [ {(EN+ (&) —E™ =&} do| db
0 0
where now v and v} are defined with the help of the new parameterization (4.10), (4.11).

Step 2. The Povzner Lemma. Our aim is now to check that for any y,y. € Y and 6 € [0, 7],

1 27

(4.13) (ENVH(EN?—E2—E2Ydp < —pp.sin®0(E2 + £2)

ar Jo
8 o] [v[ (€ + &) + 26 ppn EEs,
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while
1 27

4.14 —

(EV+ (&) - -&Ede < 4mPplol’|v.| + 15mp®|v]*[v.|?
F15ma i [v.| of? + 4mP o o].

We will only prove (4.13), because the proof of (4.14) uses exactly the same arguments. In this
whole step, we fix y and y. and 6 € [0, 7], and we define a to be the angle between the vectors v
and v,. We also introduce the coordinates (&, 7, () in the orthonormal basis (77, 73, (v — v.)/w) of
R3. Hence the coordinates of v, v, and v, are

Vi =1 (0,0,C0), v =(£0,0,C0 + psw), v« = (0,0, — pw),
so that
(4.15) [0 = [vasl® + (w)? + 200w, [a]? = |vael® + (pw)? = 2Gopw.
Since o = (sin  cos ¢, sin f sin ¢, cos §), we deduce from (4.10), (4.11)

|02 = |vsn |2 + (pew)? + 2p5w(Co cos B + & sin 0 cos ),
(4.16) VL2 = [vss|* + (pw)? — 2pw(Co cos O + & sin 6 cos ).

Gathering (4.15) and (4.16), we get

V)2 = |u]? 4 2pa (wCo)(cos @ — 1) + 2. (wép) sin O cos ¢,
L2 = Jue)? = 2u(wlo)(cos @ — 1) — 2u(wéy) sin b cos @,
and then
(4.17) E = &+ a2wy)(cosd — 1) + 2ha(wéy) sinfcosp =: £ + A,
‘ E = & —p2wlp)(cosh — 1) — 2a(w&p) sinhcosp =: E, — A.
We remark that
(4.18) wép = |v||vy| sin a,

since both quantities equal twice the area of the triangle (Ovv,), and
1
419)  wlo = (o] = vul” + (07 = p2)w?) = plol® = pafval® = (g = ) olv.] cos e,

since p1® =2 = (e pra) (= pin) = pr—p, 1Hpr—prue = 240, 14— = 2p1, and (v, 0,) = [v[|v.] cos a.
We also remark that, with the notations introduced in (4.17),
(4.20) (ED? 4 (£ -2 -2 =242 +2(€ - &) A.

*

Using that fozw 2 cos? pdp = fo% dp = 2 while f027r cos pdp = 0, we obtain

azy  [EreEr-e - e
=4(1)%(wéo)?(1 — cos 0)? — 2f(wlp) (€ — &) (1 — cos B) + 23> (wép)? sin? 6.

Using now (4.18) and (4.19), we deduce that

27

(422 [E + (€~ €~ €5 = 5(,0,6) + S(ye,.)
0
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where

(4.23)  S(y,ys,0) = =2|v|*mufi(1 — cos O)[1 — 2. (1 — cos )]
2003 v [m(p — ps) (1 — cos ) cos al — dpps (1 — cos 0)]
+o]?[ve 2 a2 [2(1 — cos §) + sin® Osin? o + 2(1 — cos 0)2{ (1 — ps)? cos @ — 2pupe }].

We observe that 4pp,. < 1, so that

1 1
(4.24) [1 — 2up2.(1 = cos)| > 1= 5 (1= cost) = - (1+cosb).
We thus deduce that
(4.25) Sy, s, 0) < —|v|*muj(1 — cos)(1 + cos )

8Juf o + 13[0 v 2.
Finally, (4.13) follows from (4.25) and (4.22).

Step 3. Conclusion. First note that with our new parameterization (see Step 1),

ap(y,ys) = /SaB(y7y*,cos®)du
2

T 2
/ a0 [ dpas(y,y.,sin(8/2)) cos(6/2)
0 0

= 27r/07r ap(y, y«, sin(6/2)) cos(0/2)do.

Gathering now (4.13) (where we neglect the nonpositive term), (4.12), and using the bound (1.18),
we deduce that

(4.26)  Ka(y,y.) < Ca(l+m+m)(1+[v] +[o.])

2,2 2 2

m?m m’m . mm

x § o |vu]® + ————|v[*|v.| + Gl
(m + m.) m 4+ m., m 4+ m,

for some the constant C4 depending only on A. Recalling (4.7), a tedious but straightforward
computation allows us to conclude that (4.5) holds, using essentially some symmetry arguments
and the facts that mm./(m + m,) < m and mm./(m + m,) < m,.

We omit the proof of (4.6), since it uses the same arguments, making use of (4.14) instead of (4.13).
o

As an immediate consequence of Lemmas 4.2 and 4.3, we obtain the following a priori bounds for
the solutions of (4.1). We omit the proof since it follows the same line as that of Corollary 3.5.

Corollary 4.4 A solution f to (4.1) satisfies, at least formally, for any T,

(4.27) for z=2 and 3 finky € LNY)  implies E,Jqu)]/ ft,y) kzdy < Cr,
11y

where the constant Cr , depends only on T, ||fm\|L]1c and on A.

z 7
B

Proof of Theorem 2.2. It follows line by line Subsection 3.3. It suffices to use of Corollary 4.4
instead of Corollary 3.5, and to use the computation of Lemma 4.1 instead of that of Lemma 3.1.
(]
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4.3 Long time behavior

The aim of this subsection is to prove Theorem 2.3. We start giving a more accurate version of
the first estimate on the weight integral of the collision term @ stated in Lemma 4.2.

Lemma 4.5 In addition to the current assumptions on apg, suppose the structure hypothesis (2.19),
and fir mg > 0 and my > 0. For any measurable function h :' Y — Ry such that h = 0 for a.e.
m € (0,mg), p € R? and Iy Yimo<memih(y)dy > k1 > 0, there holds

(4.28) / Qp(h)Edy < Cy — 02/ h &% dy,
Y Y

where Cq,Cy are positive constants depending only on ag, on fY h(1+m?+m® 4 +&)dy and
on Ki, Mo, M1q.

Proof of Lemma 4.5. In the whole proof, an adapted constant is a constant depending only on
the quantities allowed in the statement. Its value of it may change from one line to another.

We come back to the proof of Lemma 4.3. Using (4.7) with n = 2, taking into account the negative
contribution in the Povzner inequality (4.13), and using finally (2.19), we easily obtain, for some
positive constant C'4 depending only on A (see (1.18)),

(4.29)/YQB(h)52 dy < CAfy(m*+m+5)hdy/y(m*2+m2+52)hdy

/2
/ sin® 6§ cos(0/2)1) d@/ / i E2(mm, )’ v — v, |hh. dydys,
0
= Il — IQ.

First, one easily obtains the existence of an adapted constant C' such that

(4.30) L<C {1 +/ 52hdy}.
Y

Next, since |v — vi| > |v| — |v|, we get, for some adapted constants C' > 0, ¢ > 0,

m3+6m

———|v|°hh.dydy, — C « [P dydy,
o [ by, [ [T i dyy
=: J1*J2.

(431) I

Y

Since h vanishes for m < myg, and since m?’|v| < m~! +m + &,

C/ 52hdy/ m2 v, | hydys,
Y Y

c/ (mg* +m+5)hdy/ Ezhdy:C/ E2hdy.
Y Y Y

(4.32) o

IN

IN

Since for all m > mg, all mg < m, < my, m+ m,. < m(1+my/mo),

C
4.33 J o> — 1+6 5hd/ 1+0q h.dy.
( ) 1 = (1+m1/m0)2/ym ‘1}| Yy Ym* {mo<m,<m1} Y

c/ m' [P hdy.
Y

Finally, by the Young inequality, we deduce that for all £ > 0,

Vv

1
(434) mQ |U|4 < 64/57”‘1—4-5 |U|5 + = ,'n6—457
S
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so that

_c 2 __ ¢ 6—46
(4.35) J > 54/5/)/5 hdy E5+4/5Lm hdy.

Gathering all the above inequalities and choosing € small enough allows us to conclude the proof. O

In the following statement, we gather all the estimates we are able to obtain for the solution f to
the Boltzmann equation and which are relevant to study the long time asymptotic.

Lemma 4.6 Under the hypothesis of Theorem 2.3, the solution f to the Boltzmann equation (4.1)
associated to fi, satisfies (2.22) and

(4.36) sup/ fty) (m™ +m+E+E%)dy < oo,
Y

t>0

from which we deduce

(4.37) /OOC Di.p(f(t,.)dt < co.

Proof of Lemma 4.6. We start proving that (2.22) holds. We just sketch the proof, and we
refer to [2] for details. We first consider the solution f; to the Boltzmann equation (4.1) with rate
afg = ap A £ and initial condition fn = fin + 071 M where M is the Maxwellian (2.24). On the
truncated equation we may prove that for some constant Cy, fo(t,.) > ¢~ M exp(—C,T) for any
t € (0,T). Thus |log fi| < Cpr & on [0,T], and we may choose 3(x) = h(z) = zlogz in (2.16),

and deduce the following strong H-Theorem

t !l
sy )+ [ L[ ][R - 5 o 2 gy ds = (1)

Passing to the limit when £ — co we get that the resulting limit f satisfies the weak version (2.22)
of the H-Theorem.

Next, we recall that from Lemma 4.2 we have yet (m~! +m?2 + &) f € L*([0,00), L') and that f
satisfies (4.4). Using the conservation of mass distribution and of energy (see (2.17) and (2.18)),
we deduce that one may apply Lemma 4.6 to h = f(¢,.), the constants C; > 0 and C3 > 0 being
time-independent. Applying (2.16) with ¢ = £? (and 8(z) = x) and using (4.28), we deduce that

(4.39) G [ Ery=ci-ca [ eay.
Y Y

from which (4.36) follows. We finally prove (4.37). From the weak H-Theorem (2.22), we have for
any T'> 0

T

(4400 Dh,B(f(ta )) dt < H(fzn) - H(f(T7 )) < H(fzn) - A f(Ta y) 1nf(T7 y) 1{f(T,y)§1} dy

It thus suffices to check that — fY f(T,y) In f(T,y) 1{(7,4)<1} dy is bounded by a constant not
depending on T'. The set {f(T,y) < 1} may be decomposed into two parts, namely {f(7T,y) <
1} = {f(T,y) < exp(—2/m — 2m — 2E)} U {exp(—2/m — 2m — 2&) < f(T,y) < 1}. Using the
elementary inequality —slns < 44/s on [0,1] for the first subset and just that s — —1Ins is a
decreasing function for the second subset, we obtain

(4.41) —/ J(Ty) I f(T,y) Ly pryy<ay dy
Y
< —/ F(Toy) In f(T,y) Lipor,yy<e—2/m—2m—2e) dy
Y
- / T, ) 10 F(Tyy) L psimam e < o721y
Y

2
§4/ e_l/m_m_gdy—k/ f(T,y) (+2m+25> dy.
Y Y m
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We conclude gathering (4.36), (4.40) and (4.41). 0o

We end the preliminary steps for the proof of Theorem 2.3 by the following functional characteri-
zation of Maxwellian functions..

Lemma 4.7 1. Consider a nonnegative function g € L*(R3; (1 + |v|?) dv) such that
(4.42) dq.=gg. forae v, €R® veS?

where v and v, are defined by (1.5) with m = m,. Then g is a Mazwellian, i.e. there exist some
constants vg € R3, o € (0,00), and v € [0,00) such that for a.e. v € R3,

_ ¥ _ \U*'go\z
(4.43) g(v) = o) e~ 2 .

2. Consider a nonnegative function f € L*(Y;(1+ &) dy) such that

(4.44) f'fi=ff. forae yuy., €Y, ves?

where y' = (m,mv’) and y, = (m., mv)) with v' and v, defined by (1.5). Then f is a mass-
dependent Mazwellian, i.e. there exist a function 0 < v € Ll((O )), a constant vy € R?, and a
constant o € (0,00) such that for a.e. y €Y,

Ip—muvg|?

y(m)
(4.45) f(y):We s

Proof Lemma 4.7-1. Although the proof of this result has been yet established, see [17, 38, 2],
we present here the sketch of an alternative (but very similar) proof, that we split into four steps.

Of course, we may assume that fR3 gdv > 0, otherwise, we just set v = 0.
Step 1. Let us define for any € > 0

1 z 1 2
= z = —l=1/2
pa(z) T €3p< ) ’ p(Z) - 27_‘_)3/2 € ’

[ora=1 [ eo@riz=o. [ | oy =2
R3 R3 R3

We then define g. := g x p. € C°°(R?) and we realize that

(4.46) / (2)dx = / o(2)d, / 20.(2) dz = /]R 2g(z)d
/ |2|? g(z dz—/ |22 g(2) dz + 3¢2.

Furthermore, g. still satisfies (4.42). Indeed, using (4.42) (for g), and then the substitution
(W', wl) = (w,ws),

so that

Je Jex = // g(w.) exp{—(lw — v|? + |w, — v.|?)} dwdw.
R3JR3
= // 1) exp{—(Jw — v|? + |ws — v4]?)} dwduw.
R3JR3
= [ [ stw)gw) esp{~(lu — v + ul — 0. )} dudi = o.
R3JR3

since, a straightforward computation leads to |w’ — v|? + |w), — v,|? = |w — V|2 + |w, — V}|?.
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Step 2. Let v, v, be fixed. Recall the parameterization (4.10), (4.11) of v/, v, (with here m = m..).
Note that for all ¢ € [0,27], vp = (77 cosp+ T3 sing) L (v —w,), and that ¢ € [0,27] — vy € {z €
R3, |2| =1, 2 L v —v,} is a bijection. We thus deduce, since g. satisfies (4.42), that for any vg,
any 0 € [0, 7],

F(0) :=g. (v—;v* 4+ _2U* cosf + |v_2v*|uosir10>

U+ Uy UV — Uy U — Uy :
ng( 5 3 cos&—| 5 |1/Osm9>=95(v)gs(v*)'

Since furthermore g. is smooth, we deduce that F’(0) = 0 and thus
(4.47) Vg €S% vy Lv—uv., (g:(v:)Vge(v) — g-(v)Vge(vs), 1) = 0.

Step 3. First note that g. does not vanish since that suppp. = R® and g # 0. Thus, one may
define h. :=log g., and (4.47) becomes, for all v, v,,

(4.48) Vg €S2 vy Lv—w,, (Vhe(v)—Vhe(v.), 1) =0.

We may deduce by an elementary differential calculus (see [14]) that there exists a,c € R, b € R3
such that h.(v) = a|v|? + (b,v) + ¢. Therefore g. = exp(a|v|? + (b,v) + ¢) on R3.

Step 4. Identifying the constants a, b and ¢, there holds

Ve _lv—ve?
4.49 () = — 5l
(1.49) ) = e
with .
(4.50) %Z/ gedv, vE:/ gevdv, o0 = f/ ge|v|*dv.
R3 R3 3 Jgrs

On the one hand, we know that g. = g * p. tends to g in L'. On the other hand, it is clear from
_ lv—vol

(4.49) and (4.46) that g. tends to W e~ 2 a.e., where o, p, vy are defined by (4.50) with
€ = 0. This concludes the proof. (]

Proof of Lemma 4.7-2. Let us set O = {m, [ f(m,p)dp > 0}. Note that for m ¢ O, (4.45)
holds, choosing v(m) = 0. The functional equation (4.44) with m = m, € O and (4.43) imply that
for any m € O, there exist 4(m), 6(m) and 99(m) such that

A(m) _lo—sgm)|?

f(mv mv) = W e 25 (m)

which can be written, using other functions v(m), o(m) and vo(m),

y(m)  -leomoeo®
(2mrmo(m))3/2 ¢

f(m,p) =
Using (4.44) with v, = 0 and using the parameterization (1.5) for v’, v}, we deduce that for all

9 %9
veS?,

lp — muo(m)* | [mavo(m.)]?

_ lp—mwo(m) = 20 (v, v) v |20 (v, v) v — mavo(ma)
mao(m) Mo (M) mao(m) myo(my)

A straightforward computation shows that

4 (v, i (—1 S ) +4<v,u>u<UO(m) - UO(m*),y> —0.

o(m) = o(my)
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We thus deduce that o(m) = o(m.) and then that vo(m) = wvg(m.) for a.e. m,m, € O. This
implies that vy and o are constant on O. (]

We are now able to present the

Proof of Theorem 2.3. Let us consider an increasing sequence (tp)n>1, t, — 00 and put
fu(t,.) == f(t +tp,.) for t € [0,T] and n > 1. We realize, from (2.17), (2.22) and (4.36), that for
all T,

fn is bounded in LOO([O’T);L}% NL'log L)

and then, using the fact that f solves the Boltzmann equation, that (4.1),

/ fn(t,y) ¥ (y)dy is bounded in BV (0,T)
Y

for any ¢ € L>°(Y'). Therefore, up to the extraction of a subsequence, there exists I' € C([0,T); Ly, )
such that

(4.51)  fu =T weakly in L'((0,T) xY) and /an(t»y) P(y)dy — /Yf(t,y) ¥(y) dy in C([0,T)),

for any function t» on Y such that [¢] kgl € L*(Y). On the one hand, the above convergence is
strong enough in order to pass to the semi-inferior limit as follows

T T e}
/ DhyB(F(t, )) dt S lim inf Dh,B(fn(ta )) dt § lim DhyB(f(S, )) ds = 0,
0

n

where, for the last equality, we have used (4.37). We deduce that for each ¢, I'(¢,.) satisfies the
functional relation (4.44) and then, Lemma 4.7 implies that I'(¢, .) is a mass-dependent Maxwellian
function.

On the other hand, from (4.51) and (2.17) we have
[ rgysmdy = [ fnotm
Y Y
for any bounded measurable function ¢ : (0,00) +— R, so that, with the notations of (2.25),
/ T(t,y)dp = p(m) Vm >0andVte (0,T).
R3

We also have, from (4.51), (2.17) and (2.18), that for any ¢ € (0,7

/Yl“(t»y)pdyz/yfmpdyz(h /}/F(t7y)5dy=/yfm5dy:3(/Ooop(m)dm) z.

One easily concludes that for all ¢, I'(t) = M, where M is the Maxwellian defined in (2.24). Hence
the I" does not depend on ¢ nor on the sequence (t,), so that we may conclude (2.23). 0o

5 The mass-dependent Granular media equation

In this section we sketch the proof of Theorems 2.4 and 2.5. The main difficulty, compared to the
Boltzmann elastic equation, is to extend the Povzner inequality to this inelastic context. We thus
consider the inelastic Boltzmann equation

(5.1) A = Q) on (0,09)x Y, [(0.)= fin on V.
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where Q¢ is given by (1.10). We assume in the whole section that ag =0, ag =0, (1.18), (1.21),
(1.23), and we consider an initial condition satisfying (1.28) with k = kp defined in (1.29). We
recall that ag and Eg were defined in (1.24) and (1.23).

All the statements we present below also hold replacing Q¢(f) by Qs (f) + Qa(f) in the RHS of
(5.1). This follows without difficulty gathering the arguments of the preceding section with those
introduced below.

5.1 Uniqueness

We start with uniqueness.

Lemma 5.1 Assume that ag and k are two nonnegative measurable functions on Y? x S? x (0,1)
and Y respectively, such that the symmetry condition (1.9) holds, and such that for any y,y« € Y,
any v € S?, e € (0,1),

1
(5.2) 0<ag = / / acgdedv < kk, and k' +k!—k—k,<O.
s2.Jo
Then there exists at most one solution f to (5.1) such that for all T > 0, f € C([0,T);L}) N
L>=([0,T); L}2).

The proof is a fair copy of that of Lemma 4.1. Note that here again, one may choose k = kp
defined in (1.29) under (1.18), so that the uniqueness part of Theorem 2.4 follows.

5.2 A priori estimates and existence

We next state the conservations for such an equation.

Lemma 5.2 A solution [ to the mass-dependent Granular equation (5.1) conserves, at least for-
mally, momentum, mass distribution (2.17) while kinetic energy decreases (2.26).

The proof is again identical to the corresponding result (Lemma 4.2) for equation (4.1).
We next present some a priori bounds for the Granular operator, which rely on a Povzner lemma.

Lemma 5.3 There exists a constant Ca, depending only on A (see (1.18)), such that for any
nonnegative measurable function h on'Y,

(5.3) /YQg(h)c‘IQdySCA/Y(m’l+m+8)hdy/y(m’2+m2+52)hdy,

(5.4) / Qa(h)E3dy < CA/ (m~ +m? +52)hdy/ (m™3 +m?® + &%) hdy.
Y Y Y

Proof of Lemma 5.3. We follow here the line of the proof of Lemma 4.3. We will only check
(5.3), the other case being treated similarly. We split the proof in several steps.

Step 1. Preliminaries. Using (2.2) with ¢(y) = £2, we deduce that

(5.5) /YQG(h)g?dy:/Y/Yhh* /Olngdydy*de

where
(56) ’C2(y7 Yy 6) = / aG(y7 Yxs COS@v 6) {(61/)2 + (6:)2 - 52 - 53} dv.
52
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Here v" and v are defined from v, v, and v, e with the help of (1.7) and © has been defined by
(1.22). We introduce a new parameterization of post collisional velocities, in the same spirit as in
the elastic case. An easy computation shows that one may write

(5.7) V' = Vg + Awo, U = vy — Apwo,

with

(58) A= (1—(1—¢*)cos’ @)1/2 €(0,1), o=x""! <v—v* + (14 e)cos @1/) € 52,

w

Considering the direct orthonormal basis (77,73, *=*=) of R3 such that (v..,73) = 0, we may
parameterize o in this basis, writing

UV — Uk

(5.9) o= (7 cosp+ T3 sing) sinf + cos 6,
Performing the substitution v +— (6, ¢), we get
Asinfdo  [*7

(510) K2(ya Yxs 8) = / aG(ya Yx, COS @7 6) d¢{(8/l)2 + (gi/)2 - 52 - 53}
0

(I+e)cos®© Jy

where now v” and v} are defined by (5.7).

Step 2. The Povzner Lemma. As in the proof of Lemma 4.3, we denote by v.. = (£,0,(y) the

coordinates of v, in the basis (77, 73, “-*). Then one easily checks that
(511) v = (50707<0+,U*w)7 Vs = (6070740_,““))7

V" = (& + Msw cos ¢ sin O, A\, w sin ¢ sin 6, (o + Apw cos 6),
v = (&9 — Mew cos ¢ sin 0, —Ap,w sin ¢ sin 6, (o — A\psw cos 0).

Then, a straightforward computation shows that
E"=E— . B+ A, El'=& —nuB- A,

where, a standing the angle between v and v,, and noting that (4.18) and (4.19) still hold,

(5.12) B:=(1-M)aw® = (1= M) a[|v] + |v.]* = 2|v||vs| cosal,
and
(5.13) A = =2p(1 — AcosB)(wlp) + 2aA(wEp) cos ¢ sin O

= 2ol — plo.l? — (u— )il cosa] (1 — A cos6)
+2A|v||vs| sin o sin 6 cos ¢.

We deduce that

(" + (L) — €% — 2
=B? (1 + p2) — 2B(us 4 pE) +2A% +2A (€ — B — E, + uB).

A tedious computation using that fo%r cos pd¢ = 0, while fo% cos? pd¢p = m shows that

1 27
(514) % ((5//)2 + (SL/)Q 752 753)(1(25: S(yay%oa)‘) +S(y*7y303 A)
0
where
(5.15) Sy, y«,0,\) = oz1|11|4 + a2|v|3|v*| + a3|v\2|v*|2,
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with
(5.16) ar = P+ E2)(1 =A% + 8% (1 — Acos6)?p? — 203 (1 — \?)
—4fmu(1 — Xcos ) — 42 (1 — Xcos 0) (i — ) (1 — A2),

(517) an = —4p*(u* 4+ p?)(1 = X*)%cosa — 16%(1 — Acos )2 u(p — 1) cos o
+47%(1 — A?) cos o + 8 (1 — Acos O) (g — px ) (1 — A?) cos v
+4m (1 — Xcos 0) (p — pux) cos o 4+ 4% (1 — Acos 0) (p — . )*(1 — A?),

(5.18) as = pA(p? 4 p) (1 = A1 4 2cos? o] + 22\ sin? acsin? @
+47%(1 — Xcos 0)2[—2pup 4+ (1 — s )% cos® a] — 2% (1 — \?)
—2(1 = Acos0) [ = 21 + pfi(p — pe) (1 = N?) + pufi(pp — ) (1 = A?)
+27(p — p)? cos® (1 — A?)].
First, a straightforward computation shows that
(5.19) s < 104mji and a3 < 57
Next, using that (1 — A\2)?2 — 2(1 — A?) < 0, and that |cosf| < 1, we get
(5.20) ay < 4%(1 — XcosO)P(N),

with P(\) := muA2(m — my) + 2dmm, — m(m + m,). But P is nonpositive on [0,1]. Indeed,

P'(A) = 0 only for A = Ag := m/(m. —m). Thus if m, < 2m, P’ does not vanish on [0, 1], so

that P(\) < max[P(0), P(1)] = max[-m(m + m.),—(m — m,)?] < 0. Next if m, > 2m, then
2

P(\) < P(\o) = 2= [(m/m.)% + (m/m.) — 1] <0 since m/m, € [0,1/2].

My —M

We finally deduce that «; is nonpositive, so that

1 2
o [ (€N +(EN? =2 = EDde < 104mifv]*[v.] + 11472 [v[*[v.]* + 104m. filv. o]
(5.21) < 1044 ve|(€ + &) + 114pp,EE..
Step 3. Conclusion. First note that, with the notations of Step 1,
Asin 0df m
5.22 X d Y, COS O, dé.
62 = [ [, [

Thus, gathering (1.18), (5.21), and (5.10), we get

(5.23) / Ka(y; yus e)de < Ca(l+m +ma)(1+ [of + [ou])(@]v][v] (€ + €) + pp.EE.).
0

As in the proof of Lemma 4.3, a tedious computation using finally (5.5) allows us to conclude that
(5.3) holds. (]

As an immediate consequence of Lemmas 5.2 and 5.3, we obtain the following a priori bounds on
the solutions of (5.1). We omit the proof since it follows the same line as that of Corollary 3.5.

Corollary 5.4 A solution [ to (5.1) satisfies, at least formally, for any T,
(5.24) for z=2 and 3 finks € LNY)  implies sup/ ft,y) ks dy < Cr,
[0,T
where the constant Cr , depends only on T, ”f"”HL;lcz and on A.
B
Proof of Theorem 2.4. It follows line by line Subsection 3.3. It suffices to use of Corollary 5.4

instead of Corollary 3.5, and to use the computation of Lemma 5.1 instead of that of Lemma 3.1.
(]
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5.3 Long time behavior

We finally give the

Proof of Theorem 2.5. We split the proof into three parts.

Proof of (2.27). Tt is based on the dissipation of kinetic energy. Let us consider an increasing
sequence (t,)n>1, tn, — 00 and put f,(¢,.) == f(t+1¢,,.) for t € [0,7] and n > 1. We then proceed
along the line of the proof of Theorem 2.7 to which we refer for details and notations. From (2.17)
and (2.26), there holds

(5.25) sup sup / fo(1+m?+ &) dy < oo.
neNte[0,T]JY

On the one hand, we deduce of (5.25) that, up to the extraction of a subsequence, there exists
I e C([0,T), M'(Y) — weak) such that (3.35) holds. On the other hand, we know from Theorem
2.4 that t — Dg c(f(t,.)) € L'([0,00)), so that

T [eS)
(5.26) / D¢ ¢(T'(t,.)) dt < liminf D¢ ¢(fn(t,.)) dt <liminf D¢ a(f(s,.))ds=0.

n

Gathering (3.35) and (5.26) we get that for all ¢t € [0,7T], all y,y. in Y,

1
2 (/ / ag (Y, ys,vse) (1 =€) (v — vy, ) dude) (¢, dy.) T(t,dy) = 0.
0 Js?
Since ag(y, y«) > 0 as soon as v # v, by assumption, we deduce that
l{v#v*}r(t7 dy*) F(tv dy) = 07
and therefore T'(t, dy) is of the shape I'(t, dy) = A(t, dm) dp—m ,, for some v; € R3. Next, observing

that |p|4/ 3 < £ + m? by the Young inequality, we may pass to the limit in the conservation laws
(2.18) thanks to (5.25), and we obtain for any ¢ € [0, T,

(5.27) vt/ m)\(t,dm):/pf(t,dy) = lim /pfn(t,y) dy=20
and

(5.28) /ooo(b(m) (t,dm) /qﬁ I'(t,dy) = lim ¢( ) (tmy)dy:/oooqﬁ(m p(m)dm

n—oo

for any ¢ € C.(0,00), where p is defined in (2.25). We first deduce of (5.28) that A(t,dm) = p(m)
for any ¢ € [0,7] and then from (5.27), since [~ m p(m)dm > 0, that v; = 0 for any t € [0, 7).
We then easily conclude the proof of (2.27).

Proof of (2.29). For any ¢ € Cy(R3), we get from (2.28) and (2.27)

[Litoewrdo= [ o(Z) mrtsdr. — o(0) [~ motm)an

and we conclude recalling that [~ mp(m)dm = 1.

Proof of (2.31). Using (2.30), the dissipation of kinetic energy (2.26) reads

(5.20) /fé‘ yf——/ mma) . dydy.

m —+ My
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Using that mm. [v — v, |* = m|v]*m. +mm.|v.|* — 2 (p, p.), and that for all ¢, [, mfdy =1 while

Jy pfdy = 0, we observe that

2/f&w://WWMwwﬁfﬁ@@*
Y YJY

1/3 146 2/3
—25 (mm.)
< (/y/y(m%—m*ﬁ(mm*)l 2 ff*dydy*> (LLW'“”*'Bff*dydy*) .

Thanks to the conservation of mass distribution,

1/3
C = (/Y/Y(m+m*)2 (mm)'=2 f f. dydy*)

does not depend on time. We finally deduce that for some K > 0,

d 3/2
— Ed -K Ed
dt/yf y < (/Yf y) ;

and we easily conclude. (]

6 The full Boltzmann equation

We now study the full equation (1.1). We thus assume in the whole section that (1.18), (1.21) and
(1.23) hold. We consider an initial condition satisfying (1.28) with k = kp defined in (1.29).

6.1 Existence and uniqueness

All the lemmas below are obtained by gathering the arguments concerning the kinetic Smoluchowski
equation, the mass dependent Boltzmann equation and the mass-dependent Granular equation.

Lemma 6.1 Assume that ap, ag and ag satisfy the symmetry conditions (1.3), (1.9), and (1.13).
Let k be a measurable map on'Y such that for all y,y, inY, all v € S? and all e € (0,1),

(6.1) ap(y, ys) + ac(y, y«) + as(y, y=) < kk,
(6.2) E+k —k—k,<0, K'+k'—k—k.<0 and ke —k—Fk,<O0.

Then there exists at most one solution f to the Boltzmann equation (1.1) such that for all T >0,

The proof is immediate using the arguments of Lemmas 3.1, 4.1, and 5.1. Since C4kp satisfies all
the required properties (for some constant C4 depending on A), the uniqueness part of Theorem
2.6 follows.

Lemma 6.2 A solution f to the Boltzmann equation (1.1) conserves (at least formally) mass and
momentum (2.32). Moreover, the dissipation of total concentration and of kinetic energy (2.33)
hold. Finally, there holds,

d
(6.3) @mevwso
for any sub-additive function 1 : (0,00) — (0,00), that is P (Mm..) < P(m) + Y (m.).

The proof follows the line of that of Lemma 3.3, and relies on the use of (2.16) and (2.1), (2.2),
and (2.4) with 8(z) = x, and with suitable choices for ¢.

Gathering the estimates proved in Lemmas 3.4, 4.3 and 5.3 with those of Lemma 6.2, we obtain
the following estimates.
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Corollary 6.3 Recall that kg was defined in (1.29). A solution f to (1.1) satisfies, at least
formally, for any T,

(6.4) for z=2 and 3 finky € L' implies Sup/ ft,y) kzdy < Cr.,
[0,71Jy

where the constant Cr , depends only on T, ||meL1 and on A (see (1.18)).

Proof of Theorem 2.6. It follows the line of Subsection 3.3, with the help of the bounds stated
in Corollary 6.3 and a convenient modification of the proof of Lemma 6.1. (]

6.2 A stochastic interpretation

We now introduce a stochastic version of equation (1.1), that contains more information about the
particles, which will be useful to study the long time behavior of solutions.

Since it is more convenient here to work with the couple of variables (m, v) rather than (m,p). We
introduce the phase space Z := (0,00) x R? of (mass, velocity) variables.

Definition 6.4 Let (2, F, (Fi)i>0, P) be a (sufficiently large) probability space. Consider a cadlag
Z-valued adapted stochastic process (Z;)i>0 = (My,Vi)i>0. Denote, for each t > 0, by Y, =
(My, My Vy), and by Qy the law of Yy, which is a probability measure on'Y.

Then (Z;)i>o ts said to solve (SDE) if the following conditions hold.

(i) M is a.s. nondecreasing, and is (0, 00)-valued, while V is R3-valued.

(it) The law Qo of Yy is given by mfin(y)dy

(iii) For any T < oo,

(6.5) E | sup (M; + |Vi])

(0,77

<oo and sup E[|V;|*] < oo.
(0,77]

(iv) There ezists three independent (Fi)i>o-adapted Poisson measures
(6.6) Ng(ds,dy,du), Ng(ds,dy,dv,du), Ng(ds,dy,dv,de,du),
on [0,00) X Y x [0,00), [0,00) x Y x S? x [0,00), [0,00) x Y x S x (0,1) x [0, 00) respectively, with

ntensity measures

(6.7) dsQs(dy)du, dsQs(dy)dvdu, dsQs(dy)dvdedu

respectively, such that a.s., for allt >0,

t o
(68) Mt = MO + / / / ml{ <aS(yS_,y)}NS(dS,dy,du),
V;f V() / / / m—|—M { <as( _ y)}NS dS dy,du)

+ Y _V—a 1 a YV N d ’d ’d ’d
/o/y/sz/o m+M,<U sms V)V {uSL B(ds,dy, dv, du)
' L (1+e)m
LT vty Nota e,
0o Jy JsyJo Jo m—l—]\/[s_< ) {ug%} ( )

This process (Z;):>0 represents the evolution of the couple of characteristics (mass, velocity) of a
typical particle. Of course, (Y;):>0 represents the evolution of the couple of characteristics (mass,
momentum) of the same typical particle. We refer to Tanaka [53], Sznitman [52], Graham-Méléard
[33] for similar stochastic interpretations of the Boltzmann equation for elastic collisions, and to
Deaconu et al. [19] and Fournier-Giet [29] for the Smoluchowski coagulation equation.
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Theorem 6.5 Assume that the conditions of Theorem 2.6 hold. Then there exists a solution
(Zi)i>0 = (My, Vi)i>0 to (SDE). This solution furthermore satisfies that for each t, the law Q; of
Y, = (Mg, MyV;) has a density h(t,m,p). Then f(t,y) = h(t,m,p)/m is the unique solution to
(1.1) such that f € C([0,T),Lj, )N LOO([O,T),L}CZB). In other words, for all bounded measurable
functions ¥ : Y — R, ¢: Y — R, anyt >0,

(69) B = /Y Sy)mi(ty)dy and  El¢(Z:)] = /Y o(m, v) mf(t,y) dy.

This result is completely unsurprising since existence holds for equation (1.1). We will only give
the main steps of the proof, since it is quite standard and tedious. We refer to [53, 52, 33, 19, 29]
for detailed proofs of similar results.

Sketch of proof of Theorem 6.5. We first assume in this proof that
(6.10) fin € L;SB .

Step 1. The result of Theorem 6.5 holds if the rates ap, ag, and ag are bounded. Indeed, the ex-
istence of a solution (Z;):>o can be obtained immediately by using the ezact simulation technic of
Fournier-Giet [29]. The obtained solution clearly satisfies the moment properties that for all 7' > 0,

E |supp 71 (M; % + M2|Vi|?)| < oo, since (6.10) ensures that E [(M;? 4+ Mg|Vp|?)] < oo. Using
such inequalities, one may prove that for each ¢ > 0, the law of Y; has a density h(t,y). Setting
f(t,y) = h(t,y)/m, the above finite expectation ensures that f € C([0,T), Ly, ) N L>®([0,T), Ly ).

B
Finally, the fact that f solves (1.1) (or rather its weak form (2.14)) follows from a fair computation
involving the It6 formula for jump processes.

Step 2. We thus consider a sequence of solutions (Z})¢>o associated with the rates aly = ap A,
alG =agNl, and als = ag Al, and with an initial condition f;, satisfying (6.10). We also denote by
g' the corresponding solution to (1.1) (that is, the law of Y} is given, for each ¢, by mg!(¢,y)dmdp).
Using stochastic versions of the estimates obtained in Lemmas 3.4, 4.3, 5.3 and 6.2, one can check
that the sequence (Z});>o satisfies the Aldous criterion for tightness (see Jacod Shiryaev [34]).
Hence one may find a limiting process (Z;);>0. Martingale technic allow to show that process

(Zi)t>0 solves (SDE) with the rates (without cutoff) ap,ag,as.

Step 3. The fact that for each ¢t > 0, the law @; of Z; has a density can be obtained from the

proof of Theorem 2.6. Indeed, we have built (Z;);>0 as the limit of (Z});>0. Recall that for each

t, the density of Z! is given by mg'(t,y). Following the proof of Theorem 2.6, we realize that

the sequence g'(t,y) is Cauchy in C([0,T), L ) N L>([0,T), Ly, ). Hence its limit g(z,.) is still a
B

function. The law of Z; is thus mg(¢, y)dy, g being the unique solution to (1.1).

Step 4. Finally, the extension to initial conditions f;, satisfying only (1.28) can be obtained by
using some approximations, as in the proof of Theorem 2.6. (]

6.3 Long time behavior

We are finally able to prove that the solution f to (1.1) built in Theorem 2.6 tends to 0 in L!
under the assumptions of Theorem 2.7. To this aim, we will in fact prove that M; tends a.s. to
infinity where (Z;)¢>0 = (M, Vi)i>0 is a solution to (SDE) associated to f thanks to Theorem 6.5.

The main tools of the proof are the dissipations of the total concentration and kinetic energy

(2.34) which can be written, recalling (2.36) and the expressions (2.7), (2.9), (2.10) of Dy s(f) +
Deg s(f) + De a(f),

(f)
(6.11) /000 dt/}//yff*asdydy* < 0, /000 dt/y/yff*@m@ldydy* < 0.
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where @jne; = aEine;. We next remark the following fact.
Lemma 6.6 Almost surely, My, = lim;_, oo M; exists as an element of (0,00) U {o0}.

The proof is obvious, since M is a nondecreasing process.

We now introduce some notation. We denote by J;° (resp. JP and J&) the number of coalescing
(resp. elastic and inelastic) collisions endured by our typical particle before ¢t. In other words,

t 0o
Jf = / / / 1{u§as(y7ys,)/m}NS(d8adyadu)a
0o JY JO

t e}
I = / / / / Lugan(y, Yoo ) /my NE (ds, dy, dv, du),
0 JY JS2Jo
t 1 oo
JtG = / / / / / 1{USGG(CL}7Y5— ,V,e))/m}NG (dS, dy, dl/, de, du)
0 JY JS, JO 0

Note that J% + JB + J¢ counts the number of jumps of {Z;};>¢, that is, JZ + JZ + J& =
>s<t Laz, 0}

Lemma 6.7 The following estimates on the number of collisions hold: for any mg € (0, 00),
(6.12) E [ <mp{Je + JE + IS} < oo

Consequently, {My, < mo} C {JS + JB +JG < oo} a.s. for any my € (0,00), and then
(6.13) PlJS 4+ J8 + 7S < o0] > P[My, < my).

Proof of Lemma 6.7. Since M is nonincreasing, and since the intensity measure of Ng is given
by m f(s,y) dudyds,

E{l{Moxmo}/o /Y/O 1{u<as<YS,y>/m}Ns(d5,d%du)]

o0 [e%e]
= E{/ // 1{Ms—5m0}1{USas(Y._-,y)/m}Ns(dS7dy7du)]
0 YJO
- / /y/ B [1gar, <moy Vugas (Vi) /my] mf(s,y) dudyds
0 0
[ee]
- /LE[l{AISSmO}as(K7y)] f(s,y) dyds
0
<

mokl {/0 ds/yasﬁ’y)f(s,y)dy}
= mo/o ds/y/yWm*f(s,y*)f(s,y)dydy* < 00.

We used here that the law of Y; is mf(¢,y)dy, and the first dissipation inequality in (6.11). Next,
using the same arguments,

E [Lia <mo}JZ]

IN

EUO ds[/1{M5§m0}<‘zB(Y;,y)f(s,y)dy}

| ds [ ] . cmoymeantun. o) F .05 v dudy.

0 Y JY

Ao/ dS/ / Qinel (Ys> ) f(5,9) f (8, yx)dydys < oo,
0 Y JY

IN
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where we used (2.35) and (6.11). The same computation allows us to obtain the same bound for
E [1{ar.<moyJS)], and that concludes the proof of (6.12). Inequality (6.13) then directly follows
from (6.12). o
We are finally able to prove our main result.

Proof of Theorem 2.7. We argue by contradiction and we thus assume

(6.14) P[M, < 0] > 0.

Step 1. The assumption (6.14) ensures that there exists mg € (0, 00) such that P[M,, < mg] > 0.
Denoting by 7 the last time of jump of (Y;);>0, we deduce from (6.13) that

Plr < o0] = P[JL + JE + JS < 00] > P[Mo < myg] > 0.
Therefore, we have proved that under assumption (6.14), there exists a time g, such that

(6.15) Plfor all t > to, Y; = Y] > 0.

Step 2. We now deduce from (6.15) that there exists a nonnegative function go on Y such that

(6.16) fty) = goly) VE>to, ae.yeY and /gawwmy>a
Y

Let consider the nonnegative measure I'(dy) on Y defined by

(6.17) I'(A)=P[Y:, € Aand Yy = Y3, t > to].

On the one hand, I'(A) < P(Y;, € A) = [, m f(to,y) dy for any measurable set A C Y, which
means I' << m f(to, y) dy, and the Radon-Nykodim Theorem ensures that I'(dy) = m go(y) dy for

some go € L*(Y;mdy). On the other hand, [, mgody = T(Y) = P(Y; = Y, for all t > to) > 0
from (6.15). Finally, for any measurable set A C Y and any t > to, there holds

/mfty)dy— P(Y,c A)>T(A /mgo
and (6.16) follows.
Step 3. The lower bound (6.16) ensures that
(618) Vit >t Dl,S(f(ta )) > D175(go) > 0,
the last strict inequality following from the fact that gg does not identically vanish and from the
positivity condition (2.37). The lower bound (6.18) obviously contradicts the fact that Dy s(f) €
L'([0,0)). We then conclude that (6.14) does not hold and therefore M., = oo a.s or, equivalently,

1/M; — 0 a.s. when t goes to the infinity. Finally, since M is a nondecreasing process and since
E[1/My) = fy findy < 0o, we deduce from the Lebesgue Theorem that

ﬁjwwszWM]raa

— 00
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7 On explicit solutions

We present in this section a class of more or less explicit solutions to the Boltzmann equation for
elastic and coalescing collisions.

Proposition 7.8 Assume that ag = 0, that ag and ag meet (1.18), (1.21), (1.23). Assume also
that ag depends only on the mass variables

(7.19) as(y,ys) = as(m,m.).

Consider a solution c(t,m) : [0,00) x (0,00) — (0,00) to the classical Smoluchowski equation

gc(t, m) =

(1200 o

m
/ as(my, m —my)c(t, my)c(t,m — my)dm.,
0

DN | =

/000 as(m,my)c(t,m)c(t,m,)dm., (t,m) € (0,00) x (0, 00).

Then the function f(t,m,p) : [0,00) x (0,00) x R3 s (0,00) defined by

o~ Ipl?/2m

(7.21) ft,m,p) = C(tvm)m

solves the Boltzmann equation for elastic and coalescing collisions

(7.22) O P = Q)+ Qs (tm.p) € (0,00) x (0,00) x B,

Since in specific cases, explicit solutions to the Smoluchowski equations are known (see e.g. Aldous,
[1]), we obtain in the next corollary some particular examples.

Corollary 7.9 Assume that ag =0 and that ag and meets (1.18), (1.21), (1.23). Then
(i) if as(y,y«) =1, then

(7.23) ft,m,p) = t46 o /tm

o~ Ipl?/2m

solves the Boltzmann equation for elastic and coalescing collisions (7.22).
(it) if as(y,y«) = m + my, then

—|p|?/2m
(724) f(t,m,p) _ 1 67tm73/2678_2tm/2 e [pl*/

V2r (2mm)3/2

solves the Boltzmann equation for elastic and coalescing collisions (7.22).

Besides its own interest, Proposition 7.8 might allow to go one step further in the long time be-
havior study of general solutions to (7.22). One would expect that any solution to (7.22) behaves
as (7.21) for large times. We are far from being able to show such a result.

Note that expression (7.21) is quite unsurprising: since ag does not depend on the velocity vari-
ables and since elastic collisions do not act on masses, it is clear that a solution f to (7.22) satisfies
f]R3 ft,m,p)dp = c(t,m). Then the fact that given its mass m, a particle has a Gaussian (or
Maxwelhan) momentum with variance m is reasonable. On one hand, Gaussian distributions are
stationary along elastic collisions. On the other hand, Gaussian distributions are stable under
coalescence: adding two Gaussian random variables with variances m and m, produces a new
Gaussian random variable with variance m + m..
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Proof of Proposition 7.8. Let thus f be defined by (7.21). First of all recall that Maxwellian
functions are steady states for the Boltzmann equations for elastic collisions. In other words, for
all t, all y,y, in Y and all v in S?, ff. = f'f.. This implies that for all t > 0, (see (1.4))

(7.25)

Next,

(7.26)

QRs(f(t,.)=0.
a fair computation using the fact that ¢ solves (7.20) shows that for all ¢t > 0, all y € Y,

elol?/2m g
(t m p) = (27Tm)3/2 ac(t,m)

e—IpI*/2m 1

0
ot

/ ag(ma, m —my)c(t,my)e(t,m — m,)dm,
0

(27m)3/2 2
e—IpI?/2m  poo
_(27rm)3/2/0 as(m,my)c(t, m)e(t, m.)dm..
But well-known facts about convolution of Gauusian distributions show that one may write, for
My < M
~Ipl?/2m —|p«|?/2my o—|p—p:|?/2(m—m.)
(7.27) S :/ ‘ ‘ dp.,
(27m)3/2 s (2mmy)3/2 (2m(m — my))3/2

and, for m, > 0,

(7.28)

et lt/2m.
_ /R Gy e

We thus get

(7.29)

see (1.

a ]_ m e_‘p*|2/2m*
o ftm,p) = */ / ag(ma, m —m)e(t,m.) ————-7
8t 2 0 R3

(@rm. )37
ei‘pfp* |2/2(m7m*)
(2m(m —m,))3/2

o0 o—Ip1?/2m o—lp.12/2m.
/O Ag as m,m*)c(t,m)mc(t,m*)de*dp*

c(t,m — my

dmdp,

/ / aS My, M — m*)f(tvm*yp*)f(tam — M, P — p*)dm*dp*
0 R3

N | =

/ / as(m,m.) f(t,m,p) f(t, M., p«)dm.dp.
o Jrs
= Qs(f(t,.))(m,v),
14). Gathering (7.29) and (7.25) allows to conclude that (7.22) holds. (]
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