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Chapter 2 - Transport equation : characteristics method
and DiPerna-Lions renormalization theory

1 Introduction (October 2nd, 2013)

We consider the PDE (transport equation)
(1.1) of=Af=—a(x) -Vf(x) in (0,00) xR
that we complement by an initial condition
f(0,2) = fo(z) in R
We assume that the drift force field satisfies
a € CYRY) N W= (RY)
(a globally Lipschitz would be suitable) and that the initial datum satisfies

(1.2) fo € LP(R?), 1 < p < oo.

We prove that there exists a unique solution in the renormalization sense to the transport equation
(1.1) associated to the initial datum fo.

2 Characteristics method and existence of solutions

2.1 Smooth initial datum.

As a first step we consider fo € C1(R?%R).
Thanks to the Cauchy-Lipschitz theorem on ODE, we know that for any 2 € R? the equation

(2.1) #(t) = a(x(t), =(0) =z,

admits a unique solution ¢ > z(t) = ®;(z) € C*(R;R?). Moreover, for any ¢ > 0, the vectors valued
function ®; : RY — R? is a C'-diffeomorphism and the application Ry x R? — Re (¢, z) — ®;(z)
is globally Lipschitz.

The characteristics method makes possible to build a solution to the transport equation (1.1
thanks to the solutions (characteristics) of the above ODE problem.

We start with a simple case. Assuming fo € C*(R%;R), we define the function f € C*(R x R%;R)
(2.2) Vt>0, Vo e R f(t,x) = fo(®7 (x)).
From the associated implicit equation f(t, ®:(z)) = fo(x), we deduce
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The above equation holding true for any ¢ > 0 and = € R? and the function ®; mapping R? onto
R? we deduce that f € C1((0,T) x R?) satisfies the transport equation (T.1)) in the sense of the
classical differential calculus.

If furtheremore fu € CL(R?), by using that |®;(z) — x| < Lt for any x € R%, ¢ > 0 we deduce
that f(t) € CL(R?) for any ¢t > 0, with supp f(¢) C supp fo + B(0, Lt). In other words, transport
occurs with finite speed : that makes a great difference with the instantaneous positivity of solution
(related of a “infinite speed” of propagation of particles) known for the heat equation and more
generally for parabolic equations.

Exercise 2.1 Make explicit the construction and formulas in the three following cases :
(1) a(z) = a € R? is a constant vector.

(2) a(zx) =

(3) a(z) = v, fo = fo(z,v) € CHRY x R?) and we look for a solution f = f(t,z,v) € C*((0,00) x
R? x RY).

(4) Prove that (S;) is a group on C(R?), where

(2.3) Vfoe C(RY, VteR, Vo € RY (Sifo)(x) = f(t,x) := fo(P;(z)).

(5) Repeat a similar construction in the case of a time depending drift force field a = a(t,z) €
CL([0,T] x R?) and for the transport equation with a gain source term added at the RHS of (L.1]).

2.2 [P initial datum.

As a second step we want to generalize the construction of solutions to more general initial data as
announced in (1.2]). We observe that at least formally the following computation holds for a given
positive solution f of the transport equation (1.1]) :

d

— fPde = /thpda::/ pfPLo.f dx
dt R4 R4 R4

= /pfp_lwvmda::/ a(x) -V fPdx
Rd

Rd

= /(—divg;a)fpdeHdivwaHLoo/ fPdx.
R4 R

With the help of the Gronwall lemma, we learn from that differential inequality that the following
(still formal) estimate holds

(24) IF@lze < e | follr V=0,
with b := ||dival|L~. As a consequence, we may propose the following natural definition of solution.

Definition 2.2 We say that f = f(t, ) is a weak solution to the transport equation (|1.1)) associated
to the initial datum fo € LP(R®) if it satisfies the bound

f€L>®0,T; LP(R?))

and it satisfies the equation in the following weak sense :

/OT/Rde*npdxdt:/Rdfow(o,.)dx

for any ¢ € CL([0,T) x R?), where we define de primal operator L by
Lg:=0g+a-Vg
and the (formal) dual operator L* by

L*¢ := —0yp — divg(ayp).



Exercise 2.3 1. Prove that a classical solution is a weak solution.

2. Prove that a weak solution f is weakly continuous (after modification of f(t) on a time set of
measure zero) in the following sense :

(i) f € C([0,T); D'(RY) in general (and even f € Lip([0,T];w * —(CL(R®))"));

(ii) f € C([0,T);w * —(Ce(R%))") when p =1 (for the weak topology *o(M*,C.));

(ii) f € C([0,T];w — LP(R?)) when p € (1,00) (for the weak topology o(LP, LP"));

(i) f € C([0,T);w — LY (R%)) for any p € [1,00) when p = co.

Theorem 2.4 (Existence) For any fo € LP(R?), 1 < p < oo, there exists a global (defined for
any T > 0) weak solution to the transport equation (1.1)) which furthermore satisfies

f € C([0,00); LP(RY)) when p € [1,00);  f € C([0,00); L}, .(R?)) when p = oo.
If moreover fo > 0 then f(t,.) >0 for any t > 0.
Step 1. Rigorous a priori bounds. Take fy € C!(RY). For any smooth (renormalizing)
function 8 : R — R, 3(0) = 0, which are C! and globally Lipschitz we clearly have that 3(f(t,))

is a solution to the same equation associated to the initial datum B(fy) and B(f(t,.)) € CH(R?)
for any ¢ > 0. The function

0,7) =Ry, t— [ B(f(t,z))dx
Rd
is clearly C* (that is an exercise using the Lebesgue’s dominated convergence Theorem) and

d
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B(f(t,)) alz) - Vo (t, ) dz = / a(z) - VoB(f(t,2)) da
Rd

Rd

/Rd(_di"wa)(m)ﬁ(f(t,x))dx,

We deduce from that identity the differential inequality

d
& |uwaonar<s [ sirew)an
Rd
with b := ||divyal|L~, and then thanks to the Gronwall lemma

B(f(t,2)) dv < et / B(fo(x)) dx
R4 Rd

Since fo € L*(R%) N L>(R%) by assumption, for any 1 < p < oo, we can define a sequence of
renormalized functions (3, ) such that 0 < 5, (s) 7 |s|P for any s € R and we can pass to the limit
in the preceding inequality using the monotonous Lebesgue Theorem at the RHS and the Fatou
Lemma at the LHS in order to get

/ ()P de < / o) de,
R4 R4

£t e < PP\ follr V> 0.

Passing to the limit p — oo in the above equation we obtain (maximum principle)

or in other words

| f(t, )L < [ folle~ VE>0.

Moreover, f € C([0,T]; LP(R?) for any p € [1,00).



Step 2. Existence in the case p € [1,00). For any function fo € LP(R%), 1 < p < oo, we
may define a sequence of functions fo , € CL(R?) (take for instance fo , := (Xn fo) * pn such that
fon = fo in LP(RY) : here comes the restriction p < o). Because of the first step we may define
fn(t) a solution to the transport equation. Moreover, thanks to the first step and because the
equation is linear we have

sup ||fn(t7 ) - fm(t7 -)HLP S ebt/p HfO,n - fO,mHLP -0 VT 2 0.
t€[0,T)

The sequence (f,) being a Cauchy sequence, there exists f € C ([0, T]; LP(R?)) such that f, — f
in C([0,7]; LP(R?)) as n — oco. Now, writing

0 = —/T/ cp{atfn—i—a-an}dxdt
To Rd
= /O/Rdfn {@@—&—divx(mp)}dxdt+/ﬂ{{df07ngp(0,.)dm

we may pass to the limit in the above equation and we get that f is a solution in the convenient
sense.
If moreover fp > 0 then the same holds for fy ,, then f, and finally for f. 0

Exercise 2.5 (1) Show that for any characterictics solution f to the transport equation associated
to an initial datum fo € CL(RY), for any times T > 0 and radius R there erists some constants
Cr, Ry € (0,00) such that

sup /B |f(t,:c)\dx§C’T/B | fo(x)| da.

t€[0,T] Ry

(Hint. Use the property of finite speed propagation of the transport equation).
(2) Adapt the proof of existence to the case fo € L.

3 Weak solutions are renormalized solutions
We start with a remark. For any g € C? classical solution of (I.1)) and 8 € C?(R;R), there holds

iB(g) +a-Va(B(g) =B'(9)0g+ B (9)a- Vg =5'(9)G.

Deﬁmtlon 3 1 We say that g € L}, ([0,T] x R?) is a renormalized solution to the transport
equation with G € L}, ([0, T] x RY), go € L}, .(R?) if g satisfies the equations

(3.1) /OT Rdﬁ(g) L B 90)¥ / /Rdtpﬁ

for any test function p € C*([0,T) x Rd) and any renormalizing function B € C*(R) such that
B" € C.(R).

Theorem 3.2 With the above notations and assumptions, any weak solution g € C([0,T]; L}, .(R%))
to the transport equation (L.1)) is a renormalized solution.

We start with two elementary but fundamental lemmas.

Lemma 3.3 Given G € L}, ([0,T] x RY), let g € L}, .([0,T] x RY) be a weak solution to the PDE
Ag=G on(0,T) x R%

For a mollifer sequence

1 t T
pe(t,x) := sdﬁp(g, g), 0 < pe DR, suppp C (—1,0) x B(0,1), / p=1,

Rd+1



and for T € (0,T), € € (0,7), we define the function

T
ge = (pe *40 9)(t,2) 1= /0 /Rd 9(s,y) p(t — s, — y) dsdy.

Then g. € C®([0,T — 7) x R?) and it satisfies the equation
Lg. =G+,
in the classical differential calculus sense on [0,T — 7) x RY, with
Ge =pex1 4 G, Te:=a-Vyg.— (a-Vg)*pe.

It is worth emphasizing that in the above formula the “commutator” r. is defined in a weak sense,
namely

re(t,x) == /Rdﬂg(s,y){a(x).prs(t—s,ac— y) + divy [a(y) pe(t — s, @ — )]}dyds.

Proof of Lemma Define O := [0,T — 7) x R%. For any (¢,z) € O fixed and any ¢ € (0,7), we
define
(5:9) = @(5,y) = 9% (5,y) := pe(t — 5,2 — y) € D((0,T) x RY).

We then just write the weak formulation of equation (1.1 for that test function, and we get

o [foso [ Lo
- /T/ 9(s.9) { — 0" (s.) — ¥, (aly) ¢ (5,9))) — // 59)
// (5,9) {010"(5.9) + () - Vo (s.2))
[ s ) )~ aw) T - [ [ Gty
= 00:(t.) + - Vago(ta) — i (t.7) - G (1),
which is the anounced equation. In

Lemma 3.4 Under the assumptions B € Wllo’cq(Rd) and g € LY (RY) with 1/r =1/p+1/q < 1,
then
R.:=(B-Vg)*xp.—B-V(gxp:) =0 L.,

for any mollifer sequence (p).

Remark 3.5 For a time dependent function g = g(t,x) satisfying the boundedness conditions of
Theorem |3 m the same result (with the same proof) holds, so that the commutator r. defined in
Lemma satisfies = — 0 in L}, ([0,T) x RY).

Proof of Lemma([3.4 We only consider the case p =1, ¢ = oo and 7 = 1. We start writting
R(o) =~ [ o, (B oo~ ) + Bla) - Va(pela =) fdy

= s {(Bw - B@) - Valoulo — o)y - (g v B) o))
= Rlx) + R2(a).

For the first term, we remark that

| B2 ()]

IN

191|222 (90) 0 - )l ay

VB~ /| ) ‘<1\g<y>\|<vme<x—y>|dy7

IN



so that
(3.2) /B RN2)|dz < VB~ [Vl ]l masn.
R

On the other hand, if g is a smooth (say C!) function

R;(Z‘) = V.((gB) *pc) — B- V(g *pe)
— V,(¢B)—B-V,g=(divB)g.

Since every things make sense at the limit with the sole assumption divB € L* and g € L',
with the help of we can use a density argument in order to get the same result without the
additional smoothness hypothesis on g. More precisely, for a sequence g, in C! such that g, — g
in L} ., we have

Ri[ga) = (divB) g in Ly, [[RZ[h]]|L < ClhllLs YA,
so that

Rilg] - (divB) g = {RZ[g] — Ri[gal} + {Rilga] — (divB) ga)} + {(divB) go — (divB) g)} — 0

in L} . as e — 0. For the second term, we clearly have
R? = (gdivB) * p. — gdivB
and we conclude by putting all the terms together. 0

Proof of Theorem Step 1. We consider a weak solution g € L} to the PDE

loc
Lg=G in [0,T) xR

By mollifying the functions with the sequence (p.) defined in Lemma and using Lemma
we get
Lg. =G.+r. in [0,7)xRY 7. —=0in L},,.

Because ¢. is a smooth function, we may perform the following computation (in the sense of the
classical differential calculus)

Lﬁ(gs) = B/(ge) G. + B/(ge) Te,

so that
(33 [pare= [ sa0.0000+ [ #6060+ [Br

for any ¢ € C%([0,T) x R%. Using that
g- =9, Ge—G, r.—0 in L}, as e—0,
we may pass to the limit ¢ — 0 in the last identity and we obtain (3.1)) for any test function
© € C%((0,T) x R?).
In the case we consider a solution g built thanks to Theorem [2.4] above or Theorem 3.2 in chapter 1,

we know that additionally g € C([0,T); L}, .(R%)) and therefore

loc
ge =g in C([0,7); L, (RY)).

In particular g-(0,.) = ¢(0,.) in L}, _(R?) and we may pass to the limit in equation (3.3) for any

test function o € C2([0,7) x R?), which ends the proof of (3.1]). [
4 Consequence of the renormalization result

In this section we present several immediate consequences of the renormalization formula establi-
shed in Theorem [3.21



4.1 Uniqueness and Cy-semigroup in LP(RY), 1 <p < oo

Corollary 4.1 Assume p € [1,00). For any initial datum go € LP(R?), the transport equation
admits a unique weak solution g € C([0,T]; LP(R%)).

Proof of Corollary Consider two weak solutions ¢g; and gs to the transport equation
associated to the same initial datum go. The function g := go — g1 € C([0,T]; L?(R%)) is then a
weak solution to the transport equation associated to the initial datum ¢(0) = 0. Thanks to
Theorem it is also a renormalized solution, which means

B(g(t,.) pdx = / B(g) div,(a ) dzds
R4 0 /R4

for any renormalizing function 8 € W1>°(R), 5(0) = 0, and any test function ¢ = ¢(x) € CL(R?).
We fix 3 such that furthermore 0 < B(s) < |s|P for any s # 0, x € D(R?) such that 0 < y < 1,
X =1 on B(0,1) and we take ¢(z) = xr(x) = x(x/R), so that

[ Blatt. ) xwde = [ [ 5a) (iva) xdeds+ 5 [ [ 50)a(e) - Vx(o/R) deds

Observing that 8(g) € C([0,T]; L*(R%)) and xg — 1, we easilly pass to the limit R — oo in the
above expression, and we get

(4.1) ” B(g(t,.)) dx = /0 » B(g) (divya) dxds

By the Gronwall lemma we conclude that 5(g(¢,.)) = 0 and then g(¢,.) =0 for any ¢t € [0,7]. O

Exercise 4.2 Prove the same result assuming only that a is globally Lipschitz. (Hint. Use that
la(x)| < C (1 + |z|) for any x € RY).

In the same way as in chapter 1, we can deduce from the above existence and uniqueness result on
the linear transport equation (1.1]) that the formula

(Stg0)(x) := g(t, @)

defines a Cp-semigroup on LP(R?), 1 < p < oo, where g is the solution to the transport equation
(1.1) associated to the initial datum go.

4.2 Positivity

We can recover in a quite elegant way the positivity as an aposteriori property that we deduce
from the renormalization formula.

Corollary 4.3 Consider a solution g € C([0,T]; L?(R%)), 1 < p < oo, to the transport equation
(1.1). If go > O then g(t,.) > 0 for any t > 0.

Proof of Corollary[4.4. We argue similarily as in the proof of Corollary [4.1]but fixing a renormalizing
function B € WH°(R) such that 8(s) = 0 for any s > 0, 8(s) > 0 for any s < 0. Since then
B(go) = 0, we deduce that holds again with that choice of function § and then, thanks to
Gronwall lemma, 5(g(t,.)) = 0 for any ¢ > 0. That means g(t,.) > 0 for any ¢t > 0. [

4.3 A posteriori estimate

Corollary 4.4 Consider a solution g € C([0,T]; LP(R%)), 1 < p < oo, to the transport equation
(T.1). If go € LY(RY), 1 < q < o0, then g € L>(0,T; LY(R%)) for any T > 0.



Proof of Corollary [4.4 We argue similarily as in the proof of Corollary but fixing an arbitray
renormalizing function 8 € WH(R), S(s) = 0 on a small neighbourhood of s = 0, so that
B(g) € C(]0,T); L*(R?)). For such a choice, we obtain the time integrale inequality

» Bg(t,.)) dx = /Rd B(go) dx —I—/O y B(g) (divya) dzds Yt > 0.

From the Gronwall lemma, we obtain with b = ||div a||p«, the estimate

(4.2) /Rd B(g(t,.)) dx < et /Rd B(go) dx vt >0.

Since estimate (4.2]) is uniform with respect to 8, we may choose a sequence of renormalizing
functions (8,) such that 5,(s) 7 |s|? in the case 1 < ¢ < co and we get

lg(t, e < e/ lg(t, )za V0.

In the case ¢ = oo, we obtain the same conclusion by fixing 3 € W1 such that B(s) = 0 for
any |s| < |lgollL=, B8(s) > 0 for any |s| > ||go||z= or by passing to the limit ¢ — oo in the above
inequality. ]

4.4 Continuity

We can recover the strong LP continuity property from the renormalization formula for a given
solution. We do not present that rather technical issue here.

5 Complementary results

In this section we state and give a sketch of the proof of several complementary results of existence
and uniqueness.

- equations by adding a given source term / a nonlinear RHS term ;

- domains by considering the equation set on 2 C R? (and we possibly have to add boundary
conditions). We do not consider that problem in the present notes.

Regarding the uniqueness issue, we will explain how to obtain it in a L> framework.

5.1 Dwuhamel formula and existence for transport equation with an ad-
ditional term

We consider the transport equation with an additional term
(5.1) dg=Ag+G in (0,00) xR,

with
(A9)(@) i= ~a0) - V(o) + (o) g(0) + [ blay) g(w) dy
R
We interpret that equation as a perturbation equation
og=Bg+G, G=Ag+G,

and we claim that the fiunction
t
(5.2) o(t) = Ss(t)go + / Su(t — 5) G(s) ds
0

is a solution to equation (5.1). Indeed, the semigroup Sp satisfies by definition (and at least
formally)

d
= S5(0)h = BSs(t)h,



so that (again formally)

d

Do) = LSsltoot / 9 Si5(t — ) G(s) ds + S5(0) O(1)

- B{Sg(t)goJr/O Sg(tfs)é(s)ds}jté(t)
= Bg(t)+G(t).

All that computations can be justified when written in a weak sense. The method used here is
nothing but the wellknown variation of the constant method in ODE, the expression is called
the “Duhamel formula” and a function g(t) which satisfies (5.2)) (in an appropriate and meaningful
functional sense) is called a “mild solution” to the equatio.

Theorem 5.1 Assume a € Wh>, c€ L=, be LE(LE)NLP(LE), 1 < p < co. For any go € LP
and G € L*(0,T; LP) there exists a unique mild (weak, renormalized) solution to equation (5.1)).

Elements of proof of Theorem For any h € C([0,T1]; L?), we define the mapping

(UR)(t) == Su(t)go + /0 Sp(t — s) {Ah(s) + G(s)} ds

and we observe that
U:C(0,T]; LP) — C([0, TT; L)

with Lipschitz constant bounded by bT. We just point out that thanks to Young inequality (when
1<p< o)

[ [ v intw) gty dnay

IN

[ [ vty + oo dsay

100 gy WA + I8l g

IN

Choosing T' small enough, we can apply the Banach-Picard contraction theorem and we get the
existence of a fixed point g € C([0,T]; LP), g = Ug. Proceding by induction, we obtain in that way
a global mild solution to equation ([5.1]). ]

5.2 Duality and uniqueness in the case p =

Theorem 5.2 Assume a € WL, For any go € L™ there exists at most one weak solution
g € L>=((0,T) x R?) to the transport equation (1.1]).

Elements of proof of Theorem Since the equation is linear we only have to prove that the

unique weak solution g € L>((0,T) x R%) associated to the initial datum gy = 0 is g = 0.
By definition, for any ¢ € C}([0,T] x R?), there holds

/OT/RdgL*wdxdt: —/Rdg(T)w(T)dac

with L*9) 1= —041p — div(a1)). We claim that for any ¥ € C1((0,T) x R?) there exists a function
Y € C1([0,T] x R?) such that

(5.3) Ay =T, (T)=0.
If we accept that fact, we obtain

T
// gUdrdt =0 YU eCL(0,T)xR?),
0 JR4

which in turns implies g = 0 and that ends the proof.



Here we can solve easily the backward equation thanks to the characterics method which
leads to an explicit representation formula. In order to make the discussion simpler we exhibit that
formula for the associated forward problem (we do not want to bother with backward time, but
one can pass from a formula to another just by changing time ¢ — T — t). We then consider the
equation

O+ a-Vi+ep =0, ¥(0)=0,

with ¢ := diva. Introduction the flow ®;(x) associated to the ODE & = a(z), if such a solution
exists, we have

[0 @) s O ] = w1, () B0

from which we deduce

t
w(t,q>t(x)):e—ch«bT(x))dT/ U(s, @y (x)) 5 (@)
0

or equivalently, observing that @, ' — &_, because the ODE is time autonomous, we have
! t
,(/}(t7x) = / \Il(s,¢5_t($))6_ fs C((I)T—t(-’ﬁ)) dr dS.
0

It is clear that 1 defined by the above formula is the solution to our dual problem from which we
get (reversing time) the solution to (5.3) we were trying to find. ]

6 Transport equation in conservative form

In this section we consider a time depend vectors field a = a(t,y) : (0,7) x R? — R? of class
C' N Lip and we note L the Lipschitz constant of a in the second variable :

Vte[0,T], Ve,y e R?  a(t,z) —alt,y)| < Lz —yl.
We are interested in the transport equation in conservative form

(6.4) %JFV(af):o in D'((0,T) x RY),

where f = f(t,dz) = dfi(x) is a mapping from (0,7") into the space of bounded Radon measures
M*(R?) or the space of probability measures P(R?). We recall that

M'(RY) = {f € (Cc®M); |fllrv == sup [{f,p)] < oo}

llelloo<1

and
P(RY) :={f € (C.(RY)); f>0, (f,1) =1} c M"(R?).

We also define
Pi(RY) :={f e P(RY); (f,]z]) <1}

and the Monge-Kantorovich-Wasserstein distance on Pq(R?) by

Vf,.gePiRY, Wi(f,9)=IIf —9llipy = sup (f —g,9).
PeCH||Veplloo <1

We just point out that Wi (f,g) is well-defined and finite for any f,g € P;(R?) because

(f—=g,0)=1f—g,0—00N] <{f]+g],]2]) < oo,

for any ¢ € CH(R?), |[Vp|lw < 1, and that Wy (f, g) = 0 implies f = g because C}(R?) C C.(R%)

with continuous and dense embedding.

10



Definition 6.3 (Image Measure). Let (E,&, ) be a measure space, F be a set and ® : E — F
a mapping. We define the o-algebra F on F by F := {A C F; ®~Y(A) € &} (it is the smallest
o-algebra on F for which ® is a measurable) and we define the measure v on F by VA € F
v[A] := p[® (A)]. We denote v = &4 and we say that v is the image measure of p by ®. By
definition, for any measurable function ¢ : (F,F) — Ry, we have

/}wsod(@ﬁu):/Ewo@du-

Theorem 6.4 (Characterictics). For any fo € M*(RY), the unique solution f € C([0,T]; M*(R%)—
w) to the transport equation associated to the initial datum fy is given by

(65) f(ta):(btﬁfo Vte [O7T]7

where ®; denotes the flow associated to the ODE of characterictics defined in section[2.1. Moreover,
given two initial data fo, go € P1(R?), the corresponding solutins f, g € C(]0,00); Z(RY) — w) to
the transport equation (6.4) satisfy

(6.6) vt e [0,7] Wi(fe, ) < e""Wi(fo,90)-

Remark 6.5 For a deterministic system associated to a vectors field a, we say that (2.1)) is a
Lagragian description of the dynamics while (6.4) is an Eulerian description. The formula (6.5))
shows the equivalence between these two points of view.

Proof of Theorem Step 1. We prove thar f(t) := ®;4 fo is a solution to (6.4). Fix ¢ € D(RY)
and just compute

<%,sﬂ> = %/Rdsof(t)

@(®t(y0)) fo(dyo)

;t(q)t(yo)) fo(dyo)

d

at o

/ (V) (4 (y0)) -

_ / (V) (@4 (o)) - alt, De(y0)) foldyo)
L.ve

2y) f(t,dy)

= (v (af),s0>,

in the sense of duality in D'((0,7)). That means that (6.4) holds in the sense of duality in (D(0,7)®
D(R?))’, and thanks to a denisty argument, in the sense of duality in D’((0,7) x R?).

Step 2. We establish the uniqueness of the solution. Because the equation is linear, we just have
to prove that fr = 01is fy = 0. We argue by duality. We defined the backward flow ¥; by setting
U,(2) = z(t), where z(t) is the solution to the ODE

2(t) = alt, z(t), =2(T)=-=z

For a given function pr € CH(R?), we define ¢(t,y) := or(¥; *(y)) € CL([0,T] x R?). From the
implicit equation ¢(t, z(t)) = ¢r(2), we obtain

0 = Lot 2(0)] = @)t 20)) + (Vo)1 2(1) 2/ ()

= [0p+a-Vel(t z(1)),
and the following transport equation holds (in the sense of classical differential calculus)

Op+a-Ve=0 [0,T] x RY.
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We then compute

%(ft#ﬁﬁ — [0rp(2)] fi(dz) + (D1 fr, p1)

Rd

= / a-Vu(x ft(d$)+/ [—a- V()] fi(dr) = 0.
Rd Rd
It implies
/ or(z) fr(de) = / po(x) foldz) =0,
R4 R4

for any o7 € CL(R?), which means fr = 0.
Step 3. We start recalling thta the flow ®; satisfies

(6.7) Vi€ [0,T] [|Vy®4]leo < €™

Indeed, for g, 3o € RY, the two solutions solutions x; = ®;(x¢), y: = ®;(yo) satisfy

d . .
%m =yl <2 — 9| < lalt, ) —alt,ye)| < Llze — vl

and we conclude thanks to the Gronwall lemma.
Now, thanks to Theorem and by definition of W; and f, we have

Wl(ftagt) = Wl(q)tﬁfmq)tﬁgo)

= sup / @ d(®ff fo — Pifigo)
Vel <1 JRE

= sup / @ o ®yd(fo— go)
Vel <1 JRE

< sup [[Vpo® sup Y d(fo — go)
(IVel <1 (IVy]<1JRE

< IV Wi (fo, 90)

and we conclude thanks to (6.7). [

Remark 6.6 1. When the solution has a density with respect to the Lebesgue measure fi(dy) =
g:(y) dy with g; € L*(R?), the theorem of changement of variables in the definition of the image
measure implies

90((x) = g1(P1(2)) det(DPy(x)).
In particular go(y) is not aqual to g:(P+(y)) in general.
2. However, one can classically show that J(t,y) = det(D®.(y)) satisfies the Liouville equation

ﬁJ(t y) = [(diva)(t, ®:(y)] J(t,y), J(0,y) = det(Id) = 1.

In the case of a free-diveregnce verctors field a, namely diva = 0, we deduce of it the incompressi-
bility of the flow J(t,y) = 1. In that case, gi(P+(x)) = go(x).
3. When diva = 0 we can obtain g(®:(y)) = go(y) (and thus recover the incompressibility of the

flow) in a maybe much simpler way. We come back to the uniqueness argument in the proof of
Theorem. We define h(t, 2) := go(®; ' (2)) for go € CL(R?), and we compute

0= % In(t,y(1))) = [2uh + 0 V] (1, (1),

We deduce
0=0h+a-Vh=0:h+V(ah), h(0,.)=go.
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From the uniqueness of the solution, there holds h = g, and then
g(t, ®i(x)) = h(t, ®i(x)) = go(x) = g(t, ®i(x)) J(t, ).

Choosing go — 1, we get J = 1.
4. For fo = 04,, we have
D4 8020 = 00, (20)-

Indeed, for any test function ¢ € Cy(RY), we write

/ () (P 804, ) (dx) = / P(Pi()) Oz (d)
Rd Rd
= <p(@t(wo)):/ (@) 0, (a0) (d)-
Rd

Lemma 6.7 For an initial fo € L*(R?), the solution f € C([0,T]; M'(RY) —w) to the conservative

transport equation (6.4)) satisfies
(1) the mass conservation property :

ft,z)dx = fodz Vtel0,T;
R4 R4

(2) the L stability property :
/ £t 7)) da :/ foldz Vit e [0,T).
R R

Proof of Lemmal[6.7, We only prove (2), point (1) can be proved similarly. We write
8if = —a-Vf — (diva) f,

which has an unique solution f € C([0,00); L, (R9)) thanks to Theorem [2.4] or its variant Theo-

loc
rem 5.1} For any renormalizing function 8 € C' N W1, we have

OB(f) = —a-VB(f) — (diva) f B'(f) in D'((0,T))

and then J
@/Rdﬁ(f)x = /Rd{x(diva) [B(£) = £ B'(H)dz + (a- V) B()}
for any x € D(R?). We first take B.(s) = s2/2 for |s| < e, B-(s) = |s| —¢/2 for |s| > ¢, and

observing that |5:(s) —sBL(s)] <e Vs € R, Ve € (0,1) as well as B.(s) — |s| as ¢ — 0, we may
pass to the limit € — 0 and we get

| [Laroi=tihx [ [ (@015 as
= lim /Ot Rd{x(diva) [B-(f) — f BL(f)) dxds} = 0.

e—0

Taking y(x) = ¥ (x/R) with 1 € D(RY), 1 = 1 on B(0,1), 0 < ¢ < 1, suppt C B(0,2), we may
pass to the limit R — oo, and we get

[ 0lde= [ 1+ gim % [ [ atsn) Vetarmy sl aas = [ 15

so that the L' stability property is proved. 0
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Exercise 6.8 We define
t
J(t,x) := exp (/ (diva)(s, Ps(x)) ds).
0

(1) Show that for fo € CL(RY), the function f defined implicitely by
f(t, @ (2))J(t,x) = fo(z) Vtel[0,T), Vo e RY,

is the (unique) solution to the transport equation in divergenece form (6.4) associated to the inital

datum fy.
(2) Show or use Liouwville Theorem J(t,.) = detD®;, in order to get an alternative proof of

Lemma[6.7
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