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Setting the scene

The canonical space and process 

•  

•  

Ω = C([0,T]; ℝd)
Xt(ω) = ωt, ω ∈ Ω, t ≤ T

The entropy  

H(P |R) = { ∫ log ( dP
dR ) dP P ≪ R

+∞ otherwise
,

The (only) hypothesis (H) 
Let 

•   be a reference measure (maybe a 

nice diffusion) 

•  a path measure be such that 

 

R

P

H(P |R) < + ∞



Setting the scene

Martingale problem 

Let  be a class of functions with values in  and let  

 

We say that  is a solution of the martingale problem  if 

•    
• For all  the process  

   

is a local -martingale. 

𝒞 [0,T ] × ℝd

ℒ : 𝒞 ⟶ Adapted stochastic processes

P MP(𝒞, ℒ; μ0)
P0 = μ0

f ∈ 𝒞

f(t, Xt) − f(0,X0) − ∫
t

0
(ℒf )(s, Xs)ds

P



Setting the scene

Extended generator of P:  

Let  be a Markov measure. A function  is said to be in the domain of the 
extended generator  if there exists a adapted process  such that  

  is a local martingale.  

We  then set . 

ℒP

P u
ℒP v(s, Xs)

u(t, Xt) − u(0,X0) − ∫
t

0
v(s, Xs)ds P−

ℒPu(t, Xt) := v(t, Xt)

-local extended generator of  

As before but… 
•  is defined  -a.s. 

•  

is a -local -martingale. That is, the localizing sequence of stopping times 
 satisfies  

Q P

v Q

u(t, Xt) − u(0,X0) − ∫
t

0
v(s, Xs)ds

Q P
(τk)k≥1

lim
k

τk = + ∞ Q-a.s.

Equivalence with the notion of stochastic derivative (Nelson’67)



Girsanov’s theory 

Girsanov’s Theorem  

Let (H) hold. Then  is the law of a semi-martingale and there exists an adapted 
process  such that  

 

and such that  

 

is a Brownian motion.

P
(ut)t∈[0,T]

𝔼[∫
T

0
utA(dt)ut] < + ∞

Xt − X0 − ∫
t

0
b(Xs) ds − ∫

t

0
A(ds) ⋅ us ds

P−

The form of the density and expression of relative entropy 

Let (H) hold and  be the unique solution of . Then  

 

Moreover we have  

R MP(C∞
c , ℒR; R0)

dP
dR

= 1 dP
dR >0

dP0

dR0
(X0) exp(∫

T

0
ut ⋅ (dXt − b(Xt)dt) −

1
2 ∫

T

0
utA(Xt)ut dt)

H(P |R) = H(P0 |R0) + 𝔼[∫
T

0
utA(dt)ut]

(ℒRf )t = ∂t ft(Xt) +
1
2

Tr(∇2
x f(Xt)A(Xt)) + b(Xt) ⋅ ∇x f(Xt)



Feynman-Kac formula 

Theorem 
Let  be defined by 

 

and assume . Then 

 

is in the domain of the -local extension of  and satisfies  

 

P
dP
dR

= f(X0) exp( − ∫
T

0
V(Xs)ds) g(XT)

H(P |R) < + ∞

gt(x) = 𝔼R[exp(∫
T

t
V(s, Xs)ds)gT(XT) Xt = x]

P R

[ℒR,P + V ]g(t, Xt) = 0 dt ⊗ P-a.s.

(ℒRf )t = ∂t ft(Xt) +
1
2

Tr(∇2f(Xt)A(Xt)) + b(Xt) ⋅ ∇f(Xt)



Feynman-Kac formula 

Theorem (Hamilton-Jacobi-Bellman equation) 
The function  is in the domain of the -local extended generator of 

 and it satisfies the extended pathwise HJB equation 
ψt = log gt P R

ℒR,P

[ℒR,Pψt +
1
2

| ∇̃R,Pψt |
2
A + V](t, Xt) = 0, dt ⊗ dP − a.e.

Extended gradient  
For any  there exists a -a.e. defined vector field  such 

that Itô, formula holds, i.e.  
 

u ∈ DomℒR,P dtPt(dx) ∇̃R,Pf

df(t, Xt) = ℒR,Pf(t, Xt)dt + ∇̃R,Pf(t, Xt)dMP
t



A short story about time-reversal

“Je veux serrer les boulons dans un papier de Föllmer…” 
                                                                           CL, 05/2014

•  H. Föllmer. Time reversal on Wiener space. In Stochastic Processes - Mathematics and Physics,  
volume 1158 of Lecture Notes in Math., pages 119–129. Springer, Berlin, 1986. 

While “les boulons” were being 
tightened, time-reversal for 

diffusions revolutionized 
generative AI …

But in the end, 8 years later…



Time-reversal

(ℒP f )t =
1
2

Tr(∇2f(Xt)A(Xt))+ b t(Xt) ⋅ ∇f(Xt)

Assumptions 

•  reversible w.r.t.  

•   is invertible 
•  Lyapunov condition 

• And of course…. 

R m
A

H(P |R) < + ∞

Time-reversal of  P

P[(Xt)t∈[0,T] ∈ A] = P[(XT−t)t∈[0,T] ∈ A]



Time-reversal

Theorem 

The time-reversal  is the unique solution of the martingale problem   
where 

 

 

where the divergence is in the sense of distributions.

P MP(𝒞∞
c , ℒP; PT)

(ℒP f )t =
1
2

Tr(∇2f(Xt) A(Xt))+ b (Xt) ⋅ ∇f(Xt)

bt(x) = − b T−t(x)+
∇ ⋅ (μT−tA(x))

μT−t(x)
, dtPT−t(dx)-a.e.

Connection with  calculus and integration by partsΓ



“Serrer les boulons” strikes again

10/2012: “J’ai voulu serrer les boulons sur un 
papier de Csziszar”

10/2013: Schrödinger problem and Sinkhorn 
algorithm arrive in ML!



“Serrer les boulons” never dies

10/2012:  I started by “serrer les boulons”  on 
Rüdiger’s work on reciprocal characteristics

10/2022: “Flow matching and stochastic 
interpolants algorithms” 

• Diffusion flow matching algorithms are 
generative models that compute the 
Markovian projection of a reciprocal 
process

• STREATER, Raymond Frederick. Lost 
Causes in and beyond Physics. 
Springer Science & Business Media, 
2007.



Bonne retraite Christian!!


