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Abstract

We propose a continuous time model for financial markets with

proportional transactions costs and a continuum of risky assets. This

is motivated by bond markets in which the continuum of assets cor-

responds to the continuum of possible maturities. Our framework is

well adapted to the study of no-arbitrage properties and related hedg-

ing problems. In particular, we extend the Fundamental Theorem of

Asset Pricing of Guasoni, Rásonyi and Lépinette (2012) which con-

centrates on the one dimensional case. Namely, we prove that the

Robust No Free Lunch with Vanishing Risk assumption is equivalent

to the existence of a Strictly Consistent Price System. Interestingly,

the presence of transaction costs allows a natural definition of trading

strategies and avoids all the technical and un-natural restrictions due

to stochastic integration that appear in bond models without friction.
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We restrict to the case where exchange rates are continuous in time

and leave the general càdlàg case for further studies.
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1 Introduction

The main contribution of this paper is to construct a continuous time model

for financial markets with proportional transaction costs allowing for a con-

tinuum of risky assets. Such a model should have two important properties:

1. financial strategies should be defined in a natural way ; 2. it should allow

one to retrieve the main results already established in the “finite dimensional

price” case. Our model has both.

Frictionless models with a continuum of assets have already been proposed

in the literature, cf. [2], [8], [14] and [26]. However, working with infinite

dimensional objects leads to important technical difficulties when it comes

to stochastic integration. This imposes non-natural restrictions on the set of

admissible trading strategies, resulting in that even markets with a unique

equivalent martingale measure are incomplete, in the sense that the set of

attainable bounded claims is generically only dense in L∞ and not closed.

Other surprising pitfalls and counter-intuitive results were pointed out in

[27].

Introducing transaction costs allows one to reduce these problems. The

main reason is that it naturally leads to a definition of wealth processes which

does not require stochastic integration. Once frictions are introduced, one

comes up with a more realistic but also more natural and somehow simpler

model.

In [4], the authors studied for the first time an infinite dimensional set-

ting within the family of models with proportional transaction costs. They

considered a countable number of assets in a discrete time framework, and

imposed a version of the efficient friction condition, namely that the duals

of the solvency cones have non-empty interior. Since perfectly adapted to

discrete time models, they studied the No-Arbitrage of Second Kind (NA2)
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condition, first introduced in [21] and [22]. They showed that it implies the

Fatou closure property of the set of super-hedgeable claims and noted that

this closure property is in general lost if the efficient friction condition is

replaced by a weaker condition, such as only requiring the solvency cones to

be proper (as in finite dimensional settings).

In [4] also a dual equivalent characterization was given in terms of Many

Strictly Consistent Price Systems (MSCPS condition), cf. [20], [21]. These

price systems are the counterpart of the martingale measures in frictionless

markets, i.e. the building blocks of dual formulations for derivative pricing

and portfolio management problems.

The main contribution of the present paper is to provide an extension of

this model to a continuous time setting with a continuum of assets: the price

process is, roughly speaking (for details see (2.1)–(2.3)), a continuous process

on a time interval [0, T ] with values in the space C([0,∞]) of continuous

functions on [0,∞], the assets being indexed by the elements in [0,∞]. A

portfolio process is then a process of bounded variations, taking values in

the space of Radon measures M([0,∞]) on [0,∞], i.e. the dual of C([0,∞]),

when endowed with its sup norm. Taking into account the infinite dimension,

we develop this into a Kabanov geometrical framework (cf. [20] for the

finite dimensional case), with locally compact instantaneous solvency cones

in M([0,∞]) endowed with its weak* topology, their dual cones being viewed

as subsets of C([0,∞]).

Within this model, we study the No-Free Lunch with Vanishing Risk prop-

erty, which is admitted to be the natural no-arbitrage condition in continuous

time frictionless markets since the seminal paper of Delbaen and Schacher-

mayer [10]. As [16], we consider a robust version (hereafter RNFLVR), robust

being understood in the sense of [25], see also [17]: the no-arbitrage property

should also hold for a model with slightly smaller transaction cost rates. It

is now standard in the continuous time literature.

Within this framework, the Fatou-closure (resp. weak*-closure) prop-

erty of the set of super-hedgeable claims evaluated in numéraire (resp. in

numéraire units at t = 0) is established (Theorem 3.1). Moreover, by using

Hahn-Banach separation and measurable selection arguments, we prove the

existence of Strictly Consistent Price Systems, which turns out to be equiva-
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lent to the RNFLVR condition (Theorem 4.1 and Theorem 4.2). From these

results, a super-hedging theorem would be easy to establish by following very

standard arguments, compare for instance with [3], [7] and [12].

All these results are natural extensions of the finite dimensional case,

which validates the well-posedness of our model.

Several subjects are left to future studies. First, we have chosen to con-

sider continuous price and transaction costs processes. This restriction is

motivated by our wish to separate the difficulties related to the infinite dimen-

sional setting and the ones coming from possibly time discontinuous prices

and exchange rates. The latter case would require an enlargement of the set

of admissible strategies along the lines of [7]. We have no doubt that this is

feasible within our setting and leave it to further studies. Second, the NA2

property of no-arbitrage (robust or not) could also be discussed in continuous

time settings, see [13]. We also leave this for further studies.

2 Model formulation

We first briefly introduce some notations that will be used throughout the

paper.

All random variables are supported by a filtered probability space (Ω,F ,
F,P), with F = (Ft)t∈T satisfying the usual conditions, T := [0, T ] for some

T > 0. Without loss of generality, we take F0 equal to {Ω, ∅} augmented

with P-null sets, and FT = F . If nothing else is specified, assertions involving

random variables or random sets are understood to hold modulo P-null sets.

We denote by T the set of all stopping times τ ∈ T.

As usually, for a sub σ-algebra G of F and a measurable space (E, E),

L0(G; (E, E)) stands for the set (of equivalence classes modulo P-null sets) of

G/E-measurable E-valued random variables.

For a topological space E, the Borel σ-algebra generated by E is denoted

B(E) and when no risk for confusion the terminology “measurable space E”

is used. For a sub σ-algebra G of F , this defines the notation L0(G;E).

For a normable (real) topological vector space E, we denote by Lp(G;E),

the linear subspace of elements ζ ∈ L0(G;E) such that, for a compatible

norm ‖ · ‖E, ‖ζ‖E has a finite moment ‖ζ‖Lp(G;E) of order p if p ∈ (0,∞), and
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is essentially bounded if p = ∞. For p ≥ 0, Lp(G;E) is given its standard

vector space topology. For E = R or G = F , we sometimes omit these

arguments.

For two topological spaces E and F, C(E;F ) is the set of continuous

functions of E into F . C(E;R) = C(E).

Let E be a compact Hausdorff topological space (in the sequel all com-

pact spaces are supposed to be Hausdorff, if not stated differently). The

Banach space Cβ(E) (resp. topological vector space Cσ(E)) is by definition

the vector space C(E) endowed with its supremum norm ‖·‖C(E) (resp. with

its weak σ(C(E),M(E)) topology), where M(E) is the vector space of real

Radon measures on E, i.e. M(E) is the topological dual of Cβ(E). Such

Radon measures will always be identified with their unique extension to the

completion of a regular Borel measure on E. We use the standard nota-

tion µ(f) =
∫
E
fdµ for µ ∈ M(E) and all µ-integrable real valued maps f

on E. If f is µ-essentially bounded, we write fµ to denote the measure in

M(E) defined by (fµ)(g) = µ(fg) ∀g ∈ C(E). The Banach space Mβ(E)

(resp. topological vector space Mσ(E)) is by definition the vector space

M(E) endowed with its total variation norm ‖ · ‖M(E) (resp with its weak*

σ(M(E), C(E)) topology). The positive orthants of C(E) and M(E) are de-

noted by C+(E) and M+(E) respectively. We also use the notation C>0(E)

for the set of continuous functions taking only strictly positive values.

If G is a sub σ-algebra of F , G is a topological space and F is a set-

valued function Ω 3 ω 7→ F (ω) ⊂ G, then L0(G;F ) is the subset of elements

f ∈ L0(G;G), such that f(ω) ∈ F (ω) P-a.s., so L0(G;F ) is the set of G/B(G)-

measurable selectors of the graph Gr(F ) := {(ω, e) ∈ Ω×G : e ∈ F (ω)}. In

this context, we make the following convention concerning the topology of

G:

Convention 2.1 When G = C(E) (resp. G = M(E)), by default L0(G;F )

is then the set of weakly (resp. weak*) measurable selectors of Gr(F ).

When E = R̄+ := R+ ∪ {∞}, the one point compactification of R+, we

simply write CC for C(R̄+) and MM for M(R̄+). The objects CCσ, CCβ, MMσ, MMβ,

CC+, CC>0, MM+, ‖ · ‖CC, ‖ · ‖MM, CC+β, etc. are defined in an obvious way with

reference to CC and MM.
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Given a subset Y ⊂ C(E), we say that a process ζ = (ζt)t∈T is Y -valued

if ζt(ω) ∈ Y for (ω, t) ∈ Ω× T a.e. dP⊗ dt. We say that it is strongly (resp.

weakly) F-adapted if Ω 3 ω 7→ ζt(ω) ∈ C(E) is Ft/B(Cβ(E))-measurable

(resp. Ft/B(Cσ(E))-measurable) for all t ∈ T. The process ζ is said to be

strongly continuous if ζ ∈ C(T;Cβ(E)) P-a.s.

Given a family of random Radon measures µ = (µt)t∈T on E and Y ⊂
M(E), we say that µ is Y -valued if µt(ω) ∈ Y for (ω, t) ∈ Ω × T a.e.

dP ⊗ dt. We say that it is weak* F-adapted if the map Ω 3 ω 7→ µt(ω) is

Ft/B(Mσ(E))-measurable for all t ∈ T.

2.1 Financial assets and transaction costs

We first describe the financial assets. Since we want to allow for a continuum

of assets, covering the case of bond markets, we model their evolution by a

stochastic process with values in the set of curves on R+. More precisely, we

consider a mapping

T× R+ × Ω 3 (t, x, ω) 7→ St(x)(ω) := St(x, ω) ∈ (0,∞),

and interpret St(x) as the value at time t of the asset with index x.

We make the following standing assumptions, throughout the paper:

S0 ∈ C(R+) is strictly positive and deterministic, (2.1)

S/S0 is CC>0-valued and weakly F-adapted, (2.2)

S/S0 is a strongly continuous process. (2.3)

In models for bond markets, x ∈ R+ can be interpreted as the maturity

of a zero-coupon bond and it is usually assumed that x 7→ St(x)(ω) has (for

a.e. ω) certain differentiability properties. In this paper, we only impose

its continuity and positivity. Note that, although in applications to bond

markets it is natural to model prices as a curve x 7→ S(x) on R+, we here

assume that R+ 3 x 7→ St(x)(ω)/S0(x) has an extension to CC. Similar

conditions are satisfied in continuous time models without transaction costs,

cf. [14, Theorem 2.2].

In this paper, we consider a market with proportional transaction costs.

When transferring at time t an amount a(x, y) from the account invested
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in asset x to the account invested in asset y, the account invested in asset

y is increased by a(x, y) and the account invested in asset x is diminished

by (1 + λt(x, y))a(x, y). Otherwise stated buying one unit of asset y against

units of asset x at time t costs (St(y)/St(x))(1 + λt(x, y)) units of asset x.

The mapping

λ : T× R̄2
+ × Ω 3 (t, x, y, ω) 7→ λt(x, y)(ω) ∈ (0,∞) (2.4)

is assumed to have the following continuity and measurability properties:

λ is C(R̄2
+)-valued and weakly F-adapted, (2.5)

λ is a strongly continuous process, (2.6)

1 + λt(x, z) ≤ (1 + λt(x, y))(1 + λt(y, z)), ∀ t ∈ T, x, y, z ∈ R̄+. (2.7)

The two first assumptions are of technical nature. The “triangular condition”

(2.7) is natural from an economical point of view and does not limit the

generality.

The important assumption is contained in (2.4) which imposes (strictly)

positive transaction costs on any exchange between two different assets. This

corresponds to a strong version of the usual efficient friction assumption,

which was already imposed in continuous settings by [16], [17] and [19]. See

Remark 2.3 below.

Remark 2.1 Since CCβ is separable, the weak measurability in (2.2) implies

by Pettis’ theorem (cf. [28, Sect. V.4]), that S/S0 is strongly F-adapted.

It follows from (2.3) that S/S0 ∈ C(T × R̄+) P-a.s. (cf. [5, Ch. X, §1,

nr. 4, Prop. 2 and nr. 6, Th. 2]). Similarly, λ is strongly F-adapted and

λ ∈ C(T× R̄2
+) P-a.s.

2.2 Wealth process

2.2.1 Motivation through discrete strategies

Before providing a precise definition of the notion of trading strategy we

shall use in this paper, let us consider the case of discrete in time and space

strategies, in a deterministic setting. In such a context, we can model the
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money transfers from and to the accounts invested in assets xi ∈ R̄+, i ≥ 1,

at times sk, k ≥ 1, by non negative real numbers ask(xj, xi) ≥ 0: the amount

of money transferred at time sk to the account invested in xi by selling some

units of xj. Since the price at time sk of the asset xi is Ssk(xi), the net

number of units of xi entering and exiting the portfolio at time sk is given

by

1

Ssk(xi)

∑
j≥1

[ask(xj, xi)− (1 + λsk(xi, xj))ask(xi, xj)] .

To obtain the time-t value of these transfers, one needs to multiply by St(xi):

St(xi)

Ssk(xi)

∑
j≥1

[ask(xj, xi)− (1 + λsk(xi, xj))ask(xi, xj)] .

The global net value at time t of all transfers to and from the account invested

in the asset xio on the time interval [0, t] is then given by

Vt({xio}) =
∑
j,k≥1

1[0,t](sk)
St(xio)

Ssk(xio)
[ask(xj, xio)− (1 + λsk(xio , xj))ask(xio , xj)] .

These quantities will in general be random, but must be adapted in the sense

that ask(xj, xi) is Fsk-measurable, for each i, j, k ≥ 1.

For a real valued function f on R̄+, let us set

Gt(f)(s, x, y) := 1[0,t](s)

[
St(y)

Ss(y)
f(y)− St(x)

Ss(x)
f(x)(1 + λs(x, y))

]
. (2.8)

Then,

Vt({xio}) =

∫
T×R̄2

+

Gt(1{xio})(s, x, y)dL(s, x, y)

where L is the Borel measure on T× R̄2
+ defined by

L(A×B × C) :=
∑
i,j,k≥1

ask(xi, xj)δsk(A)δxi(B)δxj(C)

for A×B × C in the Borel algebra of T× R̄2
+.

If one wants to introduce an initial endowment v = (v({xi}))i≥1 labeled

in amount of money, then one has to convert it into time t-values so that the

time t-value of the portfolio becomes

Vt({xio}) = v({xio})St(xio)/S0(xio) +

∫
T×R̄2

+

Gt(1{xio})(s, x, y)dL(s, x, y).
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Viewing Vt and v as a Radon measures on R̄+, this leads to

Vt(f) = v(fSt/S0) + L(Gt(f)) , f ∈ CC.

This last formulation is motivated by the fact that it permits to pass from

simple strategies, defined as combinations of Dirac masses, to more general

strategies, defined as Radon measures. This is the object of the next section.

2.2.2 Trading strategies and portfolio processes

The discussion of the previous section shows that it is natural, in the presence

of a continuum of assets, to model financial strategies and portfolio processes

as measure-valued processes on T× R̄2
+ and R̄+ respectively. We now make

this notion more precise.

We recall that Radon measures are identified with their unique extension

to regular Borel measures.

Definition 2.1 A trading strategy is a M+(T× R̄2
+)-valued random variable

L such that the M+(T× R̄2
+)-valued process (Lt)t∈T defined by

Lt(f) = L(f1[0,t]×R̄2
+

), f ∈ C(T× R̄2
+), t ∈ T, (2.9)

is weak*-adapted. We set by convention L0− ≡ 0, and denote by L the

collection of such processes.

Note that the above definition is a natural extension of the finite di-

mensional case in which transfers are modeled by multidimensional càdlàg

non-decreasing adapted processes.

We are now in position to define the notion of portfolio processes. For

f ∈ C(T× R̄+), we set

H(f)(s, x, y) := f(s, y)− f(s, x)(1 + λs(x, y)), (s, x, y) ∈ T× R̄2
+. (2.10)

We note thatH is a linear continuous operator from Cβ(T×R̄+) to Cβ(T×R̄2
+)

(and also when both spaces are endowed with the weak topology) and observe

that according to the definition of G in (2.8),

Gt(f)(s, x, y) = 1[0,t](s)H(
1⊗ (Stf)

S
)(s, x, y), for f ∈ CC, (2.11)

where for g ∈ CC we define 1⊗ g ∈ C(T× R̄2
+) by (1⊗ g)(s, x) = g(x).
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Definition 2.2 A portfolio process V v,L is a MM-valued process such that

V v,L
t (f) = v(fSt/S0) + L(Gt(f)) , t ∈ T and f ∈ CC, (2.12)

for some trading strategy L and some initial endowment v ∈ MM. If v = 0, we

simply write V L.

It follows from Proposition 5.1 (b) in the Appendix and from the continuity

of H that V v,L is weak* F-adapted.

Remark 2.2 Two trading strategies L, L̃ ∈ L give rise to the same portfolio

process, i.e. V L = V L̃, if and only if (L−L̃)◦H = 0. In fact, (L−L̃)◦H = 0

if and only if (L− L̃) ◦Gt = 0 for all t ∈ T.

A related question is: If we only know that L̃ is a M+(T × R̄2
+)-valued

random variable and that the portfolio process V L̃, constructed as in (2.12),

is weak*-adapted, does it follow that L̃ ∈ L, i.e. t 7→ L̃|[0,t]×R̄2
+

is weak*-

adapted ? Although it is trivial in finite dimensional settings, the answer is

in general no in our context. However, it follows from Corollary 5.2 in the

Appendix that there always exists L ∈ L such that V L = V L̃.

2.3 Solvency cones and dual cones

We first define, for ω ∈ Ω,

K̃(ω) = cone{(1+λt(x, y)(ω))δt⊗δx−δt⊗δy, δt⊗δx : (t, x, y) ∈ (T×R̄2
+)∩Q3},

(2.13)

where cone denotes the convex cone (finitely) generated by a family. The set

K̃t(ω) := {ν ∈ MM : δt⊗ ν ∈ K̃(ω)} coincides with solvent financial positions

at times t ∈ T ∩ Q in the assets x ∈ R̄+ ∩ Q, i.e. portfolio values that can

be turned into positive ones (i.e. elements of MM+) by performing immediate

transfers. This corresponds to the notion of solvency cone in the literature,

see [20].

We then define K(ω) as the weak* closure in M(T× R̄+) of K̃(ω). Using

the a.s. continuity of (t, x, y) 7→ λt(x, y) noted in Remark 2.1, one easily

checks that the (positive) dual cone K ′(ω) of K(ω) in Mσ(T× R̄+) is given
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by

K ′(ω) := {f ∈ C(T× R̄+) : µ(f) ≥ 0 ∀µ ∈ K(ω)} (2.14)

= {f ∈ C+(T× R̄+) : f(t, y) ≤ (1 + λt(x, y)(ω))f(t, x) ∀(t, x, y) ∈ T× R̄2
+}.

Given t ∈ T, the instantaneous solvency cone Kt(ω) in the state ω at time t

and, what will be proved to be, their dual cones K ′t(ω) are defined as

Kt(ω) := {ν ∈ MM : δt ⊗ ν ∈ K(ω)}, (2.15)

K ′t(ω) := cl{f(t, ·) : f ∈ K ′(ω)}, (2.16)

in which cl denotes the norm closure on CC.

Before continuing with our discussion, let us first state important prop-

erties of the above random sets. The proofs are provided at the end of this

section.

For each ω ∈ Ω and t ∈ T, we denote by int(K ′(ω)) (resp. int(K ′t(ω)))

the interior of K ′(ω) (resp. K ′t(ω)) in Cβ(T × R̄+) (resp. CCβ). Note that if

the strong topology is replaced by the weak one, then the interiors of K ′(ω)

and K ′t(ω) are always empty, since this is the case for C+(T× R̄+) and CC+.

The proofs of the following results are provided at the end of this section.

Proposition 2.1 Fix t ∈ T. Then P-a.s., int(K ′(ω)) and int(K ′t(ω)) are

non-empty,

int(K ′(ω)) = {f ∈ C>0(T× R̄+) :

f(t, y) < (1 + λt(x, y)(ω))f(t, x), ∀(t, x, y) ∈ T× R̄2
+},

(2.17)

int(K ′t(ω)) = {f ∈ CC>0 :

f(y) < (1 + λt(x, y)(ω))f(x), ∀(x, y) ∈ R̄2
+},

(2.18)

and

K ′t(ω) = {f ∈ CC+ :

f(y) ≤ (1 + λt(x, y)(ω))f(x), ∀(x, y) ∈ R̄2
+}.

(2.19)

Remark 2.3 The fact that the cones K ′t have non-empty interior is an im-

mediate consequence of the condition λt(x, y) > 0 ∀(x, y) contained in (2.4).
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The condition intK ′t 6= ∅ is usually referred to as the efficient friction assump-

tion. In finite dimensional settings (i.e. if R̄+ is replaced by a finite set), it

is equivalent to the fact that the Kt are proper or that λt(x, y) + λt(y, x) > 0

for all x 6= y, see e.g. [20]. This last equivalence does not hold anymore when

the dimension is not finite, see [4, Remark 6.1].

Proposition 2.2 Fix τ ∈ T . Then,

(a) Kτ is P-a.s. closed in MMσ and it is P-a.s. the dual cone of K ′τ in CCσ.

Moreover, Gr(Kτ ) ∈ Fτ ⊗ B(MMσ).

(b) K ′τ is P-a.s. closed in CCσ and it is P-a.s. the dual cone of Kτ in MMσ.

Moreover, Gr(K ′τ ) ∈ Fτ ⊗ B(CCσ).

We now define the associated notion of liquidation value at t ∈ T, the

highest value in asset 0 which can be obtained from a position ν ∈ L0(Ft; MMσ)

at t by liquidating all other positions in (0,∞]:

`t(ν)(ω) := sup{x ∈ R : ν(ω)− xδ0 ∈ Kt(ω)}. (2.20)

Observe that the duality between Kt and K ′t implies

`t(ν)(ω) = inf{ν(f)(ω) : f ∈ K ′t(ω) s.t. f(0) = 1}. (2.21)

The function `t inherits the measurability properties of Proposition 2.2,

as will be proved below.

Proposition 2.3 `τ (ν) ∈ L0(Fτ ) for all τ ∈ T and ν ∈ L0(Fτ ; MMσ).

Remark 2.4 Fix τ ∈ T . Note that f ∈ L0(Fτ ;K ′τ ) with f(0) > 0 implies

that

f/f(0) ≥ (1 + λτ (·, 0))−1 ≥ ιτ := min{(1 + λτ (x, 0))−1, x ∈ R̄+} ∈ L0(Fτ ),

in which we use the continuity assumptions (2.5) and (2.4). It thus follows

from (2.21) that `τ (ν) ≥ ιτ‖ν‖MM for all ν ∈ MM+. Note that mint∈T ιt > 0

P-a.s. thanks to Remark 2.1 and (2.4).
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Proof of Proposition 2.1. Fix ω ∈ Ω such that λ(ω) ∈ C(T × R̄2
+),

which holds outside a set of measure zero according to Remark 2.1.

Let f ∈ int(K ′(ω)), i.e. for some ε > 0, f + B(ε) ⊂ K ′(ω), where B(ε)

is the open ball in C(T × R̄+) of radius ε centered at 0. Since T × R̄+ is

compact, it follows from (2.14) that such an ε exists if and only if formula

(2.17) holds.

Let e ∈ C(T × R̄+) be the constant function taking the value 1. Then

e ∈ int(K ′(ω)) according to (2.17), since λ(ω) has a strictly positive minimum

on T× R̄2
+ by compactness and continuity.

Let At be the right hand side term in the equality (2.18):

At := {f ∈ CC>0 : f(y) < (1 + λt(x, y)(ω))f(x), ∀(x, y) ∈ R̄2
+}.

At is non-empty since it contains the positive constant functions, recall (2.4).

We define the linear continuous operator Pt : Cβ(T × R̄+) → CCβ by

(Ptf)(x) = f(t, x). Being also surjective, Pt is an open mapping. Therefore

Ot := Pt(int(K ′(ω))) is a non-empty open set.

For the moment, we make the hypothesis that

Ot = At.

Since int(K ′(ω)) and At are convex cones with a non-empty interior, their

closures coincide with the closures of their interiors, see e.g. [24, Ch. II, 1.3].

The continuity of Pt thus ensures that K ′t(ω) = cl(Ot) = cl(At). This proves

equality (2.19). Taking the interior of both sides of this equality gives (2.18).

Finally, we prove the above hypothesis Ot = At. The inclusion Ot ⊂
At follows trivially, by definition (2.16) and equality (2.17). To prove the

inclusion At ⊂ Ot, fix g ∈ At and a function φ ∈ C+(T) such that 0 ≤ φ ≤ 1

on T, φ(t) = 1, and supp(φ) ⊂ [t − δ, t + δ] ∩ T for some δ > 0. Define

f ∈ C+(T× R̄+) by f(s, x) = φ(s)g(x) + (1−φ(s)). Then Pt(f) = φ(t)g = g.

Since the unit constant function e belongs to int(K ′(ω)), a compactness and

continuity argument allows to choose δ > 0 small enough such that f ∈
int(K ′(ω)) given by (2.17), recall Remark 2.1. �

Proof of Proposition 2.2. 1. We fix ω ∈ Ω and set t := τ(ω) to alleviate

the notations. Let Mt(R̄+) be the subspace of measures µ ∈M(T× R̄+) such
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that supp(µ) ⊂ {t} × R̄+. Then µ ∈ Mt(R̄+) if and only if µ = δt ⊗ ν with

ν ∈ MM and Mt(R̄+) is a closed subspace of Mσ(T × R̄+). Let Mtσ(R̄+) be

Mt(R̄+) endowed with the induced topology, as a subspace of Mσ(T × R̄+).

Then A := K(ω) ∩Mt(R̄+) is a closed convex cone in Mtσ(R̄+). The linear

mapping Mtσ(R̄+) 3 δt ⊗ ν 7→ ν ∈ MMσ is a continuous linear isomorphism.

Under this mapping, Kt(ω) is the image of A, so Kt(ω) is a closed convex

cone in MMσ.

2. Here again, we fix ω ∈ Ω and set t := τ(ω) to alleviate the notations.

By definition, K ′t(ω) is P-a.s. a closed convex cone in CCβ. Being convex, it is

then also closed in CCσ. Clearly, formula (2.19) of Proposition 2.1 shows that

K ′t(ω) is the dual cone of Kt(ω) in MMσ. Since Kt(ω) is convex and closed in

MMσ, it now follows by the bipolar theorem that the dual cone of K ′t(ω) in CCσ

is Kt(ω).

3. We now prove the measurability properties. a. We start with K ′τ . For

f ∈ CC and t ≤ T, let us set

F̂t(f)(ω) := inf
(x,y)∈R̄2

+

Ft,x,y(f)(ω), (2.22)

where

Ft,x,y(f)(ω) :=
(
f(x)(1 + λt(x, y)(ω))− f(y))

)
∧ f(x).

Note that, for f ∈ CC,

(ω, f) ∈ Gr(K ′τ )
c if and only if F̂τ(ω)(f)(ω) < 0.

For n ≥ 1 and 0 ≤ k ≤ 2n, set snk := k2−nt, for some t ∈ T, and let

(xl, ym)l,m≥1 be dense in R̄2
+. Then, the above, combined with the continuity

of λ stated in Remark 2.1 and the compactness of T× R̄2
+, implies that

At := Gr(K ′τ )
c ∩ ({τ ≤ t} × CC) = ∩N≥1 ∪n≥N ∪2n

k=1 ∪l,m≥1 A
k,l,m
t,n

where

Ak,l,mt,n := {(ω, f) ∈ Ω× CC : τ(ω) ∈ (snk−1, s
n
k ] and Fsnk ,xl,ym(f)(ω) < 0}

with the convention (sn0 , s
n
1 ] = [0, sn1 ]. The mapping (ω, f) 7→ (λsnk (xl, ym)(ω),

δym(f), δxl(f)) = (λsnk (xl, ym)(ω), f(ym), f(xl)) of (Ω × CCσ,Ft ⊗ B(CCσ)) into
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R3 is a Carathéodory function, i.e. measurable with respect to ω and con-

tinuous with respect to f , hence Ft⊗ B(CCσ)-measurable. By continuous

compositions, so is the mapping (ω, f) 7→ Fsnk ,xl,ym(f)(ω). Hence, At ∈ Ft⊗
B(CCσ). By arbitrariness of t ∈ T, this shows that Gr(K ′τ ) ∈ Fτ⊗ B(CCσ). For

later use, note that minor modifications of the above arguments show that

F̂τ (f) ∈ L0(Fτ ) for all f ∈ CC. (2.23)

b. It remains to discuss the measurability of Gr(Kτ ). It will follow from

the P-a.s. duality between Kτ and K ′τ . We first note that

g ∈ int(K ′τ (ω)) if and only if g ∈ CC and F̂τ (g)(ω) > 0, (2.24)

where F̂ is defined as in (2.22). Let (fn)n≥1 be a dense family of CCβ and set

Bn := {(ω, ν) ∈ Ω×MM : max{ν(fn),−F̂τ(ω)(fn)(ω)} ≥ 0}, n ≥ 1.

The assertion (2.23) implies that B := ∩nBn is an element of Fτ ⊗ B(MMσ).

To conclude the proof, we now show that Gr(Kτ ) = B. The inclusion

Gr(Kτ ) ⊂ B follows from (2.24). To obtain the converse inclusion, we first

recall that int(K ′τ(ω)(ω)) is a non-empty convex cone so that its norm clo-

sure in CCβ coincides with K ′τ(ω)(ω). This implies that ν ∈ Kτ(ω)(ω) when-

ever ν(g) ≥ 0 for all g ∈ int(K ′τ(ω)(ω)), or, equivalently, if ν(g) ≥ 0 for

all g ∈ CC such that −F̂τ(ω)(g)(ω) < 0, recall (2.24). By a.s. continuity of

g ∈ CCβ 7→ F̂τ(ω)(g)(ω), this is satisfied by any (ω, ν) ∈ B. �

Proof of Proposition 2.3. The result follows from Proposition 2.2 and

the fact that, for co ∈ R,

{ω ∈ Ω : `τ(ω)(ν(ω))(ω) < co} = ∪c∈Q∩(−∞,co){ω ∈ Ω : (ω, ν(ω)−cδ0) ∈ Gr(Kτ )}.

�
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3 Robust no free lunch with vanishing risk

and closure properties

3.1 Definitions

We are now in position to define the notion of no-arbitrage we shall consider.

As in [16], we use the robust version of the No Free Lunch with Vanishing

Risk criteria. For this purpose, we restrict to strategies that are bounded

from below in the following sense.

Definition 3.1 For c ∈ R+, L0
b(c) is the subset of random variables ζ ∈

L0(FT ; MMσ) bounded from below by c in the sense that

ζ +
ST
S0

η ∈ L0(FT ;KT ) , for some η ∈ MM with ‖η‖MM ≤ c. (3.1)

The set of all MM-valued random variables bounded from below is

L0
b :=

⋃
c∈R+

L0
b(c).

A strategy L ∈ L is said to be bounded from below, if there exists η ∈ MM such

that

V L
t +

St
S0

η ∈ L0(Ft;Kt) , for all t ∈ T.

We denote by Lb the set of such strategies, they are said to be admissible.

The set of admissible strategies, for which the terminal portfolio values are

c-bounded from below is denoted by Lb(c) := {L ∈ Lb : V L
T ∈ L0

b(c)}.

The set of bounded from below random claims that can be super-hedged

starting from a zero initial endowment and by following an admissible strat-

egy is

X T
b := ∪c≥0X T

b (c)

where

X T
b (c) := {X ∈ L0

b(c) : V L
T −X ∈ L0(FT ;KT ) for some L ∈ Lb}.

The no-free lunch with vanishing risk property (NFLVR) is defined in a

usual way.
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Definition 3.2 (NFLVR) We say that (NFLVR) holds if for each sequence

(Xn, cn)n≥1 ⊂ X T
b × R+ :

limn cn = 0 and Xn ∈ X T
b (cn) for all n ≥ 1 imply lim supn `T (Xn) ≤ 0 P-a.s.

In order to define a robust version of the above, one needs to consider

models with transaction costs

λε := λ− ε (3.2)

strictly smaller than λ. We denote by Υ the set of C>0(R̄2
+)-valued adapted

processes ε such that the left-hand side of (3.2) satisfies the conditions (2.4)–

(2.7).

Remark 3.1 An easy example of a λε is obtained by fixing k ∈ (0, 1) and

setting εt(x, y) = 1+λt(x, y)−(1+λt(x, y))k, ∀(t, x, y) ∈ T×R̄2
+. It is straight-

forward to check that λε satisfies (2.4)–(2.7). Due to compactness, and con-

tinuity and strict positivity of λ, we have inf(t,x,y) εt(x, y) ∈ L0(F ; (0,∞)).

We define Gε, Kε, Kε′ , `εT , X Tε
b ,. . . , and (NFLVR)ε as above with λε in

place of λ, for ε ∈ Υ.

Definition 3.3 (RNFLVR) We say that (RNFLVR) holds if (NFLVR)ε holds

for some ε ∈ Υ.

The above definition is similar to Definition 5.2 in [16], except that they

use a notion of simple strategies.

3.2 Closure properties

The main result of this section is a Fatou-type closure property for the set

of terminal values of super-hedgeable claims X T
b .

Definition 3.4 We say that (µn)n≥1 ⊂ L0(F ; MM) is Fatou-convergent with

limit µ if (µn)n≥1 converges P-a.s. to µ in MMσ and (µn)n≥1 ⊂ L0
b(c) for some

c ∈ R+.

A subset F of L0(F ; MM) is said to be Fatou-closed if any Fatou-convergent

sequence has a limit in F .
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It will readily imply that the corresponding set

X̂ T
b = {S0/STX for some X ∈ X T

b } (3.3)

of super-hedgeable claims labeled in terms of numeraire units at t = 0 is

weak*-closed.

Theorem 3.1 Assume that (RNFLVR) holds. Then, the set X T
b is Fatou-

closed. Moreover, X̂ T
b ∩ L∞(FT ; MM) is σ(L∞(FT ; MM), L1(FT ; CC))-closed.

The proof of Theorem 3.1 will be split in several parts. We first establish

two boundedness properties which follow from our (RNFLVR) assumption

(compare with [16, Lemma 5.4, Lemma 5.5]).

Lemma 3.1 Let (NFLVR)ε hold for some ε ∈ Υ, and fix c ∈ R+. Then, the

set `εT (X Tε
b (c)) ⊂ L0(F) is bounded in probability.

Proof If the assertion of the lemma is not true, then one can find a real

number α > 0 and a sequence (Xn)n≥1 ⊂ X Tε
b (c) such that

P [|`εT (Xn)|/n ≥ 1] ≥ α, ∀n ≥ 1. (3.4)

By definition of X Tε
b (c), there exists (ηn)n≥1 ⊂ L0(F ; MM) such that ‖ηn‖MM ≤ c

and Xn + STS
−1
0 ηn ∈ Kε

T , for all n ≥ 1. Set X̃n := Xn/n and η̃n := ηn/n, so

that X̃n + STS
−1
0 η̃n ∈ Kε

T and c/n→ 0. Under (NFLVR)ε, this implies that

`εT (X̃n)→ 0 in probability. This contradicts (3.4). �

Lemma 3.2 Assume that (RNFLVR) holds. Then, for all c ∈ R+, the set

{‖L‖M(T×R̄2
+) : L ∈ Lb(c)} ⊂ L0(F) is bounded in probability.

Proof Let ε be as in Definition 3.3.

1. Fix L ∈ Lb(c) a c-admissible strategy and set

V Lε
T (f) := L (Gε

T (f)) , f ∈ CC.

Since

Gε
T (f)(s, x, y) = GT (f)(s, x, y) + εs(x, y)(ST (x)/Ss(x))f(x),
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it follows that

V Lε
T (f) = V L

T (f) + µL(f), (3.5)

where

µL(f) :=

∫
T×R̄2

+

εs(x, y)(ST (x)/Ss(x))f(x)dL(s, x, y).

Since L is M+(T × R̄2
+)-valued, µL(f) ∈ L0(F ;R+) for all f ∈ CC+. This

implies that P-a.s. µL ∈ MM+ ⊂ KT . Recalling the definition of Lb(c), this

shows that

V Lε
T +

ST
S0

η ∈ KT P-a.s.,

for some η ∈ MM with ‖η‖MM ≤ c. Now observe that KT ⊂ Kε
T , and therefore

V Lε
T ∈ X Tε

b (c).

In particular, this shows that

X T
b (c) ⊂ X Tε

b (c). (3.6)

2. Let L ∈ Lb(c) be as above. By (3.5) and (2.21) applied to `εT ,

`εT (V Lε
T ) ≥ `εT (V L

T ) + `εT (µL).

Appealing to (3.6) and Lemma 3.1, this implies that {`εT (µL), L ∈ Lb(c)} is

bounded in probability. We now apply Remark 2.4 to `εT :

`εT (µL) ≥ ιT‖µL‖MM

where ιT ∈ L0(F ; (0,∞)). Since L ∈ M+(T × R̄2
+), the lemma now follows

from

‖µL‖MM = L(εST/S) ≥ a‖L‖M(T×R̄2
+),

where a := inf{εs(x, y)ST (x)/Ss(x) : (s, x, y) ∈ T× R̄2
+} ∈ L0(F ; (0,∞)) by

a continuity and compactness argument, recall Remark 2.1 and the definition

of Υ. �

In order to deduce from the above the required closure property, we now

state a version of Komlòs lemma.
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Lemma 3.3 Let E be a compact space and (L̃n)n≥1 ⊂ L0(F ; M+β(E)) be

bounded in probability. Then, there exists a sequence (L̄n)n≥1, satisfying L̄n ∈
conv(L̃k, k ≥ n) for all n ≥ 1, which weak*-converges P-a.s. to some L ∈
L0(F ;M+(E)).

Proof a. Let I := (fk)k≥1 be a dense subset of the separable space Cβ(E).

Then, combining [20, Lemma 5.2.7] with a diagonalisation procedure shows

that there exists a sequence (L̄n)n≥1 such that L̄n ∈ conv(L̃k, k ≥ n) for all

n ≥ 1, and such that (L̄n(fk))n≥1 converges P-a.s. to some ζk ∈ L0(F ,R).

We set L(fk) = ζk.

b. We now extend L to C(E). To do this, we note that, for each g ∈ C(E),

one can find a sequence (gk)k≥1 ⊂ I that converges in Cβ(E) to g. We claim

that limk≥1 L(gk) is well defined and does not depend on the chosen sequence

(gk)k≥1 that converges to g. First, we show that (L(gk))k≥1 is P-a.s. a Cauchy

sequence. Indeed,

|L(gk)− L(gk′)| = lim
n→∞

|L̄n(gk)− L̄n(gk′)|

≤ esssup
n≥1
‖L̄n‖M(E)‖gk′ − gk‖C(E).

The first term on the right is a.s. bounded while the second term converges

to 0 as k, k′ → ∞, since Cβ(E) is complete. It remains to check that the

result is the same if we consider two different approximating sequences. But

this follows immediately from the same estimates. For g as above, we can

then define L(g) := limk≥1 L(gk).

c. To see that (L̄n)n≥1 converges P-a.s. to L in the weak* topology, let us

note that, for g ∈ C(E), one has

|L̄n(g)− L(g)| ≤ |L̄n(gk)− L(gk)|+ 2 sup
m≥1
‖L̄m‖M(E)‖g − gk‖C(E)

Taking (gk)k≥1 that converges to g in Cβ(E) leads to the required result by

first taking the limit n→∞, and then k →∞.

d. The above also shows that the map Cβ(E) 3 g 7→ L(g) is continuous

P-a.s. The linearity is obvious.

e. The measurability is obvious since L(fk) is F -measurable as the P-a.s.

limit of F -measurable random variables, which extends to L(g) for any g by

the construction in b. above. �
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Corollary 3.1 Let (Ln)n≥1 ⊂ L be such that (LnT )n≥1 is bounded in probabil-

ity. Then, there exists a sequence (L̄n)n≥1, satisfying L̄n ∈ conv(Lk, k ≥ n)

for all n ≥ 1, that converges P-a.s. for the weak* topology to some L ∈ L.

Proof It suffices to apply Lemma 3.3 to E := T × R̄2
+. The weak*-

measurability property of Definition 2.1 follows by the weak*-convergence

property of Lemma 3.3. �

We are now in position to conclude the proof of Theorem 3.1 by using

routine arguments, which we provide here for completeness.

Proof of Theorem 3.1. a. Let us suppose that (Xn)n≥1 ⊂ X T
b weak*-

converges P-a.s. to X ∈ L0(FT ; MM). Moreover, assume that there exists

ηn ∈ L0(FT ; MM) such that Xn + STS
−1
0 ηn ∈ KT a.s. and c := supn ‖ηn‖MM ∈

L∞. Let (Ln)n≥1 ∈ Lb(c) be a sequence of transfer measures associated to

(Xn)n≥1, i.e. such that

Xn(f) ≤ Ln(GT (f)) for all n ≥ 1 and f ∈ CC+. (3.7)

It follows from Lemma 3.2 that (Ln)n≥1 is bounded in probability. Applying

Corollary 3.1, we may assume without loss of generality (up to passing to

convex combinations) that LnT weak*-converges P-a.s. to some L ∈ Lb. Using

Remark 2.1, one easily checks that Ln(Gt(f))→ L(Gt(f)) P-a.s. for all f ∈ CC.

Passing to the limit in (3.7) thus implies X(f) ≤ L(GT (f)) for all f ∈ CC+.

This shows that X T
b is Fatou-closed.

b. By Krein-Šmulian’s Theorem, (c.f. Corollary, Ch. IV, Sect. 6.4 of

[24]), it suffices to show that X̂ T
b ∩ B1 is σ(L∞(FT ; MM), L1(FT ; CC))-closed,

where B1 is the unit ball of L∞(FT ; MM). To see this, let (X̂α)α∈I be a net in

X̂ T
b ∩ B1 which converges σ(L∞(FT ; MM), L1(FT ; CC)) to some X̂ ∈ B1. After

possibly passing to convex combinations, we can then construct a sequence

(X̂n)n≥1 in X̂ T
b ∩ B1 which weak*-converges P-a.s. to X̂, see e.g. [4, Lemma

4.1]. By the continuity property of Remark 2.1, this implies that (Xn)n≥1 in

X T
b weak*-converges P-a.s. to X, with Xn(f) := X̂n(fST/S0) and X(f) :=

X̂(fST/S0). Since (X̂n)n≥1 ⊂ B1, one easily checks that (Xn)n≥1 is indeed

Fatou-convergent. Since X T
b is Fatou-closed, this shows that X̂ ∈ X̂ T

b . �
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4 Equivalence with the existence of a strictly

consistent price system

From now on, we define the set of strictly consistent price systems,M(int(K ′)),

as the set of CC-valued weakly F-adapted càdlàg processes Z = (Zt)t∈T such

that

(Za.) Zτ ∈ int(K ′τ ) P-a.s. for all τ ∈ T ,

(Zb.) Zτ− ∈ int(K ′τ ) P-a.s. for all predictable τ ∈ T ,

(Zc.) ZS/S0 is a CC-valued martingale satisfying ‖ZS/S0‖CC ∈ L1.

In the above, martingale means that (ZS/S0)(x) is a martingale for each

x ∈ R̄+. Note that, for the space of continuous functions CC, this coincides

with the notion of martingales on Banach spaces, see e.g. [9, Ch. I, Sect. 3.4].

The terminology strictly consistent price systems was introduced in [25].

They play the same role as equivalent martingale measures in frictionless

markets, see e.g.[20].

Remark 4.1 Proposition 2.1 and Proposition 2.2 allows to give a sense to

the assertions (Za) and (Zb).

Remark 4.2 A simple and standard example of a price system can be ob-

tained when there exists an equivalent probability measure Q such that S is

already a Q-martingale. Then, Z defined by Zt(x) := E [dQ/dP|Ft], for all x,

is a strictly consistent price system. A non trivial situation will be discussed

in Section 4.3 below.

4.1 Existence under (RNFLVR)

The main result of this section extends the first implication in [16, Theorem

1.1] to our setting.

Theorem 4.1 Let (RNFLVR) hold. Then, there exists ε ∈ Υ such that

M(int(K ′)) ⊃M(int(Kε′ )) 6= ∅.
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In order to show the above, we shall follow the usual Hahn-Banach sepa-

ration argument based on the weak*-closure property of Theorem 3.1 above.

This is standard but requires special care in our infinite dimensional setting.

In particular, we shall first need to show that simple strategies are admissible.

To this purpose, we introduce the notation

K̂τ := {S0/Sτν : ν ∈ Kτ} for τ ∈ T . (4.1)

Clearly, the measurability of Proposition 2.2 extends to K̂. An element of

−K̂τ can be interpreted as a portfolio holding, evaluated in terms of time-

0 prices, obtained by only performing immediate transfers at time τ . The

following technical result is obvious in discrete time settings.

Proposition 4.1 L∞(Fτ ;−K̂τ ) ⊂ X̂ T
b for all τ ∈ T .

Proof Fix ξ̂ ∈ L∞(Fτ ;−K̂τ ). We must show that there exists L ∈ Lb such

that

V L
T =

ST
Sτ
ξ where ξ := (Sτ/S0)ξ̂. (4.2)

This equation is satisfied if the portfolio process V L satisfies

V L
τ (g) = Lτ (H(1⊗ g)) = ξ(g), for all g ∈ CC,

V L
t = 0 on {t < τ} and V L

t = St
Sτ
ξ on {t ≥ τ}. Equivalently the random

measure µ := −L ◦H shall satisfy µ(f) = −ξ(f(τ, ·)) for f ∈ C([0, T ]× R̄+),

i.e.

µ = −δτ ⊗ ξ. (4.3)

We can now apply Corollary 5.2 in the Appendix and define L by

L(ω) = J(λ(ω), µ(ω)). (4.4)

Since λ1[0,t]×R̄2
+

and µ1[0,t]×R̄+
are Ft-measurable, it follows that L has the

properties required by Definition 2.1, recall Remark 2.1 and (a.) of Proposi-

tion 5.1 in the Appendix. As ξ̂ ∈ L∞(F ; MMβ), the strategy is bounded in the

sense of Definition 3.1 �
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We can now provide the proof of Theorem 4.1.

Proof of Theorem 4.1. Fix ε ∈ Υ such that (NFLVR)ε holds. We shall

construct Z such that (Zc) holds and Zτ ∈ K
ε′
τ for all stopping times τ ∈ T .

In particular, as a martingale, ZS/S0 has a càdlàg modification (cf. [23, Ch.

II, Th. (2.9)]), and, since S has continuous paths and takes strictly positive

values, Z has a càdlàg modification. We shall also show that ZT ≥ 0 and that

ZT (x̄) > 0 for at least one x̄ ∈ R̄+ (actually along a dense sequence). Since

(ZS/S0)(x̄) is a martingale, this implies that Zτ (x̄) > 0 for all stopping times

τ ∈ T . In view of the definition of K
ε′
τ this readily implies that Zτ ∈ int(K ′τ ).

Our continuity assumptions, see Remark 2.1, then imply that Zτ− ∈ K
ε′
τ for

all predictable stopping time τ ∈ T . Similarly as above, we must have

Zτ−(x̄) > 0, see e.g. [18, Lemma 2.27], so that Zτ− ∈ int(K ′τ ), whenever τ is

predictable. This will show thatM(int(K ′)) 6= ∅. To find an ε̄ ∈ Υ such that

M(int(K ε̄′ )) 6= ∅, we just note that (RNFLVR) for the original transaction

costs λ implies (RNFLVR) for some λε̄ defined as in (3.2) for some Υ 3 ε̄ < ε.

This ε̄ can be easily constructed by using the argument of Remark 3.1.

1. It follows from the assumption (NFLVR)ε that X̂ Tε
b ∩ L∞(FT ; MM+) =

{0}. The Hahn–Banach theorem and Theorem 3.1 then imply that, for any

ν ∈ L∞(FT ; MM+) \ {0}, there exists fν ∈ L1(FT ; CC) and a real constant aν

such that

E [X(fν)] < aν < E [ν(fν)] , ∀X ∈ X̂ Tε
b ∩ L∞(FT ; MM). (4.5)

Since X̂ Tε
b is a cone of vertex 0 which contains L0(FT ;−MM+), we deduce that

fν ∈ L1(FT ; CC+) (4.6)

aν > 0 and E [X(fν)] ≤ 0 for all X ∈ X̂ Tε
b ∩ L∞(FT ; MM). (4.7)

Also observe that we may assume without loss of generality that ‖fν‖CC ≤ 1.

2. In the following, we use the fact that MM+ is the σ(MM,CC)-closure of the

cone generated by the countable basis (δxk)k≥1, where (xk)k≥1 = Q+ ∪ {∞}.
We set Ak(ν) := {ω ∈ Ω : δxk(fν)(ω) > 0} for ν ∈ L∞(FT ; MM+)\{0} and

Ak := {Ak(ν) : ν ∈ L∞(FT ; MM+)\{0}} , k ∈ N.

If Γ ∈ FT is a non-null set, then P [Γ ∩ Ak(ν)] > 0 for ν defined by ν :=

δxk1Γ ∈ L∞(Ft; MM+). This follows from the left-hand side of (4.7) and the
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right-hand side of (4.5). By virtue of [20, Lemma 2.1.3 p74], we can then,

for k given, find a countable subfamily {Ak(νik) : i ∈ N} ⊂ Ak such that

Bk :=
⋃
i∈N

Ak(ν
i
k) satisfies P [Bk] = 1. (4.8)

Therefore, B := ∩kBk is a set of measure 1.

Let us set

ŽT :=
∑
k,i≥1

2−k−ifνik .

On each Bk, ŽT (xk) > 0. This follows from (4.8) and (4.6). Since x 7→ ŽT (x)

is continuous, this implies that ŽT (x) ≥ 0 for all x ∈ R̄+ P-a.s. For later use,

note that

E
[
X(ŽT )

]
≤ 0 for all X ∈ X̂ Tε

b ∩ L∞(FT ; MM), (4.9)

by (4.7) and the definition of ŽT .

3. Let MM1 be the closed unit ball of MM, i.e. MM1 := {η ∈ MM : ‖η‖MM ≤ 1}.
Given τ ∈ T , we set Zτ := E

[
ŽT |Fτ

]
S0/Sτ . We now show that Zτ ∈ K

ε′
τ .

Indeed, if it is not the case then, for every ω in the non-null set Λτ := {Zτ /∈
K
ε′
τ } ∈ Fτ , we may find ξω ∈ Kε

τ (ω) ∩MM1 such that ξω(Zτ ) < 0. It follows

that the set

Γ :=
{

(ω, ξ) ∈ Ω×MM1 : ξ ∈ Kε
τ (ω) and ξ(Zτ (ω)) < 0

}
is of full measure on Λτ ×MM1, i.e. Λτ \ {ω ∈ Ω : ∃ ξ ∈ MM1 s.t. (ω, ξ) ∈ Γ}
= ∅ up to P-null sets. As Γ is Fτ ⊗ B(MMσ)-measurable, by a measurable

selection argument, we then obtain an Fτ -measurable selector ξ such that

(ω, ξ(ω)) ∈ Γ on Λτ and ξ = 0 otherwise, see e.g. [20, Theorem 5.4.1] or [1,

Theorem 18.26]. One has E [−ξ(Zτ )] > 0. Suppose for the moment that

E [−ξ(Zτ )] = E
[
−ξ(ŽTS0/Sτ )

]
. (4.10)

Then, since {(S0/Sτ )ν : ν ∈ L∞(Fτ ;−Kε
τ )} ⊂ X̂ Tε

b , see Proposition 4.1

above, we obtain a contradiction to (4.9) if τ is such that ‖S0/Sτ‖CC ∈ L∞.

This shows that Zτ ∈ K
ε′
τ for such stopping times τ . In view of (2.2) and

(2.3), the general case is obtained by a standard localization argument.
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4. It remains to prove (4.10). We notice that the ξ in (4.10) is Fτ -
measurable, by construction. Thus, the random measure (S0/Sτ )ξ can be

viewed as an optional random measure with respect to (Ft∨τ )t∈T. Since

ZτSτ/Sτ is by construction the (Ft∨τ )t∈T-optional projection at the stopping

time τ of ZTST/Sτ = ŽTS0/Sτ , it follows from Theorem 5.1 in the Appendix

that

E [ξ(Zτ )] = E [ξ(ZτSτ/Sτ )] = E [ξ(ZTST/Sτ )] = E
[
ξ(ŽTS0/Sτ )

]
.

�

4.2 Existence of strictly consistent price systems im-

plies (RNFLVR)

The fact that the existence of strictly consistent price systems implies (NFLVR)

follows as usual from the super-martingale property of admissible wealth pro-

cesses when evaluated along consistent price systems.

In our infinite dimensional setting, this super-martingale property can

not be deduced directly from an integration by parts argument as in e.g. [7].

We instead appeal to an optional projection theorem which we state in the

Appendix.

In the following, we letM(K ′) be defined asM(int(K ′)) at the beginning

of Section 3 but with K ′ in place of int(K ′).

Proposition 4.2 Fix Z ∈ M(K ′) and L ∈ Lb. Then, (V L
t (Zt))t∈T is a

super-martingale.

Proof Fix t ≥ s ∈ T and L ∈ Lb.
1. Fix τ ∈ T and assume that

µLS,τ (f) =

∫
[0,τ)×R̄2

+

[(fS0/Su)(y) + (fS0/Su)(x)] (1+λu(x, y))dL(u, x, y) , f ∈ CC,

satisfies

‖µLS,τ‖MM ∈ L∞. (4.11)
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In the following, we write Xτ for the stopped process X·∧τ associated to an

adapted process X taking values in CC, C(R̄2
+) or MM. One has

V L,τ
t (Zτ

t ) = Aτt −Bτ
t + ∆τ

t

where

Aτt :=

∫
[0,t∧τ)×R̄2

+

(Zτ
t S

τ
t /Su)(y)dL(u, x, y)

Bτ
t :=

∫
[0,t∧τ)×R̄2

+

(Zτ
t S

τ
t /Su)(x)(1 + λu(x, y))dL(u, x, y)

∆τ
t :=

∫
{t∧τ}×R̄2

+

{(Zτ
t S

τ
t /Su)(y)− (Zτ

t S
τ
t /Su)(x)(1 + λu(x, y))} dL(u, x, y).

First note that

∆τ
t =

∫
{t∧τ}×R̄2

+

{Zt∧τ (y)− Zt∧τ (x)(1 + λt∧τ (x, y))} dL(u, x, y) ≤ 0

since Zt∧τ ∈ L0(Ft∧τ ;K ′t∧τ ), recall (2.14). Hence

V L,τ
t (Zτ

t ) ≤ Aτt −Bτ
t . (4.12)

Since ‖ZS/S0‖CC ∈ L1, (4.11) imply that Aτt , B
τ
t ∈ L1. Moreover, Z, S and λ

take non negative values and the (Fs∨u)u∈T-optional projections of Zτ
t S

τ
t /S·

and (Zτ
t S

τ
t /S·)(1 + λ·(x, y)) are (ZτSτ )(s∨·)∧t/S· and ((ZτSτ )(s∨·)∧t/S·) (1 +

λ·(x, y)) since ZS is a martingale, and the other processes are adapted and

continuous (and therefore optional). Applying Theorem 5.1 in the Appendix,

we get that E [Aτt |Fs]− E [Bτ
t |Fs] = ατs − βτs where

ατs :=

∫
[0,s∧τ ]×R̄2

+

(ZsSs/Su)(y)dL(u, x, y)

+E

[∫
(s,t∧τ)×R̄2

+

Zu(y)dL(u, x, y)|Fs

]

βτs :=

∫
[0,s∧τ ]×R̄2

+

(ZsSs/Su)(x)(1 + λu(x, y))dL(u, x, y)

+E

[∫
(s,t∧τ)×R̄2

+

Zu(x)(1 + λu(x, y))dL(u, x, y)|Fs

]
.
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Moreover,∫
[0,s∧τ ]×R̄2

+

[(ZsSs/Su)(y)− (ZsSs/Su)(x)(1 + λu(x, y))] dL(u, x, y) = V L,τ
s (Zτ

s ),

while Zu(y) − Zu(x)(1 + λu(x, y)) ≤ 0, since Zu ∈ K ′u. Since L is a positive

random measure, the above combined with (4.12) implies that

E
[
V L,τ
t (Zt)|Fs

]
≤ E [Aτt −Bτ

t |Fs] ≤ V L,τ
s (Zτ

s ).

2. We now turn to the general case. In view of Remark 2.1, we can find

an increasing sequence of stopping times (τn)n≥1 such that τn → ∞ P-a.s.

and

sup
u∈T

(‖S0/Su∧τn‖CC + ‖λu∧τn‖C(R̄2
+) + ‖L−u∧τn‖M(R̄2

+)) ∈ L∞,

in which L−u = 1[0,u)×R̄2
+
L. Then, (4.11) holds for each n ≥ 1, and therefore

E
[
V L,τn
t (Zτn

t )|Fs
]
≤ V L,τn

s (Zτn
s )

or equivalently

E
[
V L,τn
t (Zτn

t )+|Fs
]
≤ E

[
V L,τn
t (Zτn

t )−|Fs
]

+ V L,τn
s (Zτn

s ), (4.13)

in which the superscripts + and − denote the positive and the negative parts.

Moreover, the definition of Lb implies that there exists η ∈ MM such that

‖η‖MM ≤ c, for some c ∈ R+, for which

V L,τn
t + (Sτnt /S0)η ∈ Kt∧τn .

Since Zτn
t ∈ K ′τn∧t, it follows that

V L,τn
t (Zτn

t ) + η(Sτnt Z
τn
t /S0) ≥ 0.

Therefore, V L,τn
t (Zτn

t )− ≤ |η(Sτnt Z
τn
t /S0)|. On the other hand, η(Sτnt Z

τn
t /S0) =

η (E [STZT/S0|Fτn∧t]) = E [η (STZT/S0) |Fτn∧t] by Proposition 5.1 in the Ap-

pendix and (Zc), which implies that the sequence (η(Sτnt Z
τn
t /S0))n≥1 is uni-

formly integrable and so does (V L,τn
t (Zτn

t )−)n≥1. Since the later converges

a.s. to V L
t (Zt)

− as n → ∞, it follows that E
[
V L,τn
t (Zτn

t )−|Fs
]

converges
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a.s. to E
[
V L
t (Zt)

−|Fs
]
. It is then sufficient to apply Fatou’s Lemma to the

left-hand side of (4.13) to deduce that

E
[
V L
t (Zt)

+|Fs
]
≤ E

[
V L
t (Zt)

−|Fs
]

+ V L
s (Zs),

which concludes the proof. �

Corollary 4.1 Assume there exists Z ∈M(K ′) such that ZT (0) > 0. Then,

there exists Q ∼ P such that EQ[`T (X)] ≤ 0 for all X ∈ X T
b . In particular,

(NFLVR) holds.

Proof 1. Let L ∈ Lb be such that V L
T − X ∈ KT P-a.s. Then, V L

T (ZT ) ≥
X(ZT ) since ZT ∈ K ′T . Since L ∈ Lb, Proposition 4.2 implies that

E
[
V L
T (ZT )

]
≤ V L

0 (Z0) =

∫
{0}×R̄2

+

(Z0(y)− Z0(x)(1 + λs(x, y))) dL(s, x, y) ≤ 0

where the last inequality follows from the fact that Z0 ∈ K ′0. We now use

(2.21) and the fact that ZT (0) > 0 P-a.s. to obtain

ZT (0)`T (X) ≤ ZT (0)X(ZT/ZT (0)) = X(ZT ), (4.14)

so that, by the above,

αZ EQ[`T (X)] ≤ E [X(ZT )] ≤ 0 (4.15)

where

dQ/dP := ZT (0)/αZ with αZ := E [ZT (0)] > 0.

2. Let (Xn, cn)n≥1 ⊂ X T
b × R+ be such that limn cn = 0 and Xn ∈

X T
b (cn) for all n ≥ 1. Let (ηn)n≥1 ⊂ MM be such that ‖ηn‖MM ≤ cn and

Xn + ηn((ST/S0)·) ∈ KT for all n ≥ 1. Then,

Xn(ZT ) + ηn(ZTST/S0) ≥ 0.

Since ηn(ZTST/S0)→ 0 P-a.s., the last inequality combined with (4.15) ap-

plied to X = Xn implies that Xn(ZT ) → 0 P-a.s. We conclude from (4.14)

and the fact that ZT (0) > 0 P-a.s. that lim supn `T (Xn) ≤ 0. �

The reciprocal of Theorem 3.2 follows.
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Theorem 4.2 Assume that M(int(Kε′ )) 6= ∅ for some ε ∈ Υ, then (RN-

FLVR) holds.

Proof Fix Z ∈ M(int(Kε′ )). In particular, Z ∈ M(Kε′ ) and ZT (0) > 0.

Applying Corollary 4.1 to λε in place of λ implies that (NFLVR)ε holds. �

Remark 4.3 (i). The existence of Z ∈M(int(K ′)) also implies a version of

the robust no free lunch condition which is weaker than the one of Definition

3.3. More precisely, it implies that we can find ε, satisfying all the conditions

in the definition of Υ except that the process t 7→ εt may no more be strongly

continuous but only càdlàg, such that (NFLVR)ε holds. It is given by

εt(x, y) := (1 + λt(x, y))− Zt(y)/Zt(x).

Then, Z ∈ M(Kε′ ) and ZT (0) > 0 by construction. To check that the

property (NFLVR)ε holds, it then suffices to observe that the strong continuity

assumption on the process λ is not used in the proof of Corollary 4.1.

(ii). Combining Theorems 4.1 and 4.2 leads to: M(int(Kε′ )) 6= ∅ for

some ε ∈ Υ ⇔ (RNFLVR) holds. One may want to prove: M(int(K ′)) 6= ∅
⇔ (RNFLVR) holds. Actually, Theorem 4.1 provides the direction ⇐. To

prove the reverse implication, one will typically need to construct some ε as

in (i) above. But this one does not, in general, belong to Υ if one only knows

that Z is int(K ′)-valued. One would need more information, for instance that

Z is strongly continuous. As a matter of fact, the last equivalence can, in

general, only hold if one can remove the strong time continuity condition in

the definition of Υ, i.e. deal with jumps in the bid-ask prices. As explained

in the introduction, we leave this case for further research.

4.3 A simple non-trivial example

We adapt here the finite dimensional example of [15] to our context by con-

sidering a simple one factor model.

Let BH be a fractional Brownian motion with Hurst parameter H ∈ (0, 1)

and set

Yt := eσB
H
t and St(x)/S0(x) := Ytφt(x) + (1− φt(x)), (t, x) ∈ [0, T ]× R̄+
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where σ > 0 and φ is a continuous function with values in [0, 1] and which

admits a positive limit at infinity φ(∞) := limx→∞ φ(x).

It is well-known that, except if H = 1/2, the process Y is not a semi-

martingale. In particular, we can not deduce the existence of a strictly con-

sistent price system by a simple change of measure argument, as in Remark

4.2. However, it follows from [15, Proposition 5.1] and [17, Theorem 1.11]

that, for each ε ∈ (0, 1), we can find Q ∼ P and a Q-martingale M such that

1− ε ≤M/Y ≤ 1 + ε. (4.16)

Let us set, for x ∈ R̄+,

Z(x) := ρ
Mφ(x) + (1− φ(x))

S(x)/S0(x)
with ρ := E

[
dQ
dP
|F·
]
.

Then, (ZS/S0)(x) = ρ(Mφ(x)+(1−φ(x))) is a martingale under P. Moreover

Z(y) ≤ 1 + ε

1− ε
Z(x) for all x, y ∈ R̄+.

Indeed, (4.16) together with the fact that φ takes values in [0, 1] implies that

(1−ε)S(x)/S0(x) ≤Mφ(x)+(1−φ(x)) ≤ (1+ε)S(x)/S0(x) for all x ∈ R̄+.

This shows that we can find a strictly consistent price system, by choosing

ε small enough, whenever there exists η > 0 such that λt(x, y) ≥ η P-a.s. for

all x, y ∈ R̄+ and t ≤ T .

The same arguments go through if we allow φ to be a stochastic process

such that 1− ι ≤ φ/φ̄ ≤ 1 + ι and 1− ι ≤ (1− φ)/(1− φ̄) ≤ 1 + ι for some

ι ∈ (0, 1), small enough, and φ̄ ∈ CC with values in [0, 1]. Then, it suffices to

modify the definition of Z in

Z(x) := ρ
Mφ̄(x) + (1− φ̄(x))

S(x)/S0(x)
,

which leads to

Z(y) ≤ (1 + ε)(1 + ι)

(1− ε)(1− ι)
Z(x) for all x, y ∈ R̄+.

If (1 + ι)/(1 − ι) < 1 + η, we can fin ε > 0 such that Z is still a strictly

consistent price system.
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5 Appendix

We report here on technical results that were used in the previous proofs.

5.1 On optional projections and the measurability of

composition of maps

We first provide two standard results, which we adapt to our context. The

proofs follow classical arguments and are reported only for completeness.

Theorem 5.1 Let T × R̄+ × Ω 3 (t, x, ω) 7→ Xt(x)(ω) ∈ R be a B([0, T ] ×
R̄+) ⊗ F/B(R)-measurable function, such that |Xt(x)| ∈ L1 for all (t, x) ∈
T× R̄+. Let µ ∈ L0(F ;M(T× R̄+)) be such that (µ([0, t]×A))t∈T is optional

for any A ∈ B(R̄+). Assume further that |µ|(|X|) ∈ L1. Then

E [µ(X)] = E [µ(Xo)] , (5.1)

where Xo is defined as the point-wise optional projection of X:

Xo
t (x) := E [Xt(x)|Ft] for x ∈ R̄+ and t ∈ T.

Proof Obviously, one can restrict to the case where µ is non-negative by

considering separately µ+ and µ−. If X is of the form Xt(x)(ω) = 1A(x)ξt(ω)

with A ∈ B(R̄+) and ξ is F⊗B([0, T ])-measurable and bounded, then the op-

tional projection Xo of X is given by 1A(x)ξot (ω) where ξo is the optional pro-

jection of ξ, ξot = E [ξt|Ft] for t ≤ T . Set µA(B) = µ(B×A) for B ∈ B([0, T ]).

Then, µA is an optional random measure on [0, T ] by our assumption on µ.

Moreover, µA(Y ) = µ(Y 1A) for Y = ξ, ξo. It then follows from [11, Chapter

VI.2] that (5.1) holds. The monotone class theorem allows to conclude in the

case where X is just measurable and bounded. The general case is obtained

by a standard truncation argument. �

Proposition 5.1 Let E be a compact metrizable topological space and G a

sub σ-algebra of F .

(a) The following bi-linear form is continuous

M+σ(E)× Cβ(E) 3 (ν, g) 7→ ν(g) ∈ R.

32



(b) Fix g ∈ L0(G;Cσ(E)) and µ ∈ L0(G;M+σ(E)). Then µ(g) ∈ L0(G).

(c) Fix µ ∈ L0(G;M+σ(E)). Then, the map (ω, g) ∈ Ω × C(E) 7→ µ(ω)(g)

is G ⊗ B(Cσ(E))/B(R)-measurable.

Proof:

(a) Let (hn)n (resp. (µn)n) be a convergent sequence in the Banach space

Cβ(E) (resp. the Polish space M+σ(E) (see Corollary 5.1)) with limit h (resp.

µ). The triangular inequality implies that |µn(hm)− µ(h)| ≤ |(µn− µ)(h)|+
|µn(hm − h)| for all n,m ≥ 1. The first term on the r.h.s. converges to 0 by

weak* continuity. The second converges to 0 by norm convergence in C(E)

and norm boundedness of (µn)n≥1 (since weak*-convergent). This proves the

continuity of the bi-linear form.

(b) By Pettis’ theorem, the set of weakly-measurable and the set of

strongly measurable C(E)-valued random variables coincide. We can then

assume that g is strongly measurable. The assertion now follows by contin-

uous composition of measurable mappings.

(c) Also here the continuity of the bi-linear form and the composition

with a measurable mapping gives the result. �

5.2 Some topological properties of the solvency cones

We now establish some topological properties of the solvency cones. Many of

arguments below are inspired by standard texts, see e.g. [6]. Since a deter-

ministic set-up is sufficient here, we only consider deterministic transaction

costs λ, but we consider a slightly more general context in terms of spaces

than in the preceding sections. Namely, we consider two spaces X and Y

satisfying

X is a compact metrizable space and Y := T×X (5.2)

where T = [0, T ] for some T ∈ [0,∞). For λ ∈ C+(T×X2) the cone K(λ) is

now defined (cf. Sec.2.3) to be the closure in Mσ(Y ) of the cone

cone{(1 + λt(x, y))δt ⊗ δx − δt ⊗ δy, δt ⊗ δx : (t, x, y) ∈ T×X2}. (5.3)
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The dual cone K ′(λ) ⊂ C(Y ) of the cone K(λ) in Mσ(Y ) is

K ′(λ) = {f ∈ C+(Y ) : f(t, y) ≤ (1 + λt(x, y))f(t, x), ∀(t, x, y) ∈ T×X2}.
(5.4)

We note that K(λ) ⊂M(Y ) is the dual cone of the cone K ′(λ) in Cσ(Y ) and

also of the cone K ′(λ) in Cβ(Y ). Let us define

Λint := {λ ∈ C+(T×X2) s.t. int(K ′(λ)) 6= ∅}, (5.5)

in which the interior is taken in Cβ(Y ).

Remark 5.1 For later use, note that λt(x, y) ≥ 0 and int(K ′(λ)) 6= ∅ imply

that (1 + λt(x, y))−1 < 1 + λt(y, x) or equivalently λt(x, y) + λt(y, x) > 0, for

(t, x, y) ∈ T×X2, see (2.17). An easy consequence is that the cone in (5.3)

coincides with

cone{(1 + λt(x, y))δt ⊗ δx − δt ⊗ δy : (t, x, y) ∈ T×X2}

whenever int(K ′(λ)) 6= ∅.

Lemma 5.1 Fix λ ∈ Λint. In the space M(Y ), the cone K(λ) is complete

for the uniform structure deduced from the weak* topology.

Proof 1. Linear functionals on C(Y ), positive w.r.t. the order defined by

the cone K ′(λ) are strongly continuous. More precisely, letting C∗(Y ) denote

the algebraic dual of C(Y ), we have

if µ ∈ C∗(Y ) and µ(f) ≥ 0 ∀ f ∈ K ′(λ) then µ ∈ K(λ). (5.6)

This is seen as follows: By hypothesis K ′(λ) has non-empty interior in Cβ(Y ),

so µ ∈M(Y ), the topological dual of Cβ(Y ) (cf. [24, Theorem in Ch. V Sec.

5.5]). Statement (5.6) now follows, since the dual cone of the cone K ′(λ) in

Cβ(Y ) is K(λ).

2. Let U be a Cauchy filter for the weak* uniform structure on K(λ).

Then for all f ∈ C(Y ) the limit ν(f) := limµ,U µ(f) exists, so ν ∈ C∗(Y ).

Moreover ν(f) ≥ 0 if f ∈ K(λ), which together with (5.6) shows that ν ∈
K(λ). �
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Lemma 5.2 Let λ ∈ Λint and let V be a dense subspace of Cβ(Y ). The

topologies on K(λ) induced by σ(M(Y ), V ) and σ(M(Y ), C(Y )) are identical.

Proof: Let U be an ultra filter on K(λ), converging to a measure ν for

the topology σ(M(Y ), V ). Since the topology σ(M(Y ), C(Y )) is finer than

σ(M(Y ), V ), it is enough to prove that U converges to ν also in σ(M(Y ), C(Y )).

Since the cone K ′(λ) has an interior point u1, there exists r1 > 0 such

that u1 + r1B(0, 1) ⊂ int(K ′(λ)), where B(0, 1) is the open unit ball of

Cβ(Y ) centered at 0. As V is dense in Cβ(Y ), we can then choose u ∈
V ∩ (u1 + r1B(0, 1)) and r > 0 such that u+ rB(0, 1) ⊂ int(K ′(λ)).

Then, µ(u + rg) ≥ 0 for all µ ∈ K(λ) and g ∈ B(0, 1), which leads to

|µ(g)| ≤ µ(u)/r. As u ∈ V , it follows from the definition of the topology

σ(M(Y ), V ) that there exists a set N ∈ U such that

0 ≤ µ(u) ≤ ν(u) + 1 ∀µ ∈ N.

According to the last two inequalities, supµ∈N |µ(g)| ≤ (ν(u) + 1)/r for all

g ∈ B(0, 1), which shows that N is weak*-bounded.

The topologies on N induced by σ(M(Y ), V ) and σ(M(Y ), C(Y )) are

identical, since N is weak*-bounded (cf. [6, Proposition 17, Ch. III, §1, nr.

10]. The ultrafilter UN on N induced by U converges to ν in the topology

induced by σ(M(Y ), V ), so it also converges to ν in the topology induced by

σ(M(Y ), C(Y )). �

The coneK(λ) ⊂M(Y ) endowed with the induced topology as a subspace

of Mσ(Y ) is denoted Kσ(λ) from now on.

Proposition 5.2 If λ ∈ Λint then Kσ(λ) is a Polish space.

Proof: The topological space Y being compact and metrizable, it is sepa-

rable (cf. [5, Propositions 12 and 16, Ch. IX, §2]). Let the countable set

D = {yn ∈ Y : n ∈ N∗} be dense in Y and define the set of measures

A1 = {µ ∈M(Y ) : µ =
∑
i∈I

aiδyi , yi ∈ D, ai ∈ Q and I finite}.

A1 is dense in Mσ(Y ). It follows directly from the definition of K(λ) and

(5.3) that the set A = A1 ∩Kσ(λ) is dense in Kσ(λ). The topological space

Kσ(λ) is therefore separable.
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The space Cβ(Y ) is separable, since Y is compact and metrizable (cf. [5,

Theorem 1, Ch. X, §3]). Let C̃ be a countable and dense subset of Cβ(Y )

and let V be the linear hull of C̃.

According to Lemma 5.2, the topologies on Kσ(λ) induced by σ(M(Y ), V )

and σ(M(Y ), C(Y )) are identical. Since the (algebraic) dimension of V is

countable, it follows that every measure µ ∈ Kσ(λ) has a countable local

base of open neighbourhoods

B(µ) = {Bn(µ) : n ∈ N∗}.

We choose a sequence (µn)n≥0 in M(Y ) such that A = {µn : n ∈ N∗}. The

family of open sets

B = {Bn(µm) : n,m ∈ N∗}

is then a countable base of the topology of Kσ(λ). Since Kσ(λ) is locally

compact, it now follows that it is metrizable (cf. [5, Corollaire, Ch. IX, §2,

nr. 9]). Finally, Kσ(λ) is complete according to Lemma 5.1. �

Since M+σ(Y ) is a closed subset of Kσ(λ), when λ ∈ Λint, the following

well-known result (see e.g. [11, Chapter III, no60]) is deduced from the above

by setting T = 0.

Corollary 5.1 M+σ(X) is a Polish space.

5.3 A measurable selection result for trading strategies

We now establish a measurable selection result. It is used to prove that a

candidate portfolio process V , as defined in the proof of Proposition 4.1, can

actually be represented by an admissible strategy L in the sense of Definition

2.1. As already discussed in Remark 2.2 above, this issue is non-trivial in

our infinite dimensional setting.

This requires the introduction of some additional notations and of an

elementary notion of deterministic causality described by progressive mea-

surability, but without reference to the filtered probability space (Ω,F ,F,P).

As in the preceding section, X and Y are given as in (5.2), while Λint is

defined in (5.5).
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Let Λint,β be Λint endowed with the induced topology as a subspace of

Cβ(T×X2). In all this section, we fix

λ̂ ∈ Λint,

and define Λ̂ (resp. Λ̂β) as the subset of Λint (resp. subspace of Λint,β) of

elements λ ∈ Λint such that λ ≥ λ̂.

The topological space

A := Λ̂β ×M+σ(T×X2)

is Polish since this is the case of M+σ(T×X2) (apply Corollary 5.1).

Using that K(λ) ⊂ K(λ̂) for λ ∈ Λ̂, we define the subspace B ⊂ Λ̂β ×
Kσ(λ̂) by

B =
⋃
λ∈Λ̂

{λ} ×K(λ). (5.7)

Let ρ̂ be a metric for the Polish space Kσ(λ̂), see Proposition 5.2. Since K(λ)

is a weak*-closed subspace of K(λ̂), it is also a complete metric space for ρ̂.

Let us define ρB(λ1, µ1, λ2, µ2) = ‖λ1 − λ2‖C(T×X2) + ρ̂(µ1, µ2) for (λi, µi) ∈
C(T×X2)×M+σ(Y ), i = 1, 2. Then, B is a complete metric space for the

metric ρB.

Let Hλ be defined by (2.10) for a given λ:

Hλ(f)(s, x, y) := f(s, y)− f(s, x)(1 + λs(x, y)), (s, x, y) ∈ T× R̄2
+. (5.8)

We can now define the mapping I : A→ B by

I(λ, L) = (λ,−L ◦Hλ). (5.9)

We recall that, given two locally compact Hausdorff spaces U and V , a

mapping of U into V is called proper when it is continuous and the inverse

image of every compact set is compact.

Lemma 5.3 The mapping I : A→ B is proper, closed and surjective.

Proof: 1. We first show the continuity. The first component of I is the

identity mapping on Λ̂, so it is continuous. For all f ∈ C(T × X), the
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mapping Λ̂β 3 λ 7→ Hλ(f) ∈ Cβ(T × X2) is continuous. The continuity of

the second component of I now follows from (a.) of Proposition 5.1.

2. We now show that I is proper. Suppose that EB is a compact subset

of B. It is enough to prove that EA := I−1(EB) is compact. This is true if

EA is empty. Suppose that EA is not empty. To prove that EA is compact

it is enough to establish that every sequence (an)n≥1 in EA has a convergent

subsequence with limit a ∈ EA. For an = (λn, Ln), we set bn = I(an) =

(λn, µn). Since EB is compact, the sequence (bn)n≥1 in EB has a convergent

subsequence, which after re-indexing we also denote by (bn)n≥1, with limit

b ∈ EB. Then, after re-indexing the corresponding subsequence of (an)n≥1,

bn = I(an) and b = limn I(an). As to be established below, for fixed f̂ ∈
int(K ′(λ̂)) there exists a constant C > 0 such that for all (λ, L) ∈ A and

(λ, µ) = I(λ, L)

‖L‖M(T×X2) ≤ Cµ(f̂). (5.10)

The sequence (µn)n≥1 is weak*-bounded, so µn(f̂) ≤ c for some c ≥ 0. The se-

quence (an)n≥1 then satisfies ‖Ln‖M(T×X2) ≤ cC, and by weak*-compactness

it therefore exists a subsequence, also called (an)n≥1 after re-indexing, in

EA converging to a limit a ∈ A. By the continuity of I, it follows that

I(a) = b ∈ EB. So the original sequence (an)n≥1 has a subsequence converg-

ing to a ∈ EA.

It remains to prove (5.10). For f̂ ∈ int(K ′(λ̂)) and (λ, L) ∈ A, so that

λ ≥ λ̂ in particular, we have −Hλ(f̂) ≥ −Hλ̂(f̂) ≥ ε for some constant ε > 0,

recall (2.17) and (2.10). This gives

µ(f̂) = L(−Hλ(f̂)) ≥ L(−Hλ̂(f̂)) ≥ L(ε) = ε‖L‖M(T×X2),

which proves (5.10) with C = 1/ε.

3. I is closed since it is proper and A and B are locally compact.

4. We finally show that I surjective. It is enough to prove that, for given

λ ∈ Λ̂, the function M+(T ×X2) 3 λ 7→ −L ◦Hλ is onto K(λ). According

to its definition through (5.3), Remark 5.1 and the definition of Λ̂, K(λ) is

the closure in Mσ(T×X2) of the cone

cone{−(δt ⊗ δx ⊗ δy) ◦Hλ : (t, x, y) ∈ T×X2},

38



recall the definition of Hλ in (5.8). This shows that K(λ) is the Mσ(T×X2)

closure of Ǩ(λ) := {−L ◦Hλ : L ∈M+(T×X2)}. We shall in fact show that

K(λ) = Ǩ(λ) = {−L ◦Hλ : L ∈M+(T×X2)}. (5.11)

Let the sequence (µn)n≥1 in Ǩ(λ) converge to µ in the Polish space Kσ(λ),

recall Proposition 5.2. With Ln such that µn = −Ln ◦Hλ, inequality (5.10)

and the weak*-boundedness of (µn)n≥1 show that the exists m > 0 for

which ‖Ln‖M(T×X2) ≤ m for all n. By weak*-compactness, there is then

a subsequence, also denoted (Ln)n≥1 after re-indexing, converging to some

L ∈M+(T×X2). By weak*-continuity, µ = −L ◦Hλ. This proves (5.11).

�

In order to introduce a progressive σ-algebra on T×A, let CPr(T×A) be

the subset of functions f ∈ C(T×A) such that f(t, a) = f(t, a′) if a(s) = a′(s)

for all s ∈ [0, t], for t ∈ T. Let CPr(T × B) be defined similarly with B in

place of A. The topological space APr (resp. BPr) is T × A (resp. T × B)

endowed with the coarsest topology for which all functions in CPr(T × A)

(resp. CPr(T×B)) are continuous. The mapping IPr : APr → BPr is defined

by

IPr(t, λ, L) = (t, I(λ, L)), (5.12)

where I is defined in (5.9).

For t ∈ T consider the canonical projection

A 3 (λ, L) 7→ (λ, L)|[0,t]×X2 ∈ Cβ([0, t]×X2)×M+σ([0, t]×X2).

For t ∈ T, FAt is the inverse image of the Borel σ-algebra B(A) under this

projection and FA := (FAt )t∈T defines a filtration of A (when endowed with

its conventional Borel measurable space structure). Similarly, the σ-algebra

FBt , for t ∈ T, is the inverse image of B(B) under the the canonical projection

B 3 (λ, µ) 7→ (λ, µ)|[0,t]×X ∈ Cβ([0, t]×X)× (Mσ([0, t]×X) ∩Kσ(λ̂)).(5.13)

FB := (FBt )t∈T defines a filtration of B.

We note that the spaces APr and BPr are in general not Hausdorff, since

in general CPr(T×A) and CPr(T×B) do not separate points in T×A and
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T×B respectively. For this reason, we shall need to use a suitable notion of

equivalent classes. To define them, we first introduce the map i : T×Λ̂β → Λ̂β

defined by

it(λ)(x, y) =

λs(x, y) if s ∈ [0, t]

max(λ̂s(x, y), λt(x, y)) if s ∈ (t, T ],

for all (t, x, y) ∈ T×X2.

We then define sets of progressive processes ÃPr and B̃Pr, representing

the equivalence classes, and a mapping ĨPr : ÃPr → B̃Pr by

ÃPr = {(t, it(λ), Lt) ∈ T× A : (λ, L) ∈ A}, where Lt = L|[0,t]×X2 ,(5.14)

B̃Pr = {(t, it(λ), µt) ∈ T×B : (λ, µ) ∈ B}, where µt = µ|[0,t]×X , (5.15)

ĨPr : (t, α,N) ∈ ÃPr 7→ (t, α,−N ◦Hα) ∈ B̃Pr. (5.16)

Theorem 5.2 The mapping ĨPr : ÃPr → B̃Pr is proper, closed and surjective

and it has a Borel measurable right inverse J̃Pr : B̃Pr → ÃPr.

Proof: 1. The continuity follows directly from the continuity of I, see

Lemma 5.3.

2. We now show that ĨPr is proper. Let C be a compact subset of B̃Pr

and let (tn, αn, Nn)n≥1 be a sequence in (ĨPr)−1(C). By compactness, the

sequence (tn, αn, νn)n≥1 = (ĨPr(tn, αn, Nn))n≥1 in C has a convergent subse-

quence with a limit (t, α, ν) ∈ C and, possibly after extracting a subsequence,

we can suppose that (tn, αn, νn)n≥1 converges to (t, α, ν).

The set C1 := {(α, ν), (αn, νn) : n ≥ 1} is a compact subset of B,

so it follows from Lemma 5.3 that its inverse image under I is compact.

Hence, after possibly extracting a convergent subsequence, we can suppose

that (αn, Nn)n≥1 converges to some (α,N) in I−1(C1), so that the sequence

(tn, αn, Nn)n≥1 converges to (t, α,N) ∈ T × A. Since itn(αn) = αn and

supp(Nn) ⊂ [0, tn]×X2, it follows by continuity that it(α) = α and supp(N) ⊂
[0, t]×X2, which proves that (t, α,N) ∈ ÃPr.

3. ĨPr is closed since it is proper and ÃPr and B̃Pr are locally compact.

4. ĨPr is surjective. To see this, fix (t, α, µ) ∈ B̃Pr. Since I : A → B is

surjective (Lemma 5.3), there exists (α,L) ∈ A such that I(α,L) = (α, µ).
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Since (t, α, µ) ∈ B̃Pr, we must have (t, α, L) ∈ ÃPr. Then ĨPr(t, α, L) =

(t, α, µ), by (5.16).

5. Since ĨPr is closed and surjective, the inverse image (ĨPr)−1 defines an

upper hemicontinuous correspondence ϕ, i.e. a function of B̃Pr into the set

of subsets of ÃPr, cf. [1, Theorem 17.7]. Its upper inverse ϕu : ÃPr → 2B̃
Pr

is explicitly given by ϕu(x) = {ĨPr(x)}. From the closeness of ĨPr it now

follows that ϕ is weakly measurable correspondence (see [1, Definition 18.1

and the discussion below]). Then ϕ has a measurable selector J̃Pr, according

to the selection theorem [1, Theorem 18.13]. �

Let Ĵ : B̃Pr →M+σ(T×X2) be the third component of J̃Pr, i.e. J̃Pr(t, α, ν)

= (t, α, Ĵ(t, α, ν)) for all (t, α, ν) ∈ B̃Pr. Due to the definition of ÃPr, B̃Pr

and ĨPr, it follows that, for all (t, λ, µ) ∈ T×B,

Ĵ(t, it(λ), µ|[0,t]×X) = Ĵ(T, λ, µ)|[0,t]×X2 . (5.17)

The left hand side of this formula defines a M+σ(T×X2) valued progressive

process w.r.t. the filtration FB of B, which is then also the case for the right

hand side.

We now define the Borel measurable function

J : (λ, µ) ∈ B → Ĵ(T, λ, µ) ∈M+σ(T×X2). (5.18)

One can then sum up the above as follows.

Corollary 5.2 Let J and B be defined as in (5.18) and (5.7).

The process T×B 3 (t, λ, µ) 7→ J(λ, µ)|[0,t]×X2 ∈M+σ(T×X2) is progres-

sively measurable w.r.t. the filtration FB = (FBt )t∈T, in which FBt is defined

as the inverse image of B(B) under the canonical projection (5.13).
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