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Abstract

We develop a version of the fundamental theorem of asset pricing for
discrete-time markets with proportional transaction costs and model
uncertainty. A robust notion of no-arbitrage of the second kind is
defined and shown to be equivalent to the existence of a collection of
strictly consistent price systems.
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1 Introduction

In the setting of frictionless financial market models, the fundamental the-
orem of asset pricing states that the absence of arbitrage opportunities is
equivalent to the existence of an equivalent martingale measure. The nontriv-
ial implication is to pass from the former to the latter, and is usually obtained
by a Hahn—Banach separation argument in the context of LP-spaces, as in
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the celebrated Kreps—Yan theorem [25]; we refer to [10, 15] for background.
A similar reasoning still applies in the presence of proportional transaction
costs as in [16, 24]; see also [17] for a monograph account. Clearly, such du-
ality arguments depend on the presence of a reference probability measure.

In the setting of model uncertainty, the market is defined with respect
to a family P of (typically singular) probability measures. Each element
is interpreted as a possible model and arbitrage is defined in a robust way
with respect to P. Different notions of arbitrage and related results have
been discussed in the literature where transactions are costless, among them
[1,5,7,9,12, 14, 22|. In particular, [5] defines an arbitrage as a trade which
can be entered for free and leads to a terminal wealth which is nonnegative
but not vanishing in the P-quasi-sure sense. In this context, the classical
duality theory does not apply because of the lack of a reference measure, and
it seems that direct adaptations lead to somewhat abstract generalizations
of martingale measures or fairly stringent compactness assumptions (e.g.,
[11, 19]). This difficulty is avoided in [5] by applying finite-dimensional
separation arguments in a local fashion, similarly as in the original proof of
the Dalang—Morton-Willinger theorem [8|, and then passing to the multi-
period setting by selection arguments. Thus, it is crucial that, for the no-
arbitrage condition of [5], absence of local arbitrage is equivalent to absence
of global arbitrage.

An extension of [5] to models with (proportional) transaction costs was
proposed in [3], where quasi-sure versions of the classical weak and robust
no-arbitrage conditions of [18| and [24] were used. As in [5], the authors
start with a local argument for one-period models. However, due to the
transaction costs, absence of local arbitrage is no longer equivalent to ab-
sence of global arbitrage in their sense. Using an intricate forward-backward
construction, [3] nevertheless succeeds in passing from the one-period to the
multi-period case in a model with one risky asset. !

The purpose of this paper is to introduce a different generalization of the
frictionless no-arbitrage condition, one which naturally lends itself to the
setting of transaction costs under model uncertainty and allows for a general
version of the fundamental theorem of asset pricing. We consider a robust
version of no-arbitrage of the second kind, a condition first used by [21] in
the context of transaction costs under the name “no sure gain in liquidation
value”; see also [17, Section 3.2.6] as well as [6] and the references therein.

!Before the final revision of this paper was completed, we received the revised version
of [3] in which a multivariate extension is provided using the strict no-arbitrage condition
of [18].



Our version postulates that a position cannot be P-quasi-surely solvent to-
morrow if it is not already solvent today; cf. Definition 2.2 for the precise
statement. The same condition can be stated in a global fashion, in terms
of terminal positions, but the local and global notions remain equivalent as
can be seen immediately (Remark 2.3). Thus, the local-to-global philosophy
can be applied naturally in our framework, and this leads to our version of
the fundamental theorem of asset pricing.

Namely, assuming nontrivial transaction costs (efficient friction in the
terminology of [16]), we show that robust no-arbitrage of the second kind
is equivalent to the existence of a family of strictly consistent price systems
which are “strictly consistently extendable” in the language of [21]. This
family is rich enough to have the same polar sets as P; in particular, we
retrieve the main result of [21] when P is a singleton. See Definition 2.4 and
Theorem 2.6 for the precise statements which are conveniently formulated in
the language of Kabanov’s general model of solvency cones; it includes, for
instance, Schachermayer’s model of exchange rates [24], see also Example 2.1.

A different fundamental theorem was obtained in [13]| as a corollary of
a superhedging result. In [13], there is a single risky asset with constant
proportial transaction cost, represented by the canonical process on path
space, and all paths are considered possible models; in addition, options are
traded statically. In our multidimensional setting, options can be modeled
dynamically like any other asset, using corresponding transaction costs.

The remainder of this paper is organized as follows. In Section 2, we
describe the setting in detail and state the main result together with the
pertinent definitions. The proof is reported in Section 3; we first consider
a single-period market and then pass the multi-period setting. Some no-
tions and results of measure theory are collected in the Appendix for the
convenience of the reader.

2 Main Result

2.1 Probabilistic Structure

Let T € N and let Q; be a Polish space. For t € {0,1,...,T}, let Q; := Q
be the t-fold Cartesian product, with the convention that €y is a singleton,
and let F; be the universal completion of the Borel o-field B(€2;). We write
(Q, F) for (Qp, Fr); this will be our basic measurable space and we shall
often see (€, F;) as a subspace of (2, F). We denote by B(2) the set of
all probability measures on B(2) (or equivalently on F), equipped with the
topology of weak convergence. For each ¢t € {0,1,...,7 — 1} and w € Q,



we are given a nonempty convex set Py(w) C PB(1), the possible models for
the t-th period given the state w at time t. We assume that for each t,

graph(P;) := {(w, P) : w e Q, P € Py(w)} C Q x P(Qy) is analytic.

This ensures that P; admits a universally measurable selector (cf. the Ap-
pendix); that is, a universally measurable kernel P; : €; — B(£21) such that
Pi(w) € Pi(w) for all w € Q. If we are given such a kernel P; for each
t € {0,1,...T — 1}, we can define a probability P on € by Fubini’s theorem,

P(A):/Q /Q 1A(w1,...,wT)PT_l(wl,...,wT_l;dwT)"-Po(dwl),
1 1

where we write w = (wy, . ..,wr) for a generic element of 2 = Qf The above
formula will be abbreviated as P = Py ® P, ® - - - ® Pp_1 in the sequel. We
can then introduce the set P C () of models for the market up to time 7',

73:2{P0®P1®"'®PT—1:Pt(.)ept(.)7t:0717"'7T_1}7

where each P; is a universally measurable selector of P;.

2.2 Market Model

We first introduce a general market model formulated in terms of random
cones (cf. the Appendix for the pertinent definitions). In Example 2.1 we
shall see how these cones arise in a typical example and how the technical
conditions are naturally satisfied.

For each t € {0,...,T}, we consider a Borel-measurable random set
K Qp — 2R Fach K, is a closed, convex cone containing R‘i, called the
solvency cone at time t. It represents the positions that are solvent; i.e., can
be turned into nonnegative ones by immediate exchanges at current market
conditions, see also Example 2.1 below. We denote by K} its (nonnegative)
dual cone,

Ki(w):={yeR%: (z,y) >0 for all z € K;(w)}, w € Q;

here (x,y) = Z?:l x'y’ is the usual inner product on R?. We remark
that K; C R% as R? C K; and that K; is again Borel-measurable; cf.
Lemma A.l. We assume that K; N OR% = {0}, so every vector in K} \ {0}
has strictly positive components. Moreover, we assume that

int K7 #0, te{0,...,T}. (2.1)



This condition is called efficient friction since it embodies the presence of
nontrivial transaction costs; cf. Example 2.1. Finally, we assume that there
is a constant ¢ > 0 such that

o)y <e(@'fy’), 1<ij<d, ayeKf(w)\{0} (2.2)

for allw € Q, and t € {0,...,T}. This is equivalent to the seemingly weaker
requirement that the above holds for all x € Kj(w) \ {0} and one fixed
y € K/ (w) \ {0}, which corresponds to a choice of numeraire. It is also
equivalent to assume that (2.2) holds only for ¢ = 1. One can think of the
division by y as a normalization by a numeraire, and if we consider d = 2 for
simplicity, (2.2) means that the angles between K; C R? and the coordinate
axes are bounded away from zero after the normalization. In financial terms,
(2.2) means that the proportion of transaction costs is bounded from above,
as we will see momentarily.

Example 2.1. We consider a market with d assets (e.g., currencies) that
is described by a matrix (71'? )i<i,j<a at every time t. The interpretation is
that at time ¢, one can exchange awzj units of asset ¢ for a units of asset j
(where a > 0); thus, 7’ is the exchange rate between the assets, including
transaction costs, and it is natural to assume that 7ij is adapted and positive.
This so-called model with physical units includes models with bid-ask spread
or models with frictionless price and transaction cost coefficients; cf. [17, 24].

In the present setup, the solvency cone K; consists of those portfolios
x = (2!,...,2%) such that after a suitable exchange between the assets, the

position in every asset is nonnegative; in formulas,

K,:{$6RdﬁuahﬁeR?dm“ﬁ+§jwﬂﬂﬂﬁj>m 1<i<d}
J#i

This is also the convex cone generated by {ei,ﬂz‘j e, —ej 1 <ij <d}
where (e;)i<q denotes the standard basis of R?. Thus, the dual cone is given
by . . ..

Kt*:{yE]R‘i: y <y'm?!, 1<i,j<d}.

We may assume without loss of generality that ﬂij < W,fkwf J

direct exchanges are not more expensive than indirect ones.

Let us now discuss the conditions introduced above. It is clear that
R? C K; and K;NORL = {0} are always satisfied. Moreover, if 0 - R
is Borel-measurable, it follows that K; is also Borel-measurable. Let us
assume that

, meaning that

it > 1, 1<i+#j<d, (2.3)



meaning that there is a nonvanishing transaction cost for a round-trip be-
tween two assets. This condition is equivalent to int K} # (), which was our
requirement of efficient friction in (2.1). Indeed, by an elementary calcula-
tion, (2.3) is equivalent to the angle between any two of the vectors span-
ning K; being strictly less than 180 degrees, and this is in turn equivalent
to int K # (. Finally, let us assume that

1z il
moms < c

for a constant ¢ > 0, meaning that the cost of a round-trip is bounded—
more precisely, no more that ¢ units of the first asset are necessary to end up
with one unit of the same asset after the round-trip. As 7rt] < 7t 7rt , this
is equivalent to the symmetrlc condition 7rt9 i < ¢, 1 <i#j<d (possibly
after replacing ¢ by ¢?) and we shall see that it is also equivalent to (2.2).
Indeed, let S; take values in K; \ {0}; one may think of S} as a frictionless
price for asset ¢, denominated in an external currency. Since Sy then has
positive components, we may introduce another matrix ()\t ) via

SI(14+ M) =7 St

Thus, /\ij can be interpreted as the proportional transaction cost incurred
when exchanging asset i for asset j; note that S; € K} implies A/ > 0. Our
condition that 7% 77" < ¢ yields that

1+ A =708i/8 <nilnl < ¢

that is, the proportional transactions costs are bounded from above. If X;
is another element of K}, then

X] < Xim? = XS] (1+N\7)/Si < cX[S}/S;
and thus X} /87 < ¢(X!/S?), which was our assumption in (2.2).

2.3 Fundamental Theorem

Given A C R?, let us write LO(F;; A) for the set of all F;-measurable, A-
valued functions. Similarly, L%(F;; A) is the set of all X € LY(F;; R?) which
are P-a.s. A-valued.

We now introduce a robust version of the “no arbitrage of the second
kind” condition; it states that a position which is not solvent today cannot
be solvent tomorrow. In the context of transaction costs, this concept was
introduced by [21] under the name “no sure gain in liquidation value”. More



precisely, in the robust version solvency means solvency for all possible mod-
els P € P, so let us agree that a property holds P-quasi surely or P-q.s. if
it holds outside a P-polar set; that is, a set which is P-null for all P € P.

Definition 2.2. We say that NAy(P) holds if for all ¢ € {0,...,7 — 1} and
all ¢ € LY(F;;RY),

¢ € Kiy1 P-q.s. implies ( € K; P-q.s.

Remark 2.3. Condition NA3(P) can be formulated equivalently in a global
way. To this end, define a trading strategy to be an adapted process & such
that & € —K; for all ¢t € {0,...,T}. This means that the position & can
be acquired at time t at no cost, so that & can be seen as the increment
of a self-financing portfolio (possibly with consumption). Let = be the set
of all trading strategies and consider the following condition: for all t €
{0,...,T -1}, ¢ € L%(F;RY) and € € =,

C+&+1+-+& € Kp P-q.s. implies ¢ € K; P-qs.  (NAg(P))

To see that NAy(P)’ implies NAo(P), it suffices to take §11 = —( P-q.s. and
&ro = -+ =& = 0. Conversely, let NAo(P) hold and (+&11+ - -+&r € K
P-qs. As (+ &1+ -+ &1 € Kp — & C Kp P-q.s., it follows that
CH+ &1+ -+ &r—1 € Kr_1 P-q.s. Repeating this argument, we find that
¢ € K¢ P-q.s., so NAy(P)" holds.

The following condition states that strictly consistent price systems exist
for every P € P, and more generally that any such system for [0,¢] can
be extended to [0,T]: price systems are consistently extendable, hence the
acronym PCE. For @ € B(), we write @) < P if there exists R € P such
that Q < R.

Definition 2.4. We say that PCE(P) holds if for all t € {0,...,T — 1},
P e Pand Y € LY (F,int K), there exist @ € PB(Q) and an adapted
process (Zs)s=¢,.. T such that

(i) P QK P,
(i) P=Q on F; and Y = Z; P-as.
(i) Zs € int K Q-a.s. for s=t¢,....T
)

(iv) (Zs)s=t,.. T is a Q-martingale.



Conditions (i) and (ii) state that (Z,Q) extends (Y, P), whereas (iii)
and (iv) state that (Z,Q) is a strictly consistent price system in the sense
of [24]. (The terminology suggests to think of Y as the terminal value of a
given consistent price system for [0,1].)

Let us observe that Y as in Definition 2.4 always exists.

Remark 2.5. It follows from (2.1) and Lemma A.1 that L% (F;int K}) is
nonempty. More precisely, using Lemma A.1 and projecting onto the unit
ball, we see that there even exists a bounded Y € LO(F;;int K}) which is
Borel-measurable.

We can now state the main result, a robust fundamental theorem of asset
pricing in the spirit of [21].

Theorem 2.6. The conditions NA2(P) and PCE(P) are equivalent.

3 Proof of the Main Result

One implication of Theorem 2.6 is straightforward to prove.

Proof that PCE(P) implies NAo(P). Let t < T and let ¢ € LO(Fy;RY) be
such that ¢ € Kyy1 P-q.s.; we need to show that ( € K; P-q.s. Suppose for
contradiction that there is P € P such that {¢ ¢ K.} is not P-null. Let ¢/
be a Borel-measurable function such that ¢’ = ¢ P-a.s. (cf. [4, Lemma 7.27]).
In view of Lemma A.1, the set

{(w,y) € U xR : y €int K/ (w) and (y, ¢’ (w)) < 0}

is Borel. Using measurable selection (Lemma A.2) and Remark 2.5, we may
find a universally measurable Y € L°(F;;int K;) such that (Y, ¢’) < 0 on
{¢’ ¢ K} and in particular

(Y,() <0 P-as. on {C¢ K;}. (3.1)

Let (Z,Q) be an extension of (Y, P) as stated in the definition of PCE(P).
Using the martingale property of Z and P < ) we have

0 < E®[(Zi41, O F] = (Z6,¢) = (YV,()  P-as.
This contradicts (3.1) since {¢ ¢ K;} is not P-null. O

The reverse implication of Theorem 2.6 is proved in the remainder of this
section.



3.1 The One-Period Case

In this section, we restrict to the one period model 7' = 1. We write
L>®(Fy;int K7) for the set of uniformly bounded functions Y € L°(Fy;int K7).

Proposition 3.1. Let NAy(P) hold. For every P € P and every y € int K
there exist P < R << P and Y € L™ (Fy;int K}) such that y = ER[Y]. In
particular, NAo(P) implies PCE(P).

The following lemma (which is trivial when P is a singleton) will be used
in the proof.

Lemma 3.2. For every P € P, the set
Op:={EfY]: PK R« P, Y € L™(Fi;int K;)} C R?
18 convex and has nonempty interior.

Proof. Let P € P. To see the convexity, let « € (0,1), P < R; << P and
Y; € L®(Fy;int K7) for i = 1,2; we show that aET1[Y]] + (1 — a) ER2[Y3]
is in ©p. Indeed, set R := (R; + R2)/2; then R << P and the densities
H; :=dR;/dR satisfy 0 < H; < 2, so that the function

Y ;= aH Y7 + (1 — OL)HQYQ

is bounded. Since K7 is a convex cone, we also have

2 2
2R{Y € it Ki} > R{HY; €int Ki} > Ri{H; >0} =2
=1 =1

After changing Y on an R-nullset if necessary, we obtain Y € L (F;int K7)

and
aEM Y] + (1 — a)E™(Yy] = ER]Y] € Op.

It remains to show that int©@p # . Let P < R << P and let Y €
L*>®(Fy;int K7) be Borel-measurable; cf. Remark 2.5. Moreover, let (e;)i<q
be a basis of R?. Using Lemma A.1, we see that the set

{(w,e) € Q1 x (0,1) : Y(w) L ee; € int K] (w)}

is Borel for each i < d. Applying Lemma A.2, we then find universally mea-
surable, (0, 1)-valued random variables ¢; such that Y +e;e; € L (Fy;int K7)
for all i < d. We observe that E®[Y] is in the interior of the convex hull of
the points ER[Y + €;e;] and thus E[Y] € int ©p. O



Proof of Proposition 3.1. We argue by separation, similarly as [21]; in fact,
the present argument even seems to be slightly simpler. The claim can be
rephrased as int Kj C Op for all P € P. Let P € P and suppose for
contradiction that int K§ ¢ ©p. Let ©p denote the closure of ©p in RY.
By Lemma 3.2, the interior of ©p is contained in ©p and it follows that
K; ¢ Op. Let v € K\ O©p, then the separating hyperplane theorem and
the cone property yield ¢ € R% such that

(@,7) <0< (¢, ERY]) = BR[(q,Y)] (3.2)

forall P < R < P and Y € L®°(Fy;int K7). Let P’ € P and € > 0; then
this applies in particular to R := eP + (1 — &) P’ and letting ¢ — 0 yields
that

0< EP[(q,Y)], P eP, Y eL®F;intK]).

Using dominated convergence, we can strengthen this to
0<E"[(¢,Y)], P'e€P, YeL®F;K).

Applying measurable selection (Lemma A.2) and Remark 2.5, we can find
Y € L*°(Fy; K) such that (¢,Y) <Oon {¢g¢ K;} and Y =0on {q € K},
so it follows that {q ¢ K} is P-polar. By NAy(P), this implies that ¢ € K,
which contradicts the left-hand side of (3.2) as v € K. O

3.2 The Multi-Period Case

The basic idea in this section is to use the one-period case as a building
block for the multi-period case. In the first part of this section, we formulate
a local version of NAy(P) and show that it is implied by NA3(P), up to a
polar set. We fix ¢ € {0,...,7 — 1} until further notice.

Definition 3.3. Given w € y, we say that NAy(¢,w) holds if
€ Kip1(w,+) Pi(w)-q.s. implies ¢ € Ki(w) for all ¢ € R

To obtain an analytically tractable description of NAg(t,w), we first in-
troduce a notion of support for the cone Kyi1(w,-).

Lemma 3.4. Let w € ;. The set
Ap(w) = {z € R?: 2z € Kiiq(w,-) Pi(w)-g¢.5.}

1s a closed convex cone containing the origin. It has the following maximality
property: if A C R is a closed set such that A C Kyy1(w,-) Pr(w)-¢.s., then
AC At(w).

10



Proof. We fix w and omit it in the notation; i.e., we write P; for Py(w), Ki+1
for Kyy1(w,-), etc. Moreover, we denote by B. the open ball of radius ¢ in
R?; thus, C' + B. is the open e-neighborhood of a set C' C R

Let (Oy)n>1 be a countable basis of open sets for the topology of RY. We
introduce

JLVEES ﬂ Cyr, where C} := U {On 0 Op C K41+ Byyy, Pt—q.s.}.
k>1

Since the union is countable, A} C K1 + By i, holds Ps-q.s. for all £ > 1.
As Ky is closed, it follows that A} C K1 P-q.s.

Let A € R? be a closed set such that A C Kiy1 Pi-q.s.. Then, for all
k > 1, we have A+ By C Kty1+ By i Pi-q.s., so that the open set A+ By,
is a subset of C%. In particular, A C NiCx = A} and we have shown the
maximality property for Aj.

Since A} C K41 Pi-q.s., we have in particular that any x € A} is con-
tained in A;. Conversely, any z € A; forms a closed set which is contained
in Kyy1 Pi-q.s. and thus € A} by the maximality. As a result, we have
Ay = Aj. That A; is a closed convex cone containing the origin follows from
the fact that K;y1 has the same properties. ]

Lemma 3.5. The random set A; is Fi-measurable.

Proof. Since analytic sets are universally measurable, it suffices to show that
the set {A; N O # 0} is co-analytic whenever O C RY is open. Let (Tn)n>1
be dense in O, then

{A N O # 0} = ({an € As}

n>1

since Ay is the closure of its interior (by Lemma 3.4 and the fact that Ri C
Kiy1). Hence, it suffices to show that {z ¢ A;} is analytic for any given
point z € R?. Indeed, by the definition of A, we have the identity

{o ¢ Ay} ={weQ: TP e Piw) such that P{z ¢ Ki1(w,-)} >0}.

Lemma A.1 and a fact about Borel kernels (cf. [20, Step 1, Proof of Theo-
rem 2.3|) imply that (P,w) — P{z ¢ K;+1(w,-)} is Borel. Using also that
the graph of P; is analytic, the above identity shows that {z ¢ A;} is the
projection of an analytic set and thus analytic. O

Lemma 3.6. The set Ny := {w : NAy(t,w) fails} is universally measurable.
If NAo(P) holds, then Ny is P-polar.

11



Proof. We first show that there exists an JFj;-measurable selector { of Ay
satisfying

CEAt\Kt on {At\Kt#(b}
Indeed, the random set A; is closed, nonempty and Fz-measurable; cf. Lem-
mas 3.4 and 3.5. Moreover, the distance function d(-, Ky(-)) is a Carathéodory
function with respect to F: (even with respect to B(£2)) by Lemma A.1.
Thus, the Measurable Maximum Theorem, cf. |2, Theorem 18.19], yields an
Fi-measurable selector ¢ of Ay N {z € R?: |z| < 1} such that

d(¢, Ky) = a:e/{?f\%;ﬁgl d(z, Ky).

The right-hand side is strictly positive on {A; \ K¢ # 0} and we conclude
that ¢ € Ay \ K on {A;\ K; # 0} as desired.

Next, we note that

Ny = {At\Kt 7é @}
Indeed, let w € Ny; that is, NAg(t,w) fails. Then, there exists z € R\ K;(w)
such that z € K41 (w, ) Pe(w)-q.s. Thus, z € Ay(w) and A¢(w) \ K¢(w) # 0.
Conversely, if there exists some z € Ay(w) \ K¢(w), then z € Kipq(w,-)
Pi(w)-q.s. and x ¢ K;(w), so NAy(t,w) fails.

In particular, the above shows that Ny = {¢ € K;}¢ is universally mea-
surable. Moreover, since ( is a selector of A;, we have ((w) € Kiy1(w,-)
Pi(w)-q.s. for all w and thus ¢ € K41 P-q.s. by Fubini’s theorem. If NAy(P)
holds, this implies that ( € K; P-q.s. and thus Ny = {¢( € A\ K} is P-
polar. ]

Recall that we intend to use the one-period case as a building block for
the multi-period case; this will require some measurable selection arguments.
However, the space L°(F1;R?) is not directly amenable to measurable selec-
tion due to the absence of a reference measure. Hence, we first introduce an
auxiliary structure; namely, we shall reformulate the relevant quantities in
terms of measures, using that a pair (Q,g) € B() x LY(Q) can be iden-
tified with a pair of measures (@, Q') where dQ'/dQ = g. Since we deal
with multivariate functions, the following notation will be useful: given a
vector Q = (Q")i<q € P(N)? and a sufficiently integrable random vector
g=(g",...,g%) € LO(F;R?), we set

EQ[Q] = (EQi [Qi])igd.

In a similar spirit, we write xy for the componentwise multiplication (not
the inner product) of z,y € R?,

TY = (:Uiyi)igd, T,y € R,

12



Moreover, we set .
D(Q) = (dQ"/dQ")i<a,

where dQ'/dQ" is the Radon-Nikodym derivative of the absolutely contin-
uous part of Q° with respect to Q'. We note that the first component of
D(Q) equals one. Clearly, the vector ) can be recovered from Q! and D(Q)
when @ is an element of

Mg :={Q e P(Q)?: Q' < Q! for i < d}.

Using Remark 2.5, we choose and fix a Borel-measurable selector Sy of
int K7, ;. In what follows, it is helpful to think of S;;1 as a frictionless price;
cf. Example 2.1. Recall that the components of S;1; are strictly positive;
dividing by S} 1, we may thus assume that

St =1, (3.3)
this corresponds to a choice of numeraire. Given w € ), we define
Di(w) = {(Q, @) € Max(0,00)%: a1 (w, ) D(Q) € Ly (Fusint Ky (w, )}
This random set is related to our original goal as follows.

Remark 3.7. Fix w € Q; and z € R?%. Using obvious notation, let (Y, Q) €
Lg’(]—]; int K7\ (w,)) X B(21) be such that E?[Y] = z, and define the pair
(Qw), a(w)) € P(Q)? x (0,00)7 by
G w,) = Y/ (w,0),
ol(w) = EG (w, )],
G'(w,)

dQ'(w,-)/dQ = SR

These quantities are well-defined. Indeed, G > 0; moreover, recalling (3.3),

Gi(w, )= Yi/SfH(w, )< ch/StlJrl(w, )= cY!

by our assumption (2.2), and since Y'! is bounded, G* is bounded and in
particular integrable®. We have aSi11(w,)D(Q) = 'Y/Y! € int K (w, ")
Q-a.s., so that (Q(w), a(w)) € Di(w). Moreover, a(w)EQ@[S;,1(w,")] = 2.

2 As can be seen here, we can dispense with a condition that is slightly weaker
than (2.2), but aesthetically less pleasant: the existence of a constant c¢ and selectors
S; such that 4 /St (w,-) < cy'/St(w,-) for all y € Ky (w,-).
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Conversely, if (Q, @) € Di(w) and aE?[S;11(w, )] = 2, then one can set
Q:=Q" and Y(-):=aSi(w,-)D(Q)
to find (Y, Q) € L (Fisint K (w,-)) x P(S) with EQ[Y] = .

The next lemma will allow us to select from D;. We include an additional
parameter R € (1) which will be used to ensure that the consistent price
system is dominated by P.

Lemma 3.8. Let P(:) : Q4 — B(Q1) be a Borel kernel. The set of all
(w,2,0,Q, R) € U x R x RY x P(Q1)? x P(Q) such that

aEQ[Si1(w, )] =2 Pw)<Q'< R, ReP(w), (Q,a)cDi(w)
1s analytic.

Proof. Let T be the set of (w, 2, a, @, R) € Z := Q x RIXRIXP(Q)? xP(Q1)
such that

aEC[Si1(w, )] =2 Pw) <Q' <R, (Q5a)cDiw).
Then the set in question is the intersection
'n{(w,z,0,Q,R) €EE: R € Pr(w)}.

The second set is analytic because graph(P;) is analytic; thus, the lemma
will follow if T" is analytic as well. We show that I" is even Borel. Observe
first that the map

(wy Z, & Q? R) €= aEQ[St-Fl(wa )] -z
is Borel (again, using |20, Step 1, Proof of Theorem 2.3]), so that
Iy :={(w,z,0,Q,R) € : aE9S 1 (w, )] = z}

is Borel. A classical fact about Radon—Nikodym derivatives on separable
spaces (e.g., |5, Lemma 4.7]) shows that (Q,®) — D(Q)(®) can be chosen
to be jointly Borel. Using this result, one can show that the set

Iy := {(w,z,a,Q,R) €EZ: QeM, P <@k R}

is also Borel; the proof follows similar arguments as [5, Lemma 4.8]. More-
over,

(w,@,0,Q) € T := U x Q1 x R x P(21)? — Sy (w, ) D(Q)(&)
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is Borel. Now Lemma A.1 implies that
A= {(w,®,0,Q) € E : aSi11(w,®)D(Q)(®) € int K}, (w, @)}

is Borel and then so is

1

d
60 (w50,QR) €50 B T 140,0,)].

This shows that
F3 = {(W,Z7Q,Q,R) SRS ¢(w,z7a, Q?R) Z 1}
is Borel. As a result, I' =I'y NI’y N I'3 is Borel as claimed. ]

We can now complete the proof of Theorem 2.6.
Lemma 3.9. NAy(P) implies PCE(P).

Proof. Let t € {0,...,T —1}, P € P and Y € L%(F,int K}); by choosing
a suitable version we may assume that Y is Borel. We first construct the
extension to time ¢ + 1.

The measure P is of the foom P = P, ® Py(-) ® --- ® Pp_1(-), where
P,y = P|r, and P() : Q¢ — P(Q21) is a Borel kernel such that P(w) €
Pi(w) for P,_j-a.e. w, and similarly for Pyi1(-),..., Pr—1(-).

Let w € € be such that Y (w) € int K} (w), Pi(w) € Pr(w) and NAa(t,w)
holds; these w form a set of full P;_j-measure by Lemma 3.6. Then, the
one-step result of Proposition 3.1 and Remark 3.7 show that there exist
(Qt(w), a(w), Ri(w)) € Di(w) x Pr(w) such that

W(W)EL@[S, 1 (w,)] =Y (w) and Piw) < QF (w) < Ry(w).

Moreover, it follows from Lemma 3.8 that the map w — (Q;(w), a(w), Ri(w))
can be chosen in a universally measurable way; cf. Lemma A.2. Using the op-
posite direction of Remark 3.7, setting Z;41(w, ) := a(w)Sit1(w, ) D(Q¢(w))
yields

Zir(w.7) € Ly o (Fisint K7y (w,9) with  E94O)[Zy (w,9)] = Y(w).

We see from its definition that Z;,, is Fy41-measurable. Moreover, Fubini’s
theorem shows that

Q=P 1® Q%() Q@ P1(r) @+ ® Pp_qy(+),
R:=P_ 1 9R()®Py1(-)®--- @ Pr_1(-)
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are measures satisfying P < Q@ < R € P and P = Q on F; as well as
EQ[Zi 1| Fi] =Y =: Z; Q-a.s.; here the last conclusion uses that the compo-
nents of Z are nonnegative. Thus, we have constructed the desired extension
to time ¢ + 1.

We may iterate this argument, using @) instead of P and Z;y; instead
of Y, to find the required extension of (P,Y’) up to time 7. O

A  Appendix

A.1 Measure Theory

Given a measurable space (£2,.4), let P(£2) the set of all probability measures
on A. The universal completion of A is the o-field mpem(Q)AP, where A”
is the P-completion of A. When 2 is a topological space with Borel o-
field B(£2), we always endow (Q2) with the topology of weak convergence.
Suppose that €2 is Polish, then B(Q2) is also Polish. A subset A C Q is
analytic if it is the image of a Borel subset of another Polish space under a
Borel-measurable mapping. Analytic sets are stable under countable union
and intersection, under forward and inverse images of Borel functions, but
not under complementation: the complement of an analytic set is called co-
analytic and it is not analytic unless it is Borel. Any Borel set is analytic, and
any analytic set is universally measurable; i.e., measurable for the universal
completion of B(2). We refer to |4, Chapter 7| for these results and further
background.

A.2 Random Sets

Let (2,.A) be a measurable space. A mapping ¥ from  into the power
set 28 will be called a random set in R? and its graph is defined as

graph(¥) = {(w,z): w € N, z € ¥(w)} C 2 x R
We say that U is A-measurable (weakly A-measurable) if
{weQ: Y(w)NO #£0} € A for all closed (open) O C R

Moreover, W is called closed (convex, etc.) if ¥(w) is closed (convex, etc.)
for all w € Q. We emphasize that measurability is not defined via the
measurability of the graph, as it is sometimes done in the literature.
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Lemma A.1. Let (2, A) be a measurable space and let ¥ be a closed,
nonempty random set in R®. The following are equivalent:

(i) U is A-measurable.
(ii) ¥ is weakly A-measurable.

(iii) The distance function d(V,y) = inf{z € ¥ : |z — y|} is A-measurable
for all y € R,

(iv) There exist A-measurable functions (¢¥n)n>1 such that ¥ = {¢p,n > 1}
(“Castaing representation”) .

Moreover, (i)—(iv) imply that
(v) graph(¥) is A x B(R?)-measurable.
(vi) The dual cone ¥* is A-measurable.
(vii) graph(int U*) is A x B(R?%)-measurable.
(viii) There exists an A-measurable selector ¢ of U* satisfying 1 € int U*
on {int U* #£ (}.
If A is universally complete, then (v) is equivalent to (i)—(iv).
Proof. We refer to [23] for the results concerning (i)—(vi). Let (iv) hold, then
we have the representation
graph(int ¥*) = {(w,y) € Q x R?: (z,y) > 0 for all z € ¥(w) \ {0}}
= (Hw,y) € QxR : (n(w),y) > 0 or Yn(w) = 0}

n>1

which readily implies (vii).

Finally, let (vi) hold, then ¥* has a Castaing representation (¢, ). Let
¢ =Y ,2 "¢y, then ¢ is A-measurable and ¥*-valued since U* is closed
and convex. Let w € Q be such that int U*(w) # (. By the density, at least
one of the points ¢, (w) € ¥*(w) must lie in the interior of ¥*(w). Moreover,
since U*(w) is convex, we observe that a nondegenerate convex combination
of a point in ¥*(w) with an interior point of U*(w) is again an interior point.
These two facts yield that ¢(w) € int ¥*(w) as desired. (This applies to any
closed and nonempty convex random set, not necessarily of the form ¥*.) [

In some cases we need to select from random sets in infinite-dimensional
spaces, or random sets that are not closed. The following is sufficient for our
purposes.
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Lemma A.2 (Jankov-von Neumann). Let Q,Q" be Polish spaces and let
' C QxQ be an analytic set. Then the projection wo(T) C Q is universally
measurable and there exists a universally measurable function v : 7o (L) —
whose graph is contained in €Y.

We refer to [4, Proposition 7.49| for a proof. In many applications we start

with a random set U : Q — 22 such that ' := graph(¥) is analytic. Noting
that mq(T') = {¥ # 0}, Lemma A.2 then yields a universally measurable
selector for ¥ on the set {¥ # 0}.

References

1]

2]
3]
4]
[5]
[6]
17l
18]

19]
[10]

[11]

[12]

B. Acciaio, M. Beiglbock, F. Penkner, and W. Schachermayer. A model-free
version of the fundamental theorem of asset pricing and the super-replication
theorem. To appear in Math. Finance, 2013.

C. D. Aliprantis and K. C. Border. Infinite Dimensional Analysis: A Hitch-
hiker’s Guide. Springer, Berlin, 3rd edition, 2006.

E. Bayraktar and Y. Zhang. Fundamental theorem of asset pricing under
transaction costs and model uncertainty. Preprint arXiv:1309.14200v2, 2013.

D. P. Bertsekas and S. E. Shreve. Stochastic Optimal Control. The Discrete-
Time Case. Academic Press, New York, 1978.

B. Bouchard and M. Nutz. Arbitrage and duality in nondominated discrete-
time models. Ann. Appl. Probab., 25(2):823-859, 2015.

B. Bouchard and E. Taflin. No-arbitrage of second kind in countable markets
with proportional transaction costs. Ann. Appl. Probab., 23(2):427-454, 2013.

M. Burzoni, M. Frittelli, and M. Maggis. Universal arbitrage aggregator in
discrete time markets under uncertainty. To appear in Finance Stoch., 2014.

R. C. Dalang, A. Morton, and W. Willinger. Equivalent martingale measures
and no-arbitrage in stochastic securities market models. Stochastics Stochas-
tics Rep., 29(2):185-201, 1990.

M. H. A. Davis and D. Hobson. The range of traded option prices. Math.
Finance, 17(1):1-14, 2007.

F. Delbaen and W. Schachermayer. The Mathematics of Arbitrage. Springer,
Berlin, 2006.

S. Deparis and C. Martini. Superhedging strategies and balayage in discrete
time. In Seminar on Stochastic Analysis, Random Fields and Applications IV,
volume 58 of Progr. Probab., pages 205—219. Birkhduser, Basel, 2004.

Y. Dolinsky and H. M. Soner. Martingale optimal transport and robust hedg-
ing in continuous time. Probab. Theory Related Fields, 160(1-2):391-427, 2014.

18



13]
14
15]
16]
17]
18]
19]
[20]

[21]

22]

23]

[24]

[25]

Y. Dolinsky and H. M. Soner. Robust hedging with proportional transaction
costs. Finance Stoch., 18(2):327-347, 2014.

D. Fernholz and I. Karatzas. Optimal arbitrage under model uncertainty. Ann.
Appl. Probab., 21(6):2191-2225, 2011.

H. Follmer and A. Schied. Stochastic Finance: An Introduction in Discrete
Time. W. de Gruyter, Berlin, 2nd edition, 2004.

Yu. M. Kabanov, M. Rasonyi, and Ch. Stricker. No-arbitrage criteria for
financial markets with efficient friction. Finance Stoch., 6(3):371-382, 2002.

Yu. M. Kabanov and M. Safarian. Markets with transaction costs. Springer
Finance. Springer, Berlin, 2009.

Yu. M. Kabanov and Ch. Stricker. The Harrison-Pliska arbitrage pricing the-
orem under transaction costs. J. Math. Econom., 35(2):185-196, 2001.

M. Nutz. Superreplication under model uncertainty in discrete time. Finance
Stoch., 18(4):791-803, 2014.

M. Nutz and R. van Handel. Constructing sublinear expectations on path
space. Stochastic Process. Appl., 123(8):3100-3121, 2013.

M. Résonyi. Arbitrage under transaction costs revisited. In Optimality and
risk—modern trends in mathematical finance, pages 211-225. Springer, Berlin,
20009.

F. Riedel. Finance without probabilistic prior assumptions.  Preprint
arXiv:1107.1078v1, 2011.

R. T. Rockafellar. Integral functionals, normal integrands and measurable
selections. In Nonlinear Operators and the Calculus of Variations, volume 543
of Lecture Notes in Math., pages 157-207, Springer, Berlin, 1976.

W. Schachermayer. The fundamental theorem of asset pricing under propor-
tional transaction costs in finite discrete time. Math. Finance, 14(1):19-48,
2004.

J. A. Yan. Caractérisation d’une classe d’ensembles convexes de L' ou H'.
In Seminar on Probability, XIV (Paris, 1978/1979) (French), volume 784 of
Lecture Notes in Math., pages 220-222. Springer, Berlin, 1980.

19



	Introduction
	Main Result
	Probabilistic Structure
	Market Model
	Fundamental Theorem

	Proof of the Main Result
	The One-Period Case
	The Multi-Period Case

	Appendix
	Measure Theory
	Random Sets


