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Chapter 1

Introduction et notations

The aim of these lectures at MITACS-PIMS-UBC Summer School in Risk Man-
agement and Risk Sharing is to discuss risk controlled approaches for the pricing
and hedging of financial risks.

We will start with the classical dual approach for financial markets, which al-
lows to rewrite super-hedging problems in terms of optimal control problems in
standard form. Based on this, we shall then consider hedging and pricing prob-
lems under utility or risk minimization criteria. This approach will turn out
to be powerful whenever linear (or essentially linear) problems are considered,
but not adapted to more general settings with non-linear dynamics (e.g. large
investor models, high frequency trading with market impact features, mixed
finance/insurance issues).

In the second part of this lecture, we will develop on a new approach for risk
control problems based on a stochastic target formulation. We will see how
flexible this approach is and how it allows to characterize very easily super-
hedging prices in term of suitable Hamilton-Jacobi-Bellman type partial differ-
ential equations (PDEs). We will then see how quantile hedging and expected
loss pricing problems can be embeded into this framework, for a very large
class of financial models. We shall finally consider a simple example of optimal
book liquidation in which the control is a continuous non-decreasing process, as
an illustration of possible practical developments in optimal trading under risk
constraint.

These lectures are organized in small chapters, each of them being focused on a

particular aspect.



1 Notations

We first make precise some notations that will be used in all these notes.

In all these lectures notes, we shall consider a probability space (2, F,P) sup-
porting a d-dimensional standard Brownian motion W. In the following, F =
(Ft)o<t<r will denote the completed right-continuous filtration generated by W.
Here, T' > 0 is a finite time horizon. If nothing else is specified, we shall assume
that Fr = F.

Given a sub-algebra G C F and a set A C R?, we write L°(A, G) for the set of A-
valued G-measurable random variables. We similarly write LP(A4,Q,G), Q ~ P
and p € (0,00, to denote random variables in L°(A,G) with finite p-moment
under Q, or essentially bounded if p = co. When A or G are clearly given by
the context, we shall omit them.

For p > 0, we write L}(Q, G) to denote the collection of element G € LP(Q, G)
such that G > —c Q-a.s. for some ¢ > 0.

The set predictable processes ¢ with values in R? satisfying EQ fOT |1s|2ds] < oo
is denoted by L%(Q), or simply L3 if Q = P.

If nothing else is specified E denote the expectation operator under P. Other-
wise, we write EQ if we want to consider the expectation operator under Q # P.
In the following, inequality between random variables have to be understood in
the P — a.s. sense.

We denote by x* the i-th component of a vector z € RY, which will always
be viewed as a column vector, with transposed vector z/. We write | - | for
the Euclydean norm, and M? denotes the set of d-dimensional square matrices.
We denote by S? the subset of elements of M¢ that are symmetric. For a
subset @ of R, we denote by cl(Q) its closure, by int(Q) its interior, by 9O
its boundary, and by dist(z, O) the Euclidean distance from z to O with the
convention dist(z,()) = co. We denote by B,(x) the open ball of radius r > 0
centered at x € R% If B = [s,t] x O for s < t and O C RY, we write 9,B :=
([s,t) x 00) U ({t} x cl(O)) for its parabolic boundary.

Given a smooth function ¢ : (t,2) € Ry x R? — (t,z) € R, we denote by 0
its derivative with respect to its first variable, and by D¢ and D?¢ its Jacobian
and Hessian matrix with respect to the second one. For ¢ : (t,x1,...,2%) €
R, x R¥ s o(t,z) € R, we write Dz, )

Hessian matrix associated to the couple (z;, z;).

¢ and D? @ the Jacobian and

(Iivxj)



2 Financial market and wealth process
In order to fix ideas and notations, we describe here the typical financial model
we have in mind, also more general one will be considered later on.
As usual the financial market will consists in two types of assets. The first one
is a risk free asset B, often called cash-account, whose dynamics is given by
t Fred
B =1+ Bsrgds = elo™% [t >0,
0

where r is a predictable real valued process satisfying

t
/ |rs|ds < oo forallt>0. (1)
0

For ease of notation, we also introduce the associated stochastic discount factor

0:
515 = 1/Bt = e—fgrsds , t > 0.

Risky assets (bonds, stocks, derivatives, etc...) are modeled via a d-dimensional

process X = (X1,..., X%) satisfying

t t
Xt:XO+/ usds+/ oo dW,
0 0

where (u, o) is a predictable process with valued in R? x M that is bounded on
[0,7] P — a.s. Each component X of X denotes a given risky asset.
A financial strategy is described by an element of the set A of d-dimensional

predictable processes ¢ satisfying
t
/0 |p.|?ds < 0o forallt <T. (2)

Each component ¢! denotes the number of units of asset X* in the portfolio at
time t.

To an initial wealth y € R and a strategy ¢ € A, we associate the portfolio
process Y¥® defined as

¢ t
Y;y’(b = —|—/0 dLdXs —i—/o (Ysy’¢ — ¢ X )reds , t < T . (3)

In the following, we say that a strategy ¢ is admissible, and we write ¢ € Ay, if

there exists a constant ¢ > 0 such that

Y¥? > —cB, forallt<T. (4)



This condition means that the financial agent has a finite “credit line”, i.e. his
wealth can not go too negative. Note that the constant ¢ may depend on the
chosen strategy and is not universal. Moreover, since Y¥? = yB + Y%, see (3),

the set A does not depend on the initial endowment y.

For later use observe that Y¥¢ := BY Y% solves
ffty"z’ =y + /Ot gb;df(s and satisfies f@y"b > _—¢ forallt>0
for some ¢ > 0, where X := X is given by
X, = Xo+ /Ot(gs — 1 X,)ds + G,dW,

with i := fSu and 6 := fo. Here, Y¥¢ and X can be interpreted as the

discounted values of the wealth and financial assets processes.

Remark 1 When dealing with PDE-oriented approaches, we shall specialize to
models of the form (for instance) r = p(X), p = u(X) and o = o(X) where p, p
and o will be considered as deterministic functions. In this case, we shall write
(Xt2(s))s for (Xs)s to insist on the fact that X takes values x at time ¢. We will

similarly write (Y,

by(8))s for (Y&),. More general cases where p and o depend

on ¢ will also be considered. In such a situation, we shall write (Xf’ (8))s to

insist on the dependence of X with respect to the strategy ¢.

Remark 2 Additional constraints will be imposed later on strategies. This will
allow us to consider more general models where some of the components of X
will no more be considered as tradable assets but as non-tradable factors (e.g.

stochastic volatility in Markovian models).

3 Hedging problem and hedging criteria

The pricing and hedging problem is the following. We are given a random claim
G € L°(R, Fr) that will impact the wealth of an investor at time 7. This can
be the payoff of a financial derivative that has been sold at time 0, or any risk
related to already engaged positions.

The question is: what is the amount of money required today in order to be
able to construct a financial strategy which will allow to reduce this risk in an

appropriate way ?



Many approaches can be considered depending on the market and the risk tol-
erance of the investor.

The first approach consists in trying to make the risk completely disappear.
This is the philosophy of the super-hedging point of view: evaluate the risk at

its super-hedging price
p(G) == inf{y ER : Tpe st Y% > G} .

Then, starting from y = p(G), or y > p(G) if the infimum above is not achieved,
one can follows a strategy ¢ such that Yj?’d) > @, i.e. the risk is completely
covered.

This approach is the most conservative. However, it has two important draw-
backs:

1. The associated strategy may not be easy to implement in practice. For
instance, it can lead to very large and too quickly varying financial positions.
This is typically the case for digital or barrier options for which it can explode
near the maturity or the barrier, see e.g. [7] and [20].

2. The computed value may be too large and therefore non-reasonable, see e.g.
[10] for an example of stochastic volatility model in which the super-hedging

price of a call is just the spot value of the underlying.

In order to answer the first criticism, one can add portfolio constraints in the
model, and compute the corresponding super-hedging price under these con-

straints.

As for the second criticism, we need to relax the P — a.s. super-hedging crite-
ria. One way to do this, consists in allowing to miss the hedge with a given

probability, i.e. compute the so-called quantile hedging price, see [13]:
inf{yz ¢ dbe A st P[Yfi’¢ > G} Zp}

for some p € [0,1) and ¢ € Ry. Here, the constant ¢ is added as a minimum
requirement in order to avoid degenerate results.
Another way consists in allowing to miss the hedge with a level of risk, see [14],

which leads to problems of the form:
inf {y >_c: e A st E [z(Y;M _ G)} > z}

for some | € Image(¢) and ¢ € R,. Here, / is typically a convex non-decreasing
function viewed as a loss function. The map (y, ¢) — —E [5 (Y%/’d) - G)} has to

8



be interpreted as a measure of the risk induced by starting with y and following

the policy ¢.

4 Duality versus stochastic targets

The above problems have been considered in the literature under the angle of
the so-called dual approach. It is based on the relation between super-hedgeable
claims and probability measures that turn discounted price processes into (local)
martingales. This approach allows to appeal to the convex analysis machinery
which turns out to be very powerful.

The main drawback of this approach is that it does not allow to consider models
where the wealth dynamics in non-linear or in which the financial strategy may
have an impact on the price process of financial assets.

We shall see in these lectures how the recent theory of stochastic targets can

handle in a direct way such situations.



Part A.

Dual approach to risk based
pricing and hedging
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Chapter 2

Dual formulation for
super-hedging and martingale

representation

This first part is dedicated to the so-called dual approach.

1 The complete market case

We first consider the so-called complete market case where any risk can be

covered.

This corresponds to the situation where o is invertible with bounded inverse on
[0,T] P — a.s. and the risk premium A defined by

A= ap—rX)=0"Y(pu—rX)
satisfies!
H:=¢£ <— /0. )\’SdWS) is a martingale. (1)
so that Q ~ P defined by
dQ/dP = Hrp

is the unique element of the set M of P-equivalent probability measures such

that X is a martingale.

I This notation means that H solves Hy = 1 — fot HMN.aW, , t <T.

11



We then define the Q-Brownian motion W< by

t
w2 = Wt+/ Asds |
0

recall Girsanov’s Theorem, so that
~ t
X, = Xo +/ G,dW 2
0
and therefore .
70—yt [ gawd
0

Remark 1 For ¢ € A, Y¥? is a Q-local martingale, i.e. there exists a se-
quence of stopping times (7,),>1 such that 7, T co P — a.s. and (}7?/\7‘_1;) is a
Q-martingale for each n > 1. Since, for ¢ € A,, Y¥? is also bounded from
below, a straightforward application of Fatou’s Lemma shows that it is indeed

a Q-supermatingale.

Under the condition (1), any random variable G such that GrG € Lé (Q, Fr)
can be written as the time 7" value of a wealth process. This is a consequence

of the martingale representation theorem.

Theorem 1 Given G € L° such that G € L*(Q, Fr) there exists a predictable
process 1 satisfying fOT |vs|?ds < 0o such that

t
EQ[G | A _E@[G]+/ YLaw@ .
0

If G € L*(Q), then ¢ € L% (Q).

Otherwise stated, the Q-martingale (EQ[G | F;]);<7 can be represented in terms

of a stochastic integral with respect to W2,
Corollary 1 Fiz G € L° such that BrG € L;(Q, Fr). Then,
p(G) = E°[BrG]
and there exists ¢ € Ay such that
Ve —q.

If G € LX(Q), then ¢ € L3(Q).

12



Proof. For y > p(G), there exists ¢ € Ap such that Yff’qj > G. Since Y¥9
is a Q-supermatingale, by Remark 1, this implies that y > E?[37G]. On the
other hand, it follows from Theorem 1 that there exists a predictable process 1
satisfying fOT |9s|?ds < oo such that

t
pG) + [ wdWE =BG | 7).
0
By taking ¢ defined as ¢’ := ¢’G, we obtain
?jlz(G)ﬂi’ — ﬁTG

where ¢ satisfies fOT |ps|2ds < oo, note that ¢! is bounded on [0, T] P-a.s., and
yP(@):b = BQ[3pG | F| > —c for some ¢ > 0. 0

2 Incomplete markets and portfolio constraints

In order to take into account the incompleteness of the market and possible
portfolio constraints, we shall restrict from now on to admissible strategies ¢ €
Ay such that ¢ € K dt x dP-a.e., where K is a given convex set of R%. We
denote by Ax the set of such elements.

Example 1 Here are some relevant examples:
1. Short selling constraints: K = [0,00)%.
2. “Asset” 1 can not be traded, no constraint on the others: K = {0} x R4~1,

d
3. Bounded positions in any asset: K = H[—mi, M;] for some m;, M; > 0.
i=1

2.1 The general dual formulation

The aim of this section is to extend the formulation of Corollary 1 to the super-

hedging price under constraint:
pr(G) :=inflye R : 3¢ € Ag s.t. Y%W > G}

In order to do this, we first need to characterize the set K in term of the support

function

(e R? — 0 (¢) := supn'C.
nekK

13



Proposition 1

nekK < |é|I1f15K(C) —(¢{'n>0.

Proof. The implication = follows from the definition. Conversely, if 77 ¢ K,
which is convex and closed, then the Hahn-Banach separation theorem, see [19],
implies that there exists ¢ € R? such that SUP;c i n'¢ < i’¢. This implies that
0k (¢) — 7¢ < 0, where ¢ can always be chosen such that |(| = 1 by an obvious

normalization. O

In the following, we let U denote the set of R%valued predictable processes such
that, for some constant ¢ > 0, sup,<r(|vs| + [0k (vs)]) < ¢ P —a.s. For v € Uy,
we define Q¥ ~ P by

dQ¥/dP := Hy.

where
H" :=¢& (— A'(AZ)'dWS) with \ =0 Y (p—rX)—6"'v.
We also define
7Y = /0. 0k (vs)ds and the Q¥ Brownian motion W" := W + /0' Adds .
Observe that, for v € A,
AP — 70y = (v — Sxc () dt + §,51dWY .

In particular, it follows from Proposition 1 that Y¥% — Z is a Q¥-local super-
martingale for any ¢ € Ag. Note that, for some ¢ > 0, Y% — Z¥ > —¢ — T
Hence, this Q¥-local supermartingale is bounded from below and is therefore a

Q-super-martingale. This leads to the following first result:
Proposition 2 Fiz G € L° such that BrG € LY(Fr). Then,

pr(G)=inf{ly e R : ¢ € A s.t. Y%”d) > G} > supEY 3G — 2] .
vel

We shall now show that equality actually holds.
Theorem 2 Fiz G € L° such that B7G € LY(Fr). Then,

pi(G) = sup EQ” [BrG — Z7] .
VEU,

Moreover, if px(G) < oo, then there exists ¢ € Ax such that Y;K(G)’(z) >G.

14



We split the proof of the above result in various Lemma.

Let us now define P as the cadlag adapted process satisfying?

P, := esssup J; where Jy :=E¥ [BrG — (24— Z}) | Fi] , t < T
veu

Note that the existence of a cadlad process satisfying the above property is not
obvious. Here, this follows from arguments developed in [16] and we omit the
details.

The key argument for proving Theorem 2 consists in showing that P is a super-
matingale under any Q¥, v € Uy, see Proposition 4 below.

We first show that the family {J} ,v € Uy} is directed upward in the following

sense.

Definition 1 We say that a family of random variables £ is directed upward is
for any C1,Ce € &, there exists (3 € € such that (3 > max{(1,(2}.

Proposition 3 For each t, the family {J} ,v € Uy} is directed upward.

Proof. Fix v!,1? € Uy, and set 13 = u11[07t) + 11 (Vl].A + 1/21Ac), where
A= {J" > J”}. Clearly, J*° = max{J’",J”’}. Moreover, if ¢ > 0 is such
that sup,cp(|vi| + |6k (V1)]) < ¢ P —aus. for i = 1,2, then the same inequality
holds for ¢ = 3. Hence, v® € U,. O

In order to prove Proposition 4, we now use the following well-know property

of directed upward families, see e.g. [18].

Lemma 1 If £ is a family directed upward. Then there exists a Sequence
(Cn)n>1 C € such that esssup € = lim T (.
- n—00

We can now prove the supermartingale property.

Proposition 4 For allv € Uy, P — Z¥ is a QY-supermartingale.

2We recall that esssup &, for a family € of random variables, is the smallest random variables

which dominates all elements of £, in the a.s. sense.

15



Proof. Fix t > s and v € Up. Let (vp,)n>1 be such that Jf” T P, as n — 00, see
Lemma 1 and Proposition 3. For v € Uy, set v, := vy ) + vply 7). Then,

E¥[P - z¢ | 7] = EY|lim 1E" (3G — (2 - 2") | F) - 2} | ]

n—o0

Jim TEY (B (3G — (25 - 20") | Fi - 2 | F|
= lim 1EY" [BrG — (25 — 20") | 7o) — Z¢

n—oo

P, — 7.

IN

a

Proposition 5 For each v € Uy, there exists a QY-martingale MY and a non-
decreasing process AY such that Aj =0 and P — Z¥ = M" — A".

Proof. This follows from the Doob-Meyer decomposition together with the

previous proposition. O

In order to conclude the proof, we now apply the martingale representation to

M? to obtain some predictable process 1 satisfying fOT [4s|2ds < oo such that
¢
Pt—Pt—ZtO—PoJr/ PLaw?d — AY
0

By taking ¢ such that ¢/ = 1)/, we obtain

P =Y, — A = esssup E¥' [BrG — (2§ — Z}) | Fi) > BC[BrG | 7], t < T,
vely

which implies that ¢ € A, and that Yf 06 > G, since A% > 0. To conclude the
proof, it remains to shows that ¢ € K dt x dP-a.e. To see this, recall that P

can also be decomposed as P — Z¥ = MY — A”. In particular, we must have
P-7V = P0~|—/0.1/);dW50—A0—Z”
= Rt [wlaw+ [ et = div)ds - 4
= Rt [ wtawy ¢ [ (6= Srl)ds - A°

so that A” = A% — [[(¢lvs — 6k (vs)ds which is therefore non-decreasing. It
follows that

/ (@ — Sc(va))ds < AY
0

16



for all v € Up. By replacing v by nv and by sending n — oo, we deduce from

the above inequality that

/0'(¢;y8 S (vy))ds < 0.

Let us now define 7 as 7 := arg min|¢|—; (0 (¢)—¢'¢). Taking v := V15, (5)—¢.5<0}
in the last inequality, shows that ¢ € K dt x dP-a.e, recall Proposition 1. O

2.2 Examples

We conclude this section with three examples of applications. The first one
corresponds to a Brownian model with portfolio constraints, the second one to
a Black-Scholes model with constraints on the amount of money invested in the

asset, the last one to a stochastic volatility model.

Example 2 (Brownian model with portfolio constraint) Let us consider
the case d = 1 where X = X' has the dynamics

Xt:X[)+,U,t+O'Wt tST,

and r = 0. We want to hedge an option of payoff g(Xr) paid at time T under
the constraints K = [—m, M| with M, m > 0. We shall assume here that g is
non-decreasing.
In this case, dx(C) = ¢t M + ¢~ m so that dom(dk) = R. Let us define the
function § by §(x) := sup,eg (9(z + u) — (utM 4+ w~m)). Then, it follows from
Theorem 2 that:

pr(G) = sup EQ” [ JrM + l/s_m)]
VEU),

= supE [ <X0+ I/Sds—i—aWT) / oK ( Vsd]

VEU)

sup EY [§ (Xo + o W]
VEU,

IN

where we used the fact that g(x) = g(z +u —u) < §g(x — u) + dx(u). It follows
that

pi(G) < E@[ <X0+0WQ)] .

17



We now observe that, by a formal identification of the law of W? under Q and
WY under Q,

T T
pr(G) = sup EQ |:g (Xo +/ vsds —FO‘W;Q) —/ 5K(Vs)ds] ,
vEUY 0 0

see [20] for a rigorous argument. Moreover, any bounded F;-measurable random
variable, with t < T, can be written in the form fOT vsds with v € Uy. Indeed,
give £ € L°(F), one has fOT(ﬁ/(T— t))1s>eds = §. Given § € L>®(Fr), one can

then approrimate it by the sequence E [{ | -7:T(1—1/n)] It follows that, for g

n>1"
continuous and bounded from below,

(@) > s E[g(Xo+oWR+e) —etm] .
§eL>®(Ry,Fr)

Here, we restrict to non-negative random wvariable because g is non-decreasing
and it should therefore be optimal to restrict to v > 0 or equivalently & > 0.

Now, we clearly have

) o (X0t oW ) — ¢t

= EQ Lsel]gi (g (Xo + UW;Q + C) — CM)] .
This shows that
(@) = E%|g(Xo+oWd)|

i.e., the price under constraint for the option g is the usual unconstrained price

in the Brownian model of the face-lifted payoff §.

Example 3 (Black-Scholes model with portfolio constraint)

Let us now consider the Black-Scholes model where X is given by
dX/ Xy = pdt + odW,
and r = 0 for simplicity. In this example, we impose the constraint
P = ¢X € K dt x dP—a.e.

i.e. the amount invested in the risky asset belongs to K. Let Ay denote the set

of processes ¢ € Ay such that the above constraint is satisfied.

18



We shall see how we can reduce the problem of super-hedging a claim g(Xr) to

the problem discussed in the previous example.

To do this, first observe that

t t t t
Y;y7¢ =y +/ ¢sdXs = Yy +/ wsts/Xs =Y +/ wsuds +/ wsgdWs
0 0 0 0
where 1 1= ¢ X, so that
t
Y;y’d) =Y +/ zﬂsd)?s
0

with
Xt = Mt + O'Wt .

It follows that, at least for g bounded from below,
pr(g(Xr)) = inf {y : doe AK s.t. qui”d) > g(XT)}
T
= inf{y : dy e Ak s.t. y+/ PedXg > g(XT)}
0
where §(z) := g(Xoe®(*/2T),

Letting pr be defined as pr but for the model where the stock price is given by

X, the above arguments show that

pr(9(X7)) = pr (9(X7)) -

In view of the previous example, one can then obtain an explicit formulation for
P (9(X1)).

Example 4 (Stochastic volatility) In this ezample, we take d = 2 and let
(X1, X?) be the solution of
t t
X} = x¢ +/ Xslrds+/ Xlo(X2)dw}!
0 0

X = X§+mnW! + W

where y1,72 > 0, 0 > € for some € > 0 and o is bounded. We impose the
constraint K := R x {0}, i.e. X2 can not be traded. This corresponds to the
simplest stochastic volatility model, in which X? should be considered as a factor

driving the volatility of X', and not as an asset.
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In this case, we have 6k (¢) =0 is ¢t = 0 and 0k (¢) = oo otherwise. It follows
that

pr(9(X})) = sup EQ" [Brg(X+)]

where A denotes the set of real valued predictable processes A satisfying sups<r [As| <
¢ for some ¢ > 0, and Q* is defined by

= 6_5

A
dQ” LT (5 A 2dst [T vy A dW 2
dP ’

which, up to the boundedness imposed on X\, corresponds to the family of all

martingale measures for X1.

We shall come back to this example in Chapter 4 below.
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Chapter 3

The pricing equation I: the

complete market case

In this chapter, we restrict to the Markovian setting where X is given as the
solution of an SDE of the form

Xio(s) =z + /ts Ttz (u) Xt (w)du + /ts J(Xm(u))dl/Vﬁ2 , (1)

for a risk free interest rate of the form

Tt = p(Xt,x)

where p, 1 and o are assumed to be Lipschitz continuous, and p is such that p~

is bounded and z — p(z)z is Lipschitz continuous.

For ease of notations, we shall only consider the case where X can take any values
in R?, also in most financial models we should typically restrict to (0, 00)%. The

arguments being the same in this last case.

The aim of this section is to provide a PDE formulation for the price function
of an option of payoff g(X: (7)) paid at time T', depending on the initial time
t and the initial value of X at this time.

In the following, g will be assumed to be continuous with linear growth and

uniformly bounded from below.
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1 Problem extension and dynamic programming

Motivated by Section 1 of Chapter 2, we now introduce the pricing function

associated to the complete market case:
(t,2) € [0,T] x R? = w(t, x) := BB, (T)g(X12(T))]

where
ﬁt z =€ ft‘ p(Xt,2(s))ds .

The key assertion for deriving a PDE associated to v is the following dynamic
programming equation which relates the time ¢ value of the price to its time 6
value, for any stopping time 6 bigger than ¢. In the following, we shall denote

by T} - the collection of stopping times taking values in [t, T).
Proposition 6 For all 6 € T ), we have
v(t, ) = B9 [B1(0)v(0, X1.2(0))] - (2)
Proof. By the flow property of X and the usual tower property, we have
o(t,2) = E2 B0 [Byx,.0)(T)9(Xo x,..0)(T)) | Fo]] -
It then follows from the strong Markov property of X defined by (1) that

0(0, X12(0)) = E?[Byx,.0)(T)9(Xo,x,.0)(T)) | (0, X1.2(6))]
= E%[Byx,.0)(T)9(Xo.x,.00)(T)) | Fo] ,

hence the required result. O

2 Feynman Kac representation in the smooth case

Using the above proposition, we can now show that, whenever it is smooth

enough, v solves the PDE
L% = pv (3)

on [0,T) x R? with the boundary condition v(T)-) = g. Here, L2 is the Dynkin

operator associated to X under Q:

L%(t,x) = Op(t,x) + p(z)a’ Dp(t, z) + %Tr [0’ (x)D?p(t,2)] .
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2.1 Derivation

Theorem 1 (Feynman-Kac) Assume that v is continuous on [0,T] x R? and
v € CY2([0,T) x RY). Then, v is a solution on [0,T) x R% of (3) and satisfies

the boundary condition lim; »7,.—., v(t,z) = g(x) on R%.

Proof. The boundary condition is a consequence of the continuity assumption
on v. It remains to show that v solves (3). We now fix (¢,z) € [0,T) x R%. Let
be the first time when (s, X; »(s))s>¢ exits a given bounded open neighborhood
of (t,z). Set " = @ A (t + h) for h > 0 small. Using Proposition 6 and Itd’s

Lemma, we deduce that

0=E

;L/teh Btz(s) <£QU(S,Xt7ac(3)) - (PU)(S,XtJ(s))) d3] ) (4)

Now, we observe that s — X;,(s) is P — a.s. continuous, so that | X; (s A (t +
h)) — x| — 0P —a.s. as h — 0 for each s > ¢t. Moreover, § > 0 P — a.s. so that
(0" —t)/h — 1 P — a.s. Using the mean value theorem and the continuity of
L% — pv, we then deduce that

i/ e (£%(s, Xt,0(5)) = (pv) (5, Xia(s))) ds

— (L% — pv)(t,z) P —as.
as h — 0. The required result is then obtained by applying the dominated
convergence theorem to pass to the limit in (4), observe that (s, X4 (s))s>¢ is
bounded on [t, 6] by definition of 6. O

2.2 Comparison and uniqueness

In order to show that Theorem 1 provides a full characterization of v, it remains
to show that v is the unique solution of (3) within a suitable class of functions.

This is a consequence of the following comparison result.

Theorem 2 (Comparison principle) Assume that U and V are continuous on
[0,T] x R and C12 on [0,T) x RY. Assume further that, on [0,T) x R?,

LOU < pU and L2V > pV (5)

and that U(T,-) > V(T,-) on R, Finally assume that U and V have polynomial
growth. Then, U >V on [0,T] x RZ.
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Proof. By possibly replacing U and V by U(t,z) := e®*U(t,z) and V(t,z) =
eV (t,x) for a large x, we can assume that p > 7 on R? for some n > 0.
Indeed, U and V would satisfy (5) with pU and pV replaced by (p + &)U
and (p + &)V, where p~ is bounded. Assume now that, for some (to,zo) €
[0,T] x R, we have Ul(tg,z0) < V(to,z0). We shall show that this leads to
a contradiction. Fix € > 0, k > 0 and p an integer greater that 1 such that
im sup ;oo SUp<r(|U (¢, 2)| + [V (¢, 2)]) /(1 + |2[’) = 0. Then, there is (t,2) €
[0, T] x R? such that, for € small enough,

0 < V(Ea JA;) - U(ﬂ ‘%) - ¢(£7 ‘%) = max (V(ta .CC) - U(t,l’) - (z)(ta JI)) )
(t,x)€[0,T]|x R4

where
o(t,x) == ee (1 + |z|?P) .

Since U >V on {T} x R, we must have £ < T. Moreover, the one and second

order conditions of optimality imply
oV (t,2) < (0 U + 04¢)(t,2) , DV (t,2) = (DU + Do)(i, 1)
and
D*V(t,#) < (D*U + D?¢)(t,)

in the sense of matrices. Combined with (5), this leads to

p(V —U)E2) < LAV -U)(E, )
< 0¢(t,2) + p(2)i' Do(t, &) + Tr [o0' () D?¢(t, 7)]
< LO%(t ).

Since = +— p(z)z and x — o(x) have linear growth, we can choose k > 0

sufficiently large so that
L% = —k¢ + pa’ Do + Tr [UU’D2¢] <0on[0,7] x R?.
This contradicts (V — U)(#,#) > 0 since p > n > 0. O

Corollary 2 Assume that v is C2([0,T) x R) N CO([0, T] x RY), then it is the
unique CH2([0, T) x RN CO([0, T] x RY) solution of (3) satisfying v(T,-) = g in
the class of solutions with polynomial growth. If g is bounded from below and Lip-
schitz continuous, then there exists ¢ € Ay such that Y;(O’Xo)’d) = g(Xo,x,(T))
and ¢ = Dv(-, X x,) on [0,T).
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Proof. Since g has linear growth and p is bounded, we deduce from stan-
dard estimates that v has linear growth too. The first result then follows from

Theorems 1 and 2. Moreover, an application of t6’s Lemma implies that:

T
v(0, Xo) +/ B(6)Do(t, X0 (1) (X ()W, = B°(T)o(T, X*(T))
0
= PD)g(x(T))
where X% := X; x, and 8° := S x,, which is equivalent to Yff“’¢ = g(X°(T))
with ¢ = Dv(-, X%) on [0,T) and yo := v(0, Xo). Since g is bounded from below
and p~ is bounded, we have 3°(T)g(X°(T)) bounded from below. Moreover, the
fact that g and all the parameters are Lipschitz continuous implies, by standard
estimates, that v is Lipschitz continuous in z, uniformly in time. This implies

that Dv is bounded so that Y¥¢ is a martingale such that ?yo’qs(T ) is bounded

from below. Hence, it is bounded from below on the time interval [0, 7. |

2.3 Verification theorem

In practice, the regularity assumptions of the above theorem are very difficult to
check and we have to rely on a weaker definition of solutions, like viscosity solu-
tions (see e.g. [8] and below), or to use a verification theorem which essentially
consists in showing that, if a smooth solution of (3) exists, then it coincides with

.

Theorem 3 (Verification) Assume that there exists a CH2([0,T) x R?) solution
@ to (3) with polynomial growth such that

li t,2) = RY . 6
t/Tlflza%sO( ,2) =g(x) on (6)
Then, v = .
Proof. Given n > 1, set

Op :=1inf{s > t: |Xya(s)] > n}.

Note that X;, is bounded on [¢,6, A T]. By It6’s Lemma and the fact that ¢

solves (3), we obtain

o(t,x) =E [Byo(0n AT)p(0n AT, Xp0(0n AT))] (7)
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for each n. Now, observe that 6,, — oo as n — co. In view of (6), this implies
that

Bra(On ANT)p(Bn AT, Xy 0(Bn AT)) — Bro(T)g(Xia(T)) P—as.

Moreover, standard estimates, based on the fact that v has polynomial growth,
that p is bounded from below, and on the Lipschitz continuity of the coeflicients,
imply that the sequence (Bt z(6n A T)p(0p AT, Xt (6 AT)))n>1 is uniformly
integrable. We then deduce that ¢ = v by sending n — oo in (7) and using the

dominated convergence theorem. O

3 Feynman Kac representation in the viscosity sense
Except when o satisfies the following type of uniform ellipticity condition
Je>0s.t. oo’e > cl¢? for all € € RY, (8)

it is difficult to show (and in general not true) that v is C12. Still, it can be
shown to solve (3) in a weak sense: the viscosity sense. In the subsections
below, we explain this notion and show that v is the unique viscosity solution of
(3) satisfying v(T—, ) = g, in the class of continuous functions with polynomial

growth. We refer to [8] for a general overview of the theory of viscosity solutions.

3.1 Viscosity solutions: definition and main properties

Let F' be an operator from [0, 7] x R?x R x R x R? x §¢ into R, where S? denotes
the set of d-dimensional symmetric matrices. In this section, we will be mostly

interested by the case
F(t,2,0,4,p, 4) = ple)u — g — p(a)a'p — Tefoo'@)A] . (9)
so that v solves (3) means
F(t,z,v(t,z),dv(t,z), Du(t,z), D*v(t,x)) = 0. (10)
We say that F is elliptique if it is non increasing with respect to A € S?. This

is clearly the case for F' defined as in (9). In the following, F' will always be

assumed to be elliptic.
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Let us assume for a moment that v is smooth. Let ¢ be C%2? and (¢,%) be a
(global) minimum point of v — . After possibly adding a constant to ¢, one
can always assume that (v—¢)(f,2) = 0. In this case, the first and second order

optimality conditions imply
(atva DU)(fa i‘) = (aﬁpv D(p)(fa j) and DQU(A> i’) > DQQD(I?? i‘) :

Since F' is elliptic and v > ¢ on the domain with equality at (f, z), we deduce
that

whenever

Conversely, if (£, ) is a (global) maximum point of v — ¢ then

This leads to the following notion of viscosity solution.

Definition 2 Let F' be an elliptic operator as defined above. We say that a l.s.c.
(resp. w.s.c) function U is a supersolution (resp. subsolution) of (10) on [0,T) X
RY if for all p € CV2 and (1,2) € [0,T) x R? such that 0 = ming 71xre (U —¢) =
(U — )(t, &) (resp. 0= maxp ) xrd(U — ) = (U — ©)(t, %)), we have:

F(t,z,0(t, 1), 0,0(t &), Do(t,2), D*¢(t, 1)) > 0 (11)
(

We shall say that a locally bounded function is a discontinuous viscosity solution
of FF = 0 if U, and U* are respectively super- and subsolution, where, for
(t,x) € [0,T) x R,

U.t,z) = lim inf U(s,y) and U*(t,z) = lim sup U(s,y) .
(t,2) (s,)€[0,T) xRe—(t,2) (5:9) ,2) (5,9)€[0,T) x Rd— (t,) (5:9)

If U is continuous, we simply say that it is a viscosity solution.

Note that a smooth solution U is also a viscosity solution, as any point achieves

a min (or max) of U — U.
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Remark 2 If (£,2) € [0,T) x R? achieves a minimum of U — ¢ then it achieves
a strict minimum of U — ¢ where @(t,z) = o(t,x) — |x — 2|* — |t — |2. Moreover,
if ¢ satisfies (11) at (£,#) then ¢ satisfies the same equation. It is therefore
clear that the notion of minimum can be replaced by that of strict minimum.
Similarly, we can replace the notion of maximum by the one of strict maximum

in the definition of subsolutions.

3.2 Viscosity property

We can now characterize v as a continuous viscosity solution of (3). The conti-

nuity of v follows from standard estimates and we omit the proof.

Theorem 4 The value function v is continuous on [0, T] x R? and is a viscosity
solution on [0,T) x R? of (3).

Proof. We only prove the supersolution property of v. The proof of the subsolu-
tion property is symmetric. Let ¢ € C'2 be such that 0 = ming 7xrd (v — @) =
(v — @)(t,2) for some (t,4) € [0,T) x R%. We proceed by contradiction, i.e. we

assume that
pp(t, &) — L2(t, %) <0

and show that this contradicts (2). Indeed, if the above inequality holds at
(t,%), then

on a neighborhood of (£, #) of the form B := B,(t) x B,(z), r € (t,T —t). By

Remark 2, we can then assume that there exists nn > 0 such that
v>@+n ond,B

where 0,B is the parabolic boundary of B, i.e. (B(t) x 0B,(2)) U ({t +r} x
clB,.(1)).
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Let 0 be the first exit time of (¢, X; ;(t)),>; from B. By Itd’s Lemma applied to

¢ and the above inequalities, we then obtain
o(t,2) = p(i,2) = E|8;5(0)0(0, X;,(0))]
-0
B[ 51l (€205, X 00) = ol Xy (5) |
< E[8400) (v(0, X;(0)) )]
< E[G;,(00000, X;,(0)] .

a contradiction to (2). O

3.3 Uniqueness
An equivalent definition of viscosity solutions

In order to complete the characterization of v, it remains to show that it is
the unique solution of (3) satisfying the boundary condition v(7,:) = g. For
this purpose, we need an alternative definition of viscosity solutions in terms of

super- et subjets.

Note first that, if U is Ls.c., ¢ € C*2? and (£,2) € [0,T) x R? is such that
0 = minjy 7jxra(U — ) = (U — ©)(t, %), then a second order Taylor expansion

implies

Ut,r) > U(t,2)+p(t,z) —o(t, 1)

= U(t,2) + opp(t, &) (t — 1)
+ (z—2)Dy(t,z) + %(:p —2)D?*p(t, &) (x — ) + o(|t — t| + |z — &) .

This naturally leads to the notion of subjet defined as the set P~U(,2) of
points (g,p, A) € R x R? x S¢ satisfying

Ut,x) > U(t,2) +q(t —t) + (z — 2)'p+ %(x —2) Az —2) +o(jt — 1t + |z — 2|?) .

We define similarly the superjet P+U(t,#) as the collection of points (¢, p, A) €
R x R% x S% such that

Ut,x) <U(E,2) +qt —8) + (. —2)'p+ %(x —2)A(x —2) +o(|t — | + |z — 2|?) .

For technical reasons related to Ishii’s Lemma, see below, we will also need to

consider the “limit” super- and subjets. More precisely, we define PTU (f, )
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as the set of points (¢,p, 4) € R x R? x S? for which there exists a sequence
(tn, Tny Gy Pruy An)n of [0, T] x R% x R x RY x S% such that (¢, Zn, @n, P, An) €
PTU (tn, x,) satisfying (tn, Zn, Ultn,n), @, Pn, An) — (£,2,U(L,2),q,p, A).
The set P~U(t, %) is defined similarly.

We can now state the alternative definition of viscosity solutions.

Lemma 2 Assume that F is continuous. A l.s.c. (resp. w.s.c.) function U is
a supersolution (resp. subsolution) of (10) on [0,T) x R? if and only if for all
(t,2) € [0,T) x RY and all (§,p, A) € P~U(t, &) (resp. PTU(L, %) )

F(t,2,U(t,%),4,p,A) >0 (resp. <0). (12)

Proof. We only consider the supersolution property. It is clear that the def-
inition of the lemma implies the Definition 2. Indeed, if (£,2) € [0,7] x R? x
R x R? x §¢ is a minimum of U — ¢ then (0yp, Dy, D?¢)(t,#) € P~U(t,2). It
follows that

F(t,4,U(t,),4,p,A4) >0

with (¢, p, A) = (8,0, D, D2p) (£, &). Since U > ¢ and F is elliptic, this implies
the required result.

We now prove the converse implication. Fix (£,2) € [0,T) x R? and (g, p, A) €
P-U(#,&). Tt is clear that, if (§,p, A) € P~U(#,1), then we can find ¢ locally
C'2 such that (4, p, A) = (90, Do, D*¢)(i, &), ¢ = U at ({,%) and U > ¢ (see

e.g. [12] page 225 for an example of construction). We then have

F(t,#,U(2),4,p,4) > 0.

Ishii’s Lemma and Comparison Theorem

The last ingredient to prove a comparison theorem is the so-called Ishii’s Lemma.

Lemma 3 (Ishii’s Lemma) Let U (resp. V') be a l.s.c. supersolution (resp.
u.s.c. subsolution) of (10) on [0,T) x R%. Assume that F is continuous and

satisfies

F(tax7u7Q7p7A) = F(t7$7u707p7A) —q
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for all (t,x,u,q,p, A). Let ¢ € CH?2([0,T] x R x RY) and (t,%,9) € [0,T) x
R? x R? be such that

W(t,z,y) = V(t,z) =U(t,y) — o(t,z,y) < W(,,9)
Y (t,z,y) € [0,T) x RY x RY .

Then, for alln > 0, there is (q1,p1, A1) € PTV(t,2) and (ga, p2, A2) € P~U(t,9)
such that

q1 — 42 = 8t¢(£) i'a :’3) ; (pbp?) = (ngb, _Dygb)(fa :i'v Zj)

and
A1 0 A . A A a2
< D(:c,y)¢(t7 xz, y) +n (D(x,y)¢(ta z, )) .
0 —A
Proof. The proof is technical and long, we refer to [8] for details. O

We now prove the expected comparison theorem also called maximum principle.

Theorem 5 (Comparison) Let U (resp. V) be a l.s.c. supersolution (resp.
u.s.c. subsolution) with polynomial growth of (3) on [0,T) x RL. IfU >V on
{T} xR%, then U >V on [0,T] x RZ.

Proof. We can assume without loss of generality that p > 0 (otherwise
we replace U and V by U(t,x) := e®U(t,z) and V(t,z) = eV (t,z) for x
large enough). Assume now that there is some point (tg,zo) € [0,7] x R?
such that Ul(tg,x0) < V(tg,xo9). We shall prove that it leads to a contra-
diction. Let ¢ > 0, x > 0 and p be an integer greater than 1 such that
lHm supj, oo suP<(|U(E )| + [V (E,2)[)/(1 + [2P) = 0. Then there exists
(t,#) € [0,T] x R? such that

0 < V(fv i‘) - U(tAa ii) - ¢(£7 Avi) = max (V(t,l‘) - U(ta ‘T) - @(t,:ﬂ,fﬂ)) )
(t,z)€[0,T]x R4

where
¢(t,m,y) = ee (1 + [2|* + [y|*?)

and ¢ is chosen small enough. Since U >V on {T} x R?, it is clear that ¢ < 7.
For all n > 1, we can also find (t,, Zn,yn) € [0,T] x R? x R? such that

0 < Tu(tn,zn, = ma I,(t,x, 13
nlt Znn) = o 00V )
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where

Fn(t,:c,y) = V(twr) - U(t7 y) - QZ)(t?xvy) - n’x - y|2
— (t=EP+ ]z —2*).

It is easily checked that, after possibly passing to a subsequence,
(trs Zns Yn> Dty Ty yn)) — (£, 2,8, Do(£, &, %)) and n|z, —yn|> — 0. (14)

Moreover, Ishii’s Lemma implies that for all n > 0, we can find (q7,p7, A7) €
PV (tn, ) and (¢, p%, AY) € P~U(tn, yn) such that

a7 — @3 = Oon(tns Tnyyn) , (P1,02) = (Dan, _Dy@n)(tmxmyn)

and

Al 0 2
! an < D(%E’y)SOn(tmxmyn) +n (D(%p,y)son(tmxmyn)> .
where

on(t,z,y) == ¢(t,x,y) + n|lx — y|2 + |t — f|2 + |z — §:|4 )

In order to obtain the required contradiction, it now suffices to appeal to Lemma
2 and to argue as in the proof of Theorem 2. Using (14), we obtain that for all
n>0

where €, — 0 is independent of n and C),, does neither depend of 1. By sending
n — 0, we deduce that

For k > 0 big enough so that the second term in the right-hand side is strictly
negative and n large enough, we get p(V — U)(f,4) < 0. This contradicts the
fact that (V — U)(£,2) > 0 since p is assumed to be (strictly) positive. O

Corollary 3 The value function v is continuous and is the unique viscosity
solution on [0,T) x R? of (3) satisfying limsr, y—yv(s,y) = g(z) in the class of

discontinuous viscosity solutions with polynomial growth.
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Chapter 4

The pricing equation II: the

incomplete market case

In this section, we provide the pricing equation under portfolio constraints as
studied in Section 2 of Chapter 2.

We keep the notations and assumptions on the coefficients of Chapter 3 except
that we now assume that p is bounded.

We define the value function:

(t,z) — v(t,x) := sup J(¢, z;v)

veEU,
where
3 T
J(t, &€ V) = EQt’z Bt,I(T)g(XtﬂJ(T)) - / ﬁt,x(s)éK(Vs)ds
t
and
e _ er,(m)
dP b
with
£ (s) = e 38 Pa@PdumfX7, ()W,
)‘11;/,17 = U(Xt,m)_l(:u(Xt,x) = p( X)) Xtw —v) .

Since p is bounded, we have that [, and 3, l} are bounded. By replacing v € U
by Bi.v € Uy and vice-versa, we deduce from Section 2 of Chapter 2 that

i (G) = v(0, Xy) .
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Remark 3 One easily checks that J(-;v) is Ls.c. for each v € U. It follows

that v is l.s.c. as well.

1 Dynamic programming principle

The key result for the derivation of a PDE associated to v is the so-called
dynamic programming principle. In the following, we denote by T[f 1] the set of

elements of 7; 7 that are independent on 7.

Theorem 1 Fiz (t,z) € [0,T) x R? and let {0",v € Up} C ’]ﬁ ) be such that
Xt o is essentially bounded on [t,0"] for each v € Uy. Then,
91/

v(t, ) = sup EQ [ﬁm(ﬂl’)v(G”,Xt,m(H”) —
vel,

ﬁt,z(5)5K(Vs)ds] :

t

Proof. For ease of notations, we omit, if not necessary, the dependence of
0 with respect to v. Let 9(t,x) denote the right-hand side term in the above
equation. We first show that v(t,z) < ©(¢,x). To see this, observe that

. y T
J(taiv) = E%e [m,x(e)E@w [ﬂe,c(T)g(Xe,c(T)) /9 59,4(5)5K(Vs)d5|7:9]

-/ o) 02)s

where ¢ := X ;(0). We now observe that
3} T
B | hc(T)o(Xac(T) - [ fug(s)on(v)ds | 72

, T
— E% [ﬁo,c(T)g(Xo,c(T)) - [ ncts)anas | fe] < v(6,0)

Hence, the fact that v < v.

We now prove the converse inequality. To this purpose, given k > 1, we denote
by Uy the set of elements v € Uy such that sup,<r(|vs| + [0k (vs)]) < kP — a.s.
and set vy (s,y) = sup,ey,, J(s,y;v). Note that vy T v as k — oo. Then, for
fixed k > 1, one easily checks that J(-; ) and v, are locally uniformly continuous
in (¢, ), uniformly in v € Up.

Let U}, denotes the set of elements of Uy, that are independent of F;. Then, one
easily checks, by using the fact that X solves a Brownian SDE, that vg(t,z) =

sup, ey J(t,z;v), see [5].
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Fix € > 0. For (s,y) € [0,7] x R%, we can find v*¥ € U, such that
J(s,y; ™) > v(s,y) —¢ . (1)

Let A C R? be a compact set such that X;, takes values in A on [t,0"] for
each v € Uy,. It follows from the local uniform continuity of J and vy that there
exists 7 > 0 and a finite collection of points (;, z;)i<; € [0,7] x A such that
Ui<r[ti — n,ti] x By(z;) D A.

]J(-;I/ti’zi) — J(t;, xi; l/ti’mi) + v —v(ty,z;)| <e on [t; —n,t] x By(x;) . (2)
Combining (1) and (2) leads to
J(~;1/ti’xi) >v—3e on [t; —n,t] X By(z;) D A;, (3)

where the A; can be constructed in such a way that they form a partition of A.

Given v € Uy, we now define

v i=vljg) + L 2V L X 0)en,
i<l

Then, using the fact that v*¥ is independent of F, for all (s,y) € [0,T] x R¢,

we obtain

v v T
J(taip) = E% [ﬁt,m(ﬁ)ﬂi@m [ﬂe,<<T>g<Xe,<<T>>— | nctorstwaas | 7,

0
/ ﬁt,z(s)(sK(Vs)ds]
t
i 0
= E% [ 8.00) [ D J0, 60 )1 g 0ean, —/ Brz(5)0K (vs)ds
i<I ¢
so that, by (3),
vp(t,z) > J(t,xz;0)

v 9 v
> EQt’x {ﬂt,x(e)vk(evg) _/t ﬂt,x(s)éK(Vs)d5:| - 3€EQt’x [ﬁt,m(‘g)] :

Sending € — 0 and using the arbitrariness of v, then shows that

0
w(ts) > sup E%e [ﬁt,m(e)vk(e,g)— /t ﬁt,m(s)aK(us)ds] |

vEUE

The result then follows by sending £ — oo and by using the monotone conver-

gence theorem. O
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Remark 4 In the above proof, we used the approximation v, in order to reduce
to the case where the value function is u.s.c. A more direct approach, based
on test functions, could also be adopted, see [5]. In particular, it would allow
to provide a weak version of the dynamic programming principle of Theorem 1

even if v was not known to be measurable a-priori. It would then take the form:

01/
v(t,z) < sup EQ [ﬁm(G”)v*(ﬂl’,Xt,x(Q”) — ﬂt,z(s)(s;((ys)ds] ,
VEU) t
and
v 01/
o(t, ) > sup % [ﬁt,zw”)v*(eaxt@(ew - ﬂm(s)aK(us)ds} |
vEUY t

for all family of stopping times {6, v € U} C /T[;T} such that X, , is essentially
bounded on [t,0"], for each v € U,

In the above assertion, v* could be replaced by v if it is known to be measurable,
in particular if it is l.s.c. Hence, for v = vy, it coincides with the formulation of
Theorem 1.

In view of the arguments below, the later formulation would already be enough

to provide a PDE characterization for v, and v*.

2 Hamilton-Jacobi-Bellman pricing equation

In this section, we use the dynamic programming principle of Theorem 1 to

show that v is a (discontinuous) viscosity solution of

min {pv — L%, lrgrlllri Ok (Q) — C’Dv} =0on [0,T) x R?, (4)

and provide a suitable boundary condition at ¢ = T, which is related to the

face-lifting phenomenon observed in Section 2 of Chapter 2.

2.1 PDE characterization in the domain

We first discuss the supersolution property.

Proposition 7 The function v is a viscosity supersolution of (4).
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Proof. Fix v = u for some u € R? such that §x (u) < oo. Then, it follows from
Theorem 1 that

ph
v(t,w) = E%e |5, (0")0(0", Xa(0")) — Bt,x(S)5K(U)d8]

t

9}1
= E
t

£, (0") <ﬁt,x(9h)v(9h,Xt,x(9h)) - ﬁt,x(8)5K(U)dS>] ;

where 6" :=inf{s >t : |Xy.(s) — x|+ [Ef,(s) — 1| > 1} A (t + h). Let ¢ be a
smooth function such that (¢, x) achieves a minimum of v — ¢, recall Remark 3.

We can always assume that (v — ¢)(¢,2) = 0. Thus,

ot,z) > E
t

oh
£ (0") (ﬁt,z(Hh)cp(Hh,Xt,w(ﬁh)>— /Bt,x(s)éK(u)dS>] :

By following the same arguments as in the proof Theorem 1 and using the

arbitrariness of u, we deduce that ¢ satisfies:
(o — LY)(t, 2) + 0 (u) — u'Dep(t,z) > 0.

Since u is abritrary and the set {u € R? : §x(u) < oo} is a cone which contains

0, this proves the required result. O
Proposition 8 The function v* is a viscosity subsolution of (4).

Proof. Let ¢ be a smooth function such that (¢,x) achieves a strict local
maximum of v* — ¢. We can always assume that (v — ¢)(t,2) = 0. We argue

by contradiction and assume that

min {pcp — L%, min 6x(¢) — Q’Dgp} (t,xz) >0.

¢l=1
Then,
min {pso — L%, llglliji ok (¢) — C’Dw} >0 on By(t,z) (5)

for some 7 > 0 small enough. Let (t,,z,), be a sequence in B,(t,x) that
converges to (t,z) and such that v(t,,x,) — v*(¢t,z). Let 6, be the first exit
time of B, (t,x) by (s, X, 2,(5))s>t,. Fix v € Up. Using Itd’s Lemma and (5),
we then deduce that

On

o(tn, Tn) > E@nen |:/6tnyl'n (0n) (O, Xt an (On)) — Bt in (8)dKk (vs)ds
tn
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Moreover, since (¢, z) achieves a strict local maximum of v* — ¢, we have v —¢ <
v —p < =€ on 0,By(t, ) for some £ > 0. Hence,

On
(p(t'rﬂ a’:n) Z EQtn@n |:/Btn7$n (en)v(en’ th7x’ﬂ (en)) - /Btnymn (S)(sK(VS)dS]

tn

Since p is bounded, one easily checks that E®n.en [3; , (6,)] > ¢ for some ¢ > 0,
for all n and v € U,. We then obtain

On
oltmsn) > IE@wuww[}zn@m<9n>v<en,szhxn<en>>-— ﬁanﬂm<s>6k<us>ds]

tn
+c+ v(tn, n) — @(tn, ) -

Since v(ty, Tn) —@(tn, ) — 0 as n — oo, we obtain a contradiction to Theorem

1 for n large enough. O

2.2 Boundary condition at t =T

In order to complete the characterization of v, it remains to provide a terminal
condition. We shall show below that

U(T_v ) =9
where ¢ is defined as in Chapter 2:

g(x) == sup g(x +¢) — 0k (¢) -
CER

We split the proof in two separate propositions.
Proposition 9 For all x € R, v(T,z) > g(x).

Proof. Let (¢, xn)n>1 be asequence such that (t,, z,) — (T, z) and v(t,, z,) —

v(T,x). By the definition of v, we have

n T
w%szM{mmwﬂ@»—xﬂwmmw

tn

where (6", X") = (Bt,.0ns Xtn,zn) and vl = Tfltnu, for some u € dom (dk).

Now observe that dx(Au) = Mg (u) for every A > 0, so that

1 T
B"(s)ds — Ok (u) P — a.s.

T
5 671(5)5[( (I/?) ds = 5K(U)T e "
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since p is bounded. Hence, using the fact that p is bounded again and a domi-
nated convergence argument, we obtain

v(T,z) = lim v(t,,zy)

> lim inf E%en [5(T)g (X™(T))] — 61 (u).
n—oo
To conclude the proof, it remains show that E,, := B o [B™(T)g (X™(T))] —
g(z + u), and use the arbitrariness of u € dom(dx).
To see this, first observe that

tn ' ' n
X' =g [ p (0 XM (s)ds [ o (X)) awy
- in tn tn

so that
E, =E[p"(T)g (Z2"(T))],

where Z" satisfies

2" = _t;n - /t P (Z7(s)) Z"(s)ds + /t o (Z27(s)) dW,.

Clearly, the sequence (Z"(T)),>1 is bounded in L? and converges to x+u P—a.s.
Since g is continuous with linear growth, the dominated convergence theorem
implies

lim E, = g(x+u).

n—00

|

Proposition 10 Assume that § is upper-semicontinuous with linear growth.
Assume further that o is bounded. Then, for all x € R, v*(T,z) < §(x).

Proof. Let (t,,x,)n be a sequence which converges to (T, zp) and such that
V(tn, xn) — v* (T, z0). Set (8", X™) = (Bt,,2ns Xtn,2n). By definition of v, there

is some " € Uy such that

n T
V(ty,z,) < E¥ [ﬁ"(T)g(X"(T))— t ﬁ”(s)&K(V?)ds]—{—n_l.

Since dom(dx) is a convex cone and dx is 1-homogeneous, we have
T
() < g (X - [ ss)
ln

T
+ [ ["(s)or(vy)ds .
tn
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This implies that
n T
V(tn, xy) < EY” [5”(T)§ <X"(T) — ﬂ”(T)lﬂ”(s)ygds>] +n7t.
tn

In view of the above inequalities and the definition of (¢,,zy), it remains to
show that

n—oo

imsup e 57119 ((1) - :ﬁ”(T)‘lﬁ”(S)V?ds>] < (T,20) (6)

From now on, we assume that § is uniformly Lipschitz continuous. We shall
explain at the end of the proof how to handle cases where it is not true. If g is
L-Lipschitz, then

T
B(T)3 (X”(T) - ﬁ"<T>—1ﬁ"<s>v2ds) — B (T)g(ao)

tn

T
g X™(T) - t B (s)vgds — 8" (T)xo

<L

T
ﬁ"(s)a(X”(s))dst’n +x, — BM(T)xo

tn

=L

where, since ¢ and p are bounded,

T n
B (s)a(X"(s))dWy

tn

o [

]gcm—wﬁ

for some C' > 0 independent of n. This proves the required result for § Lipschitz.
In the case, we § is not Lipschitz, then we construct, for each € > 0, a Lipschitz
function W, such that |[§(xg) — Ve (x0)| < € and V. > g. It follows that, for each

€, we can find some finite L. > 0 such that

imsup ™ [57(r)g (x7(7) - T 5 o wias )|

n—oo

<tmawp = [y, () - [ s |

n—00 tn

< \I/a(l‘o) + limsup L. C (’g;n — 330‘ + (T _ tn)l/Q)

n—oo

=V (x0) < g(xo) + ¢

and the proof is concluded by sending € to 0.
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We conclude this proof by constructing the sequence of functions (¥.).~o. For
z € R4, we define

Grp(zr) = sup[g(z) —klz—=z|] , k>1.
z€R4

Recall that ¢g has linear growth. Clearly, Gy > ¢ and Gy is k-Lipschitz.
Moreover, taking k large enough, it follows from the linear growth and upper-
semicontinuity assumptions on § that, for all z € R, the maximum is attained

in the above definition by some z(z). In particular,

Gr(x) = g(zp(e)) — klop(z) — 2] = g(z) .

Using the linear growth of ¢ again, we deduce that zx(x) — x as k — oo after
possibly passing to a subsequence. Since § is upper-semicontinuous, this also
implies that
g(zg) > limsupg(xg(zo)) > limsup Gr(zo) > §(zo) .
k—oo k—oo

We can then choose k. such that |Gy (xo) — §(zo)| < € and set U, :=Gy.. O

3 Example: non-hedgeable stochastic volatilty

As an example of application, let us come back to the model of Example 4 of
Chapter 2. Note here that the volatility of X' is given by X'o(X?) which is
not bounded. However, the above argument holds. Moreover, X! takes values
in (0,00) but it does not change anything in the above proofs.

In this case, the price function v is therefore a (discontinuous) viscosity solution
on [0,7") x (0,00) x R of

min {w — L%, fﬁi—r{ 0k (C) — C’Dso} (t,z)=0 (7)
where
1
L = 00+ ratd o+ 3 [(mla(:z2))23§1x1s0 + 7202 20 + 21:10(x2)718§1m230]

with 42 := 4% 4+ 3. Moreover, it satisfies v, (T, z!,2%) = v*(T, 2!, 2?) = g(x!).

Since 05 (¢) = 0is ¢! =0 and dx(¢) = oo is ¢! # 0, we deduce that
v*(TaxIPTQ) = ’U*(T, xlﬂ '7:2) = g(xl) = g(x)

41



and, using the right-hand side term in (7), that v is a supersolution of 9,2¢ = 0
and —0,2¢ = 0on [0,7T) x (0,00) x R. As for smooth functions, this implies that
v does not depend on x2. We therefore now simply write v(¢, z'). As for smooth

function again, this also implies that v is a supersolution on [0,7") x (0, 00) of
infH,2 =0 (8)
2

where

1
Hao@ =10 — Oy — ratdup — §(m10(:v2))23§111<p ,
ie.
1 _
rp — O — ratdng — 5(1‘1)2 [g215i111¢<0 + 021392;111@20 3o =0, (9
where & := sup,2 o(2?) and ¢ := inf,2 o(z?). This is the so-called Black-Scholes-

Barenblatt equation.

When 6 < oo, o is continuous and g is continuous with linear growth, it is
possible to show that this equation admits a comparison principle in the class
of functions with linear growth. In particular, if there exists a smooth solution,
say ¢, satisfying o(T—,-) = g, then v > ¢. But on the other hand, (9) and the

previous boundary condition imply that

T T
P05 + [ BDe(s XDAX] = Bro(TXh) + [ Btcaels XD)ds
0 0

> Bro(T, X7)
- 5T9(X%“)7

where X := Xy x, and 8 = (B x,. This shows that v = ¢.

In the limiting case where & = oo, then (8) implies that v is concave in z!. If
moreover, ¢ = 0 and r = 0, then it should be non-increasing in time. This
implies that v > g, where g denotes the concave envelope of g. On the other
hand, it is clear that, starting with g(Xo) allows to find a super-hedging strategy,
which is actually of buy-and-hold type. Hence, v = g. Note that g(z!) = z!
for g(z') = [#! — k]* | The same holds for r # 0 up to passing to discounted

quantities.
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Chapter 5

Approximate hedging and risk

control

In this section, we discuss two approximate hedging technics that were discussed
in [13] and [14]. We shall restrict here to the case of complete markets without
constraints, because it is essentially the only case where explicit formulations
can be obtained by standard convex duality technics, and it already provides the
general form of the solution. Extensions to incomplete markets are considered in
the above mentioned papers. More general models will be discussed in Chapter

7, in a Markovian setting.

1 Quantile hedging

We first discuss the case of a trader who wants to hedge a random payoff G €
LY(R4) \ {0} from an initial wealth y > 0. However, because for instance the
hedging price p(G) = EQ[BrG] is too high (which can be due to the fact that
it was face-lifted in order to avoid explosion of the hedging strategy near the

maturity, see Section 2 of Chapter 1), his initial wealth is strictly less than p(G).

1.1 Minimizing the probability of missing the hedge

The first criteria we discuss here is the so-called quantile hedging criteria.

Namely, we try to find the optimal solution to the problem

inf P|G>YY?| fi 0<y<p(@), 1
nf |G > Y}?] for some 0 < y < p(G) (1)
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where A (y) is the restriction of Ay to strategies leading to non-negative wealth

processes.

As shown in [13], this problem can be reduced to a standard test problem in
mathematical statistics, which can then be solved by using the Neyman and
Pearson’s Lemma which we recall below.

To see this, we first note that the problem (1) can be reduced as follows.

Proposition 11 The following holds:

sup P [ij,¢ > G} = sup {E[cp] , o € L°({0,1}) s.t. EQ[BrGy] < y} . (2)
PEAL(Y)

Proof. Let us first fix ¢ € A4 (y). Then, ¢ := 1yy6. satisties P {ij"z’ > G] =
T -

Elp] and Gp < Y¥? so that EQ[BrGy] < EQ[BrY¥?] < y, see Chapter 2.
This shows that the left-hand side term in (2) is smaller than the right-hand
side term. Conversely, if ¢ € L°({0,1}) is such that E?[3rGy] < vy, then it
follows from Chapter 2 that there exists ¢ € Ay(y) such that ij’(b > Gy. Since
G > 0, the super-martingale Y¥? remains non-negative so that ¢ € A, (y).
Moreover, ng,¢ > G on {p = 1}. Since ¢ € L°({0,1}), this implies that
P [Yfi’d’ > G} > E [¢]. 0

We next observe that the right-hand side problem in (2) can be interpreted as

a statistical test problem:

sup {E[¢] . ¢ € L°(0,1]) s:t. E%[g] < y/p(@)] . 3)

where Q¢ is defined by
dQc . _ dQ_BrG
dP = dP EQ[rG]’

except that we look for a solution of the above test problem in L°({0,1}).
The solution to this problem is given by Neyman and Pearson’s Lemma which

we now state.

Lemma 4 (Neyman and Pearson) Let Py and Py be two probability measures
that are absolutely continuous with respect to P. Given a €]0, 1], the solution to

the problem
sup {EP [¢] + € L°([0, 1)), ™ [¢] <af
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is given by any random variable of the form

E:=1a arg + Y1 ap dP,
: 14 %0 1590
K T

where

. dPy dPy
= : — — | <
a 1nf{a>0 Po[dP>adP]_y}

and 4 € [0,1] is such that EFo [é} = .

Remark 5 In the above Lemma, £ has to be interpreted has a random test of
Hypo : Py against Hyp; : Py. If the state of nature w is such that £(w) = p, then
one accepts Hypy with probability 1 — p. The quantity EFo [€] corresponds to
the probability to reject Hypg while Hypyg is true (this is the risk of first kind),
and EP1 [¢] corresponds to the probability to reject Hypg while Hypy is indeed
false (this is called the power of the test).The test £ is called UMP (uniformly

most powerful) of size a.

Applying the above lemma to the problem (3) leads to an optimal solution ¢ of

the following form:

Theorem 1 Assume that

é::inf{c>0 . EQ [ﬂTG].d]P dQG:| §y}

m>€7d©

s such that
EQ {/BTGl dP Ad@G:| =Y.

m>67d@

Then, the optimal solution to the problem (1) is given by the strategy ¢ € A4 (y)

satisfying )
YE? =Gy
where
Y= 1%%% :

In most applications, ¢ > 0 is such that EQ [ﬁTGl a5, 9 ] = y, recall that
dQ dQ

y < p(G) = EQ|B1G], so that the optimal strategy ¢ satisfies
ngz,qb = GlA

45



for A := {dP/dQ > ¢ dQq/dQ}. It means that the optimal solution consists in
hedging a digital type option which pays G on A and 0 otherwise.

Such a behavior is certainly not nice in practice since it may lead, as in general
for discontinuous payoffs, to an explosion of the number of assets to have in the
portfolio near to the maturity.

Note that, right from the beginning, one could criticize the criteria which is only
concerned with the probability of not missing the hedge but does not take into
account of the sizes of the potential losses.

In the case where ¢ > 0 only satisfies EQ |:6TG1d]p>Czin:| <y, the above The-

dQ dQ
orem does not apply. However, the same reasoning can still be applied for the

optimal success ratio problem

Yy7¢
sup E|-L-A1]| for some 0 <y < p(G), (4)
sedrly) | @

with the convention z/0 = oo for z € R.

Theorem 2 The optimal solution to the problem (4) is given by the strategy

b € Ai(y) satisfying )
YE? =Gg

where

()5 = 1@>édQG + ﬁlﬂ_édQG
dQ dQ dQ " dQ

with

¢ :=inf {C >0 : EQ [ﬁTGldP dQG} < y}
m>0w

and where % € [0,1] is such that EQ [BrG¢] = y.

Note that, when 4 = 0, then it coincides with the solution of the quantile

hedging problem.

1.2 Quantile hedging price

The quantile hedging price of the payoff G is the minimal initial wealth that

allows to hedge the option with a given probability of success, namely

p(G; ) := inf {y >0 : d¢peAL(y) s.t. ]P’[Y%/’d) >G) > a}, for a € [0,1] .
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Clearly, p(G;1) = p(G) and p(G;0) = 0. For a € (0,1), it can be computed
thanks to the results of the previous section. Indeed, given 0 < y < p(G), one
can find a(y) € (0, 1) such that

aly)= sup P {Y%“b > G} .
PpeA+(y)

Then, by definition,
p(Gia) =inf{y >0 : a(y) > a} .

We shall see in Chapter 7 how the quantile hedging price can be directly re-
lated to a PDE, without having to invert the value function of an optimization

problem, as suggested here.

2 Hedging under expected loss constraints

2.1 Minimizing the expected shortfall

In order to better take into account the amount of possible losses, we now
consider a risk control criteria of the form £((G—V;) 1), i.e. we try to minimize

inf E [£(G - ngf’¢)+) for some 0 < y < p(G) , (5)
PEAL(y)

where, as above, A4 (y) is the restriction of A to strategies leading to non-
negative wealth processes. Here, the loss function ¢ is C' strictly convex, in-
creasing and defined on R, £(0) = 0, and such that V{(+o00) = oo, V£(0+) = 0.
We note I := (V£)~!, the inverse of the derivative of £. As above, we assume
that G € L°(R) \ {0}

Theorem 3 There exists a solution ¢ € AL (y) to the problem (5). It satisfies

Y0 = p(0)a
where, for ¢ >0,
. 1 dQ/dP
B(c) = a0 (1 - HeprdQ/dr) GQ/ )1 1) :

and ¢ > 0 is the unique positive solution of
E% [Bré(c)Gl =y .
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Proof. 1. First of all, one can observe that
E (G - VP =E 0G0 - ¢)]

where ¢? := [(Yff’¢/G) A 11w satisfies EQ [Bro?G] < y. Conversely, if ¢ €
L9(]0,1]) satisfies the above constraint, then oG can be reached by a financial
portfolio starting from y whose discounted value is a Q-martingale and therefore
remains non negative, since G > 0, see Section 1 in Chapter 2. The above

problem is thus equivalent to

inf  E[((1—¢)G)] under the constraint EQ [3rpG] < y. (6)
peL0([0,1])

2. We now check that existence holds in the above problem by using the following

technical lemma which we state without proof.

Lemma 5 (Komlos Lemma) Let ((,), be a sequence of random variables
that are uniformly bounded in L*(P). Then, there exists a sequence ((n)n and a
random variable ¢ in L*(P) such that ¢, — P — a.s. and

Cn € conv(Ce, k>n) P— as.
for all n > 1, where conv denotes the conver envelope.

Since ¢ — E[¢(G(1 — ¢))] is convex, one deduces from the preceding Lemma
that there exists a minimizing sequence (¢, ), which converges P — a.s. to some
¢ in L°([0,1]). One concludes by using Fatou’s Lemma and the fact that £ > 0.

3. We now check that ¢ has the form given in the Theorem. Given ¢ € L%([0,1])
and ¢ € [0, 1], let us set

e :=ep+ (1—€)¢

and
Fo(e) =E[((1 - ¢:)G)] .

Recall that £ is convex so that its derivative is non-decreasing. Using a monotone
convergence argument, one then easily checks that the right-derivative VF,(0+)

of F, at 0 exists and satisfies

VF,(0+) = E[VI((1 - 9)G) (¢ — ¢)G] -
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Since F,, is convex, because £ is convex, ¢ should satisfy the first order optimality
condition VF,(0+) > 0 for any ¢ € L°([0,1]). This amounts to say that ¢

satisfies
E% [¢] > E® [¢] (7)

for any ¢ € L°([0,1]) such that, recall (6),

B [g] < L =i a 8
A< 8
where Q; and Qg are the probability measures associated to the densities
Qo _ Gu( - 5)@)GE VU - $)G)G
= VUA=@)G)G/EVI( - ¢)G)G]
dQq _ dQ Q
2o~ C5G/E 5G]

As in the previous section, this can be interpreted as a random test: test
the hypothesis Qg against Qg with a level . It then follows from Neyman
and Pearson’s Lemma, see above, that the optimal test ¢ takes the value 0 if
dQy/dP < ¢ dQg/dP and the value 1 if dQg/dP > ¢ dQg/dP, for a given posi-
tive constant ¢ which depends on the size of the test. First note that one should
have ¢ < 1 on {G > 0} since V/(0) = 0 and therefore dQ,/dP = 0 < dQg/dP
when ¢ = 1 and G > 0. This implies that dQg/dQz < ¢ on {G > 0}. On
{G = 0}, one has dQg/dP = dQ¢/dP = 0, and we set ¢ = 1, see step 3 below.
This leads to the definition of ¢ given in the Theorem.

3. In order to justify that we can take ¢ = 1 on {G = 0}, it suffices to check that
¢ > 0 is such that E2¢[5(¢)] = y/p(G). To see this recall that V¢ is increasing,
continuous and satisfies V{(+00) = 0o as well as V/(0+) = 0, by assumption. It
follows that [ is increasing, continuous and satisfies VI(+o00) = oo, VI(0+) = 0.
This implies that ¢((0,00)) = [0,1g>0) P — a.s. and that ¢ € (0,00) — ¢(c) is
P — a.s. continuous. Using the monotone convergence theorem, we then deduce
that ¢ € (0,00) — k(c) := ER[BrG$(c)] is continuous and satisfies k((0,00)) D
(0, EQ[BrG1e0]) = (0,p(G)). The uniqueness of ¢ follows from the fact that I
is strictly increasing and that y/p(G) < 1 so that P [I(¢6pdQ/dP) < G] > 0. O

2.2 Expected shortfall price
As for the quantile hedging approach, one can define an expected shortfall price:

inf {y >0 : 3¢e A (y) st BU(G—-YL)H) < l} , for l € ((Ry) .
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It can be deduced from the result of Theorem 3 by following the arguments of
Section 1.2 above. As for the quantile hedging price, we shall see in Chapter 7
how it can be directly related to a PDE.
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Part B.

The stochastic target approach
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Chapter 6

Super-hedging problems

1 Model and problem formulation

In this part, we consider a more general model in which the trading strategy ¢
may have an impact on the wealth process, namely the dynamics of the risky
assets is given by

S

X¢y(s) =+ / (XP (), du)du + / o (X0, (u), 6u)dW, | (1)

where W is the Brownian motion under the original probability measure P.
As in the previous chapter, the risk free interest rate is a function p which
depends only on z.

It follows that the wealth dynamics is given by

Yf)r,y(s) =y+ / ,U'Y(ngx,y(u)a ¢u)du + / O‘y(Xg)w(U), ¢u)qu ) (2)
t t

where
wy (z,y,a) := d'u(z,a) + (y — d'z)p(z) and oy (x,a) := d'o(x,a) .

The aim of this Chapter is to provide a PDE characterization of the hedging
price under constraint without appealing to the dual formulation of Chapter 2,
which will anyway not be correct for the above model whenever 4 and o depends
in a non-trivial way of the strategy ¢.

We recall that the associated value function is given by

u(t, ) == inf {y €ER : g€ Ag st Y2 (T)> g(X;{’z(T))}
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where the payoff function is assumed to be continuous, with linear growth and

uniformly bounded from below.

We assume in all this part that u, o and p are locally Lipschitz continuous, that
(1) admits a unique strong solution for any ¢ € A, that there exists a unique

solution ¥ (x, p) to the root problem
oy(x,a) = p'o(x,a) for some a € RY,
for any (z,p) € R x R?, and that
(x,p) € R? x R? — ¥ (x,p) is locally Lipschitz. (3)
In order to prove the supersolution property stated below, we shall also assume

limsup inf |oy(z,a) —p'o(x,a)| =0 (4)
|a‘—>oo (I,p)EA

for all compact set A C R? x R%.

The results given below could be obtained in much more general situations,

however this would require a substantially more technical analysis, see [4].

2 Geometric dynamic programming principle

The main tool for providing a PDE characterization of v is the geometric dy-
namic programming principle of Soner and Touzi [22], see also [21] and [6] for

an extension to American type options.

Theorem 1 Fiz (t,z,y) € [0,T] x R4L. Let (6%, ¢ € Ax) denote a family of
stopping times in ’]'[f 'k Then the following holds:
(DP1): Ify > v(t,x), then there exists ¢ € Ax such that

Y%, (09) = v(69, X7,(6%)) .
(DP2): Ify <wv(t,x), then

P|v?

t,x,y

(0%) > (6%, X7, (0°)| <1 V¢ € Ak .

We shall not provide a rigorous proof of this result and refer to [22] and the

remarks in [6]. We only explain the main argument.
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If y > v(t, z), then, by definition of v, there exists ¢ € A such that Yf;y(T) >
g(ijx (T')). On the other hand, if Y2 (%) < (69, Xf?w(é?d’)) on a set of non zero

t,z,y
measure, then starting from time 69 is in not always possible to find a strategy

7 P P . . .

¢ such that Y(9¢,ijz(9<f>),th’z,y(9¢)(T) > g(XM’X&(w)(T)). This, combined with
the flow property, contradicts the fact that Yt(’bx’y(T) > g(XffZ(T)) P — as.

On the other hand, if Y%, ,(6%) > v(6%, X7, (69)) P — a.s., then starting from
the time 6%, one can construct a strategy which allows to super-hedge the claim.
This should imply that y > v(¢, x).

3 Derivation of the pricing equation

3.1 PDE characterization

Before to provide the rigorous characterization of v, let us explain the main idea.
Assume that v is smooth and that (DP1) above holds with y = v(¢, z), which
would be the case if the infimum in the definition of v was achieved. Then, one
can find ¢ € Ak such that

2 o(0) > v(0,X7,(0))

for any stopping time 6 € T[f A Applying this formally for = t+, this implies
that

Y0, () > vt+, X7, (t4)) |

so that, by It6’s Lemma,
wy (x,y, ¢p)dt + oy (z, ) dW; > £¢tv(t, x)dt + Dv(t,x) o(z, ¢r)dWy
where, for a € R% and a smooth function ¢,
LY = Oyp + p(-,a) Dp + %Tr[ao"(w, a)D%y] .

Since the dW term behaves like v/dte for a standard Gaussian random variable

€, this necessarily implies that

oy (z,¢t) = Dv(t,x) o(x, ¢r)

so that
¢ = Y(x, Du(t, x))
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by the definition of ¢ above. Coming back to the previous inequality and re-

calling that y = v(¢, x) then leads to
Gu(t,x) >0
where, for a smooth function ¢,

G i= py (-, 9, %(-, D)) — LYEPP o

Moreover, ¢, and therefore ¢ (x, Dv(t,z)), should take values in K. Recalling
Proposition 1 in Section 2 of Chapter 2, this implies that

Ho(t,z) >0

where

Hp = inf (3rc(¢) = ('v(, Dv) 20

for a smooth function ¢.

The optimality included in the definition of v defined as an infimum should

actually show that one of the above inequalities is sharp, i.e. v solves
min {Gy , He} =0 on [0,T) x R . (5)

This can be checked by using the second part (DP2) of the geometric dynamic

programming principle.

Theorem 2 Assume that v is locally bounded. Then, vy, and v* are respectively

viscosity super- and subsolutions of (5).

The proof is divided in two parts.

Viscosity supersolution property

Before to prove the supersolution property of Theorem 2, we formulate the

following remark to which we shall appeal in the proof.

Remark 1 Fix (z,p) € A C R? x R? with A compact. Assume that there
exists € > 0 such that

inf (3x(0) (W) <~ on 4. (6)
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Then, there exists ¢. > 0 such that

inf [a— | >cc on A.
inf la—9| 2 ¢ on (7)

This follows from the fact that inf,cx |a — 1| = 0 implies ¢ € K, since K is
closed, which, together with Proposition 1 in Section 2 of Chapter 2, would

imply that inf|¢—; (x(¢) — (') > 0.
Moreover, (4) and (7) implies that there exists k. > 0 such that

in}f{ loy (x,a) —p'o(x,a)|] > k. for (z,p) € A. (8)
ac

Otherwise, we would find (a,z,p) in a compact subset of K x A such that

oy(z,a) — p'o(x,a) = 0, which would imply a = ¥ (z,p), a contradiction.

We can now provide the proof of the supersolution property.

1. Fix (tp,z0) € [0,T) x R? and let ¢ be a smooth function such that

trict) min (v. — @) = (v« — ¢)(to,70) =0 . 9
(stric )[0,%land(U ©) = (v« — @) (to, z0) 9)

Assume to the contrary that min{Gy, He}(to,z0) < 0. Then, by continuity of
the operators, there exists r,¢ > 0 such that By := B,(tg,z9) C [0,T) x R% and

min{G(p + (), He} < —2¢ for |¢] < r on B, (tg, x) -
Recalling Remark 1 and the very definition of H, this implies that

py (z,y,a) — LoO%(t,z) < —e V (t,z,y,a) € By Xx Rx K (10)
s.t. |oy(z,a) — Du(t,z)'o(z,a)| < k. and |y — p(t,z)| <r

for some k. > 0.

For later use, observe that, by (9) and the definition of ¢,

= min (vs—¢) >0, 11
Ci=, min (v, =) (1)

where 0, B¢ (to, z¢) denotes the parabolic boundary of B.(t, zo).
2. Let (tn, xn)n>1 be a sequence in By which converges to (to, zo) and such that

V(tn, Tn) — vi(to, 20). Set yn = v(tn, z,) +n~! and observe that
Yn = Yn — P(tn, 1) — 0. (12)
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For each n > 1, we have y,, > v(ty, z,,). It thus follows from (DP1) of Theorem
1, that there exists some ¢" € A such that

Y'EANO") > ot A", X" (tANO)) for t > t,, (13)
where
2= (XY = (X, Y, ) and 07 i= 03 A0}
with
0° = {s >ty : (s, X0, () ¢ Bo}
0n = {2t 1V (6) — 0l X0, () =7}

Let us define
Ay = {5 €lta b ¢ py (27(s),07) — L% (5, X"(5) > —2} . (14)
and observe that (10) implies that the process
57 = oy (X7(s), 67) — Dipls, X"(s))' (X" (5), 61
satisfies
|07 > ke for s € A,,. (15)
3. Using (13), the definition of ¢ in (11) and the definition of 6,,, we then obtain

Y"(t/\@n) 2 gO(t/\en,Xn(t/\en)) + (Cl{ggzgn} +T1{9%>9n}) 1{1‘/29”}
QNI XM (ENO") + (CAT) Lysgny , 2>ty .

\%

Since ¢ is smooth, it follows from It6’s Lemma, (10), (12) and the definition of
0" that

— (AN Lyapry < KT (16)
where
tAO™ tAO™
K = ’Yn—(C/\T)—I-/ b?ds—i—/ ondWs ,
tn tn
with
br = [y (27(s),0%) = £% (5, X"(5))] 14, (5)



Let M™ be the exponential local martingale defined by M;* = 1 and, for s > ¢,
AMY = M8} |20 dW

which is well defined by (15) and the Lipschitz continuity of the coefficients.
By Ito’s formula and (16), we see that M™K" is a local martingale which is
bounded from below by the submartingale — ({ A7) M™. Then, M"K" is a

supermartingale, and it follows from (16) that
0<E[MgKg]<vm—((Ar)<0,

for n large enough, recall (12), which leads to a contradiction. O

Viscosity subsolution property

1. Fix (tp,z0) € [0,T) x R? and let ¢ be a smooth function such that

(strict) max (v* — ) = (v* — p)(to,x0) =0. (17)
[0,T] x R4

We assume to the contrary that
min{Gey , He}(to, z0) = 21 (18)

for some 1 > 0, and work towards a contradiction.

Under the above assumption, we may find » > 0 such that
py (9 + ¢ (- D)) = LYCP o > g for [¢] < 7 on By == Br(to, z0) - (19)
For later use note that, by (17) and the definition of ¢,

—(:= ma v"—) <0. 20
¢ apB,«(tfme)( ©) (20)

Moreover, we can find a sequence (t,, Zn)n>1 in By which converges to (tg, zo)

and such that v(t,,z,) — v*(to, zo). Set y, = v(tn, ;) —n~' and observe that

Yn = Yn — Sp(tmmn) — 0. (21)

2. We now let Z" := (X™,Y"™) denote the solution of (1)-(2) associated to
the Markovian control ¢" := (-, Dy(-, X™)) and the initial condition Z"(t,) =
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(Zn,Yn), recall that 1 is assumed to be locally Lipschitz. We next define the

stopping times

00 = inf{s>t, : (s,X"(s)) ¢ Bo},

n

O = inf{s>t, : [Y"(s) = (s, X"(s))| = 7} A Oy .

Note that, by definition of ¢" and (19), Y™ — ¢(-, X™) is non-decreasing on
[tn, On], so that

Yn(en) - @(9n7Xn(0n)) > Yn — (p(tnyxn) =Yn > —T (22)
for n large enough, recall (28). Since ¢ > v* > v, it follows that
Y (0n) = v (0n, X"(0n) = Lgg,<op) {Y"(0n) — @ (0n, X" (0n))}
14,03 {Y"(07) — 0" (67, X" (07))}
1, <09} + Lo,=0gy {Y"(6) — v (67, X" (07))}

10, <00y + Lio,=003 1Y (67) + C— 0 (07, X"(07))}
> T ACHLgg,—a03 1Y (0)) — (07, X"(07))} -

AV

In view of (22), this leads to

Y (0n) — v (00, X™(0")) = (rAC)/2
for n large enough, since y,, — 0. Recalling that y,, = v(tn, ) —n"' < v(tn, ),
this is clearly in contradiction with (DP2) of Theorem 1. 0

3.2 Boundary condition as t =T

Note that by construction v(T,-) = g. However, it follows from the previous
sections that v satisfies Hv > 0, in the viscosity sense, which implies that Dv
is constrained on [0,7"). This constraint should propagate up to 7. Hence, v

should solve
min{y — g, Hp} =0on {T} x R?. (23)

We shall see below that this boundary condition is naturally related to the

face-lifting phenomenon observed in Chapters 2 and 4.

Theorem 3 Assume that v is locally bounded. Then, vy and v* are respectively

super- and subsolution of (23).
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Proof. The proofs follow from similar arguments as in the previous section, up
to the standard trick which consists in adding a term of the form £v/7T —t + «
to the test function ¢, so that, for ¢ close to T and a > 0 small enough, it

satisfies

16+ VT — +a)>0.

We only explain the argument for the subsolution property. The supersolution
property is proved by using the same trick combined with the arguments used
to prove the supersolution property in Section 3.1.

Let 29 € R? and ¢ be a smooth function such that

(strict) max (v* — )= (v —)(T,z09) =0.
[0,T]xR?

Assume that
min{v* — g, Hp}(T,z9) > 41 . (24)

Set ¢(t,x) := p(t,x) + VT —t + o — y/a. Since 0yp(t,x) — —o0 as t — T and

a — 0, we deduce that, for r,« > 0 small enough,

min {¢ — g, py (@ + ¢ Y(, D@)) — LYCPDG  HpY > 1
for |(| <ron By:=[T —r,T] x By(x0) . (25)

Also observe that, since (v* — @)(T, z9) = 0 and (T, x¢) achieves a strict maxi-

mum, we can choose r > 0 so that
vi(t,z) < p(t,z) —e/2 forall (t,z) € [T —r,T] x dBy(xo), (26)
which, together with v(7),-) = g and (25), leads to
v(t,z) — p(t,x) < —¢ for all (t,z) € 9,8y (27)

for some r,&,( > 0 small enough but so that the above inequalities still hold.
By following the arguments of the previous section, we deduce that (25) and
(27) lead to a contradiction of (GDP2).
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4 Extension to more general dynamics

It should be noted that the above proofs and results do not depend on the specific
form of puy and oy defined in Section 1, but only on the general assumptions

we made.

This implies that much more general dynamics could be considered. In partic-
ular, we could set

py (z,y,a) =y (d[z] 'pu(z,a) + (1 — a'1)p(z)) and oy (z,a) = yd'[z] 'o(z,a)

with 1 = (1,...,1) and [z] denoting the diagonal matrix with i-th diagonal
component given by x’. In this case, the dynamics of Y is given by
Y, (s) = Y7 ()OLXT, ()] 71X, (s) (28)
(¥ () = Yy ()41 ) p(Xia(s) s
This corresponds to a model where ¢’ denotes the proportion of the wealth
invested in the i-th risky asset. In this case, we have to put restrictions on the
coefficient p and ¢ in order to ensure that X has positive components whenever

the initial condition belongs to (0,00)d, and the viscosity solution properties
have to be stated on (0, 00)? instead of R

5 Examples in the Black and Scholes model

a. If o(z) = zo and p(r) = xpu where 0 > 0 and g is a real constant, then
Y(x,p) = p. Moreover, if K = R, then d0x({) = oo for { # 0 and therefore if

|| = 1. It follows that v is a discontinuous viscosity solution of
1
0 = Dyap+(p—Dpx)p— O — apDe — sa'a*Dp
1
= pp—Oip = prDp — Saa*Dp

which is (3) of Chapter 3. Moreover, the boundary condition at ¢t = T' is simply
given by g.

b. If K # R, then the same computations lead to (4) of Chapter 4. As for the

boundary condition at ¢ =T, we obtain

win { (T~ . iut 516) — CDAT. ) } = 0.
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in the discontinuous viscosity sense. One can show that § defined in Chapter 2 is
the minimal supersolution of this equation, and that the above characterization

of v actually implies that v*(7),-) = v.(T,-) = § as demonstrated in Chapter 4.

c. Let us now consider the case of the Black and Scholes model with Y defined
as in (28), i.e. where ¢ represents the proportion of the wealth invested in each
asset. Then, for g > 0 so that v > 0, the PDE (5) reads:

1
min {pw — Op — prDp — 530" D*p Inf Sx(Q)e - Cwa} =0

on [0,7") x (0,00), and the boundary condition is given by

win { (1) g . inf w(Q)4(T, ) — GoDR(T. )} =0

on (0,00). Under suitable assumptions, one can show that the smaller super-

solution of the above equation is given by

g(z) := sup e*‘;K(C)g(xeC)
CeK

and that v(T—, ) actually coincides with g, see e.g. [23].
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Chapter 7

Approximate hedging with

controlled risk

We now turn to quantile and shortfall based pricing problems. More precisely,

we let ¥ be a given real valued measurable function on R? x R, satisfying
y € Ry — W¥(x,y) is non-decreasing for all z € R?
and define

(7), Yy,

v(t,z,p) := min {y >0 : dgpe Ak st. E \I/(X(ZS tmy(T))} > p} .

try

For W(x,y) = 1,>4(), this corresponds to the quantile hedging problem dis-
cussed in Section 1 of Chapter 5. For ¥(z,y) = —¢((g(z)—y)™), this corresponds
to the expected loss pricing rule of Section 2 of Chapter 5.

The aim of this chapter is to show how such problems can be embedded into

the class of general stochastic target problems as discussed in Chapter 6.

for (X2 .Y,

In the rest of this chapter, we shall often write Z b Vi)

t,x,y

1 Problem reduction

The key point is the following observation made in [4].
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Proposition 1 Fiz (t,z) € [0,T] x R? and assume that U(Z?

t,:c7y(T)) S L2 fOT’
any ¢ € Ax and y > 0. Then,

v(t, z,p) = min {y >0 : 3(¢,a) € Ag x LB s.t. W(Z, (T)) > ng(:r)}
(1)
where .
Py, ::p+/ aldWy .
0

Moreover, the above terms are also equal to

min {y >0 : 3(,a) € Ag x LB st Y (T) > qf—l(X;fjx(T),ng(T))}

where U1 denotes the right inverse of W in the y-variable.

Proof. Let 9(t,x,p) denote the right-hand side in (1). Then, for y > o(t, z, p),
there exists (¢,a) € Ak x L3 such that W(Z{, (T)) > P2,(T). Since Pg, is
a martingale, taking expectation leads to E [\II(ZS) xy(T))} > p. This implies
that o(t,x,p) > v(t,x,p). Conversely, if y > v(t,x,p) then there exists ¢ € Ax
such that My = E [\Il(Zf:Ly(T))] > p. Let us define the martingale M :=

E|%(Z,,

Theorem 1 of Chapter 2 or [15], that there exists o € L% such that M = Py
with P defined as in the proposition. In particular, \II(Z;]5 ey(1)) = Py, (T) =
P£,(T), since Mo > p. This proves that o(t, z,p) < v(t,z,p) and concludes the

proof. O

(7)) | .7-".] . It follows from the martingale representation theorem, see

Otherwise stated, it suffices to consider an augmented system (X, Y, P) with an
augmented control (¢, «) and apply the technics introduced in Chapter 6 above.

In particular, the geometric dynamic programming of Chapter 6 applies here.

Theorem 1 Fiz (t,z,y,p) € [0,T] x R x R. Let (69, (¢,a) € Ax x L3)
denote a family of stopping times in ’T[E’T}. Then the following holds:
(DP1): Ify > v(t,x,p), then there exists (¢,a) € Ax x L% such that

y?

t,x,y

(67%) > v(68%*, X7, (67°), P, (6%)) .
(DP2): If y < v(t,x), then
P[vy,

2 (09%) > (0%, X (09°), P2 (09°))| <1 V (¢,a) € Ak x L} .
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2 Pricing equation

In view of Theorem 1, one can now apply the same arguments as in Section 3.1
of Chapter 6. The only difference is that we now have to take into account a

new control a and a new state process P.

2.1 In the domain

Before to state the PDE characterization in the domain, let us first introduce

the notations corresponding to our stochastic target problem.
First, we assume that the equation
oy (z,a) = p'o(x,a) + gb' for some a € R?

admits a unique solution ¥ (x, p, ¢, b) which is locally Lipschitz continuous. The
Dynkin operator associated to (X, P) for the value of the control (a, b) is denoted
by
1
L% = L% + D2 /o (-, a)b+ 51321);@
where £% is defined as in the previous chapter, Df:pgp stands for the second order
cross derivatives (0%¢/ Oyip)i<a and Df,gp is the second derivative with respect
to p.
We then consider the counterparts of operators G and ‘H associated to a =
P(+,b), for b given:
b .
G = py (- ¥h) — LY ¢ and Hp := inf|_1 (6 () — ¢'¥h)
In the following, we set
O:={peR : 0<uv(t,x,p) < oo forall (t,z) € [0,T] x R¢}
and we assume that
O is non-empty, convex and closed.

Note that the convexity is obvious, and is indeed not an assumption, whenever

O is non-empty.

In what follows v, and v* are defined as the semicontinuous envelopes of v
in the three variables (¢,x,p) when approximated by a sequence (ty, zn,pn) €
[0,T) x R? x int(O)
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Theorem 2 The following holds:

(i) If K is compact, then vy is a viscosity supersolution of

max{sup min{gbgp , ’Hbgo} , —\Dp<p|} =0o0n[0,T)xRxO. (2)
beR?

(ii) v* is a viscosity subsolution of

sup min{gp , Gy, Hbgp} =00n[0,T)xRIxO. (3)
beRd

Proof. We do not provide the entire proof because, thanks to Theorem 1, it fol-
lows exactly the line of arguments of Section 3.1 of Chapter 6. We only explain
an additional technical point which should be taken into account in order to
derive the supersolution property. Namely, in Section 3.1 of Chapter 6 we used
the assumption (4) in order to deduce (8) from (6). Here the problem comes
from the new control b that is a-priori not bounded. However, if D,p # 0 and
a € K solves oy (x,a) = Dy¢'o(x,a) + Dppb’, then the fact that K is compact
along with the regularity assumptions on oy and ¢ imply that b has to belong
to a compact set. As a conclusion, the proof of the supersolution property can
be reproduced without difficulty when D,¢ # 0. When D,¢ = 0, the viscosity
supersolution property is satisfied by construction. As for the subsolution prop-
erty, nothing changes except that we need to have y,, = v(t,,z,) —n~! > 0in
the proof of Section 3.1 of Chapter 6, see just before (28), since the initial wealth
should be non-negative in the definition of our criteria. In order to ensure this,
we need to have v* > 0 at the point where the maximum of the difference with

the test function is achieved. O

2.2 Boundary condition at t =T

By similar arguments, the boundary condition of Theorem 3 of Chapter 6 ex-

tends to this context.

Theorem 3 Assume that U~ is continuous on R x O. Then the following
holds:

(i) If K is compact, then v, is a viscosity supersolution of

max {min {go — 0! sup Hbcp} , —\Dpcp|} =0on{T}xRIx0O. (4
beR?
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(il) v* is a viscosity supersolution of
min{g@,cp—\ll_l,suprcp}:Oon{T}dex(’). (5)
beR4

In our context of financial mathematics, one can usually say a little bit more on
the boundary condition whenever their exists a well-behaved martingale mea-
sure. To see this, let H;, be defined by

Hip(s)=1- /ts Hy o ()N Xy 2(w))dW,, with M(z) := o Hu(z) — p(z)z) ,

where we implicitly assume that o is invertible and that H is well-defined as a

martingale for any initial conditions (¢, x).

Proposition 2 Assume that O is compact. Fiz (z,p) € R¥xO and assume that
for all sequence (tn, Tn,Pp)n C [0,T) x R x int(O) that converges to (T,x,p),

and for all sequence (¢p)n C Ag, we have
E [|Hp (1) Bt (T8 (X2, (T),p) = ¥ (ap) | = 0
and  E ||Ht,0,(T)B1,.0,(T)VHOLX", (T),p) = VO (a,p)]| =0,

where U~ denotes the convex envelope of W1 with respect to p, and \Vas

its right-derivative with respect to p. Then,
v(T,2,p) > ™Y (z,p) .

When U~1 and V+U~! are continuous with polynomial growth in z, u and o
are uniformly Lipschitz in z, and X is bounded, then the above assumptions are

trivially satisfied.

Note that, if (5) holds on {T} x R% x O, v* can be shown to be convex and
if v, is strictly increasing in p, then this implies that v, and v* are super- and
subsolutions of
min{gp, o— U1 suprcp} =0on {T}xRYx O,
beRd

using the fact that v, > 0 by construction. In the limiting case where K = R%,

and therefore Hp = oo, then the boundary condition simply reads

o(T,) =T Vvo0.
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Otherwise stated, a first face-lift of the natural terminal condition ¥~! is due
to the additional state process P. When K # R?, then an additional face-lift is
required as explained in Chapter 6. We shall provide two examples in Sections
3 and 4 below.

We conclude this section with the proof of the above proposition®.
Proof of Proposition 2. Let us set (X", Y™, P" " H") := (X¢” VA

tn,Tn’ *tn,Tn,Yn’
PtO:?pn’ Btn,l‘n(T)v th,xn) for Yn ‘= U(tmxmpn) + 1/” and (anaan) € Ag x L?)
such that
Y™(T) > v~ (X™(T), P"(T)) .

Then, by the supermartingale property of H"3"Y ", one has

yn > E[H"(T)"(T)0 ™ (X™(T), P*(T))]
and, by choosing (ty, Tn, Pn)n such that v(t,, z,, pn) — v (T, x,p), we obtain

v.(T,z,p) > liminfE [H"(T)3"(T)¥ 1 (X™(T), P"(T))]
n—oo

= \/I\/*l(x,p) + liminf 6, ,

where

o = E [H™(T)5"(T)¥~H(X™(T), P"(T))] — ¥~ (z,p) .

It remains to show that lim inf,, §,, > 0. To see this, first observe that ¥~ > g1
so that
6 = B |H"(T)3"0~ (X(T), PM(T)) = ¥ (z,p)] -

Moreover, by convexity of U=, we have
W (X(T), PY(T)) = U (X™(T), p) + VIO (X™(T), p)(P™(T) — p)
so that
b > E VIO (2, p)PN(T) - H' (D) D)V U (X" (), p)p)
~E[|HY@)8 ()T (X(T).p) - ¥ ()|

Ol || (D) TV O (X (T), p) = VEE,p)]|

!There is a slight error in the proof of the corresponding result in [4], see their Proposition
3.2 in which P is P-martingale and not a Q-martingale. We take this opportunity to correct it
and we thank Nizar Touzi for the discussions we had on this point. A rigorous version is given
in Moreau [17]
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where |O|x := max{|q|, ¢ € O} < co. Since P" is a martingale (under P), this

implies

6n > —-E [|V+\T"1(x,p)pn = H"(T)B"(T)V“T”l(X"(T),p)pl]

—E [|H"(T)3" (1) ¥} (X™(T),p) = ¥~ (w,p)]]

—[OlE | H(D)F" (1) VT (X(T),p) = V* T (@, )| .

and the required result follows from the assumptions of the proposition. O

2.3 Discussion of the boundary condition on 0O

Since O is convex, it takes the form [m, M] with M, —m € (—o0, co]. Obviously
the boundary condition is meaningful only when M < co or m < oco.

In order to recover a minimum of structure, we impose the following conditions:
U(y,2) > M =y >g(z) and U(0,2)>m , VY (r,y) cRIxR  (6)

for some continuous function g.

For W(x,y) = 1y>4(z), Which corresponds to the quantile hedging problem, this
holds for M =1 and m = 0. For ¥(z,y) = —¢((g(z) — y)T), which corresponds
to the expected loss pricing rule for ¢ convex non-decreasing, this holds with
M = —£(0) and m = —{(c0) = —o0.

When M is finite, (6) implies that v(t,z, M) coincides with the super-hedging
price of g(X; »(T")). When m is finite, (6) implies that v(t,z, m) = 0. Moreover,

it is clear that v is non-decreasing in the p-variable. It follows that
ve(t,z, M) < v*(t,z, M) < wv(t,z, M) and v*(¢t,z,m) > v.(t,x,m) > v(t,x,m) .

However, equality may fail in the above inequalities.

This point being highly technical, we shall not discuss it further here. We refer to
[4] for natural conditions, which are typically satisfied in financial applications,
under which equality holds. In particular, it is the case in the two examples of

application below.
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3 Example 1: Quantile hedging and Follmer-Leukert’s

formula

3.1 Supersolution characterization of the quantile hedging price

In this section, we specialize the discussion to the quantile hedging problem of
Follmer and Leukert [13], which we already discussed in Chapter 5. We consider
the non-constrained case K = R and we restrict to the one dimensional Black
and Scholes model for ease of notations, see [4] for a more general setting.

It means that
w(xz,a) =zp and o(x,a) = xo (7)
where p and o > 0 are now constants. We fix p = 0 for simplicity.
Then, the coefficients of the wealth process Y are given by
py (x,y,a) = axp , oy(x,a) = axo . (8)
Finally, we take
V(z,y) = 1y_g(@)>0} for some Lipschitz function g:R — Ry. (9)
The stochastic target problem v(¢,z,p) corresponds to the problem of super-

hedging the contingent claim g(X (7)) with probability p.

Note that the above assumptions ensure that v(-, 1) is continuous and is given by
v(t, 2, 1) = EQ= [g(X, ,(T))] where Q; . is the P-equivalent martingale measure
defined by

T
d@t,x/dP = exp <—2’)\’2 — )\WT) , A= ,U,/O' .

For later use, let us denote by W@z .= W — W, + A(- — t) the Q; y-Brownian
motion defined on [t, T

In Chapter 5, we have solved the quantile hedging problem by means of the
Neyman and Pearson’s lemma from mathematical statistics. We shall see here

how we can recover this result in the Markovian setting.

Note that, in this particular model, we have
¥(z,p,q,b) =p+bg/(zo) and Jx = oo on R\ {0},
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so that Theorem 2 implies that v, should be a viscosity supersolution on [0,7") X
(0,00) x (0,1) of

o2a?

. v?
—Op — ——Dyyp — ;gﬂf{ <—prg0)\ + 20bDypp + 2Dppgp> >0. (10)

2

Here, the conditions of Theorem 2 are not satisfied because K is not compact,
and we have omitted the condition D,y # 0. However, the above holds for
test functions such that D,,¢(to, o, po) > 0 at the point where the minimum
is achieved. The reason for this is that it allows to recover compactness on
the set of b’s on which the above infimum is taken. This provides the required
continuity on the operator associated to the above PDE in a neighborhood of
D,pp(to, o, po). Using this continuity, the proof of Theorem 2 in Chapter 6 can
be reproduced without difficulty.

Moreover, the conditions of Proposition 2 trivially hold with ¥~ (x, p) = g(z)1,>0,
whose convex envelope in the p-variable is given by (I\’_l(x, p) = pg(x). It follows
that

v*(T,m,p) Zpg(:c) : (11)

3.2 Formal explicit resolution

The key idea for solving (10)-(11) is to introduce the Legendre-Fenchel dual
function of v, with respect to the p—variable in order to remove the non-linearity
in (10):
w(t, z,q) :==sup {pg —vi(t,,p)} , (L, 2,q) €[0,7] x (0,00) xR . (12)
peR

Note that

w(-,q) =00 for g <0 and w(-,q) = sup {pg—v.(-,p)} forg>0, (13)
p€l0,1]

since
Ve >0, vi(+,p) =0 for p <0 and v.(-,p) = oo for p > 1, (14)
by construction. One can actually show, see [4], that

vi(t,x, 1) = v(t,z,1) and v.(¢,2,0) =0, (15)
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recall the discussion of Section 2.3.

Using the PDE characterization of v, above, we shall prove below that w is an
upper-semicontinuous viscosity subsolution on [0,7) x (0,00) x (0,00) of
2 2 2242
—Oyw — %me — Tquqw —zoADyw < 0 (16)

with the boundary condition
w(T,z,q) < (q—g(x))" . (17)

Recalling the Feynman-Kac representation and comparison results of Theorems
4 and 5 of Chapter 3, this implies that

w(t,z,q) < ot 2,q) = E¥ [(Quug(T) — 9 (Xeu(T))) '] (18)

on [0,7] x (0,00) x (0,00), where the process Q¢ 4 is defined by the dynamics
dQ(s) :

)\dWS " 5 T, t) = S 0, ) . 19

o Quaalt) = 4 € (0,00) (19)

Given the explicit representation of w, we can now provide a lower bound to v,
by using (13).

Clearly the function w is convex in ¢ and there is a unique solution ¢ to the
equation

ow
5 Bo0) = E% [Qta,1(T)1{Q, 0 o (T)>g(Xe.a(T))}]

= P[Qtag(T) = 9(X12(T))]
= D, (20)
where we have used the fact that dP/dQ; , = Qt,,1(T"). It follows that the value
function of the quantile hedging problem v admits the lower bound
u(t,x,p) = pg—w(t x,q)
= q [p —EQe [Qm,l(T)l{qczt,w,l(T)zgm,z(T))}]]
+ B9 [9(X02(T)) 1{gQuon (1)20(Xee(T)} ]
= E%* [9(X00(T)) 1{aQur (1)2a(Xe (] =7 -
On the other hand, it follows from the martingale representation theorem, see
Corollary 1 of Chapter 2, that we can find ¢ € A, such that
Y (T) 2 9 (X0w(T)) Ligqu o (129X, (1)) -
Since, P [qQt.x1(T) > g (X1 2(T))] = p by (20), this implies that v(t,z,p) = 7,

which corresponds exactly to the solution found in Chapter 5.
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3.3 Rigorous PDE characterization of the Fenchel-Legendre trans-

form

To conclude our argument, it remains to prove that w is a viscosity subsolution
of (16)-(17).

First note that the fact that w is upper-semicontinuous on [0, 7] x (0, 00) x (0, o)
follows from the lower-semicontinuity of v, and the representation in the right-
hand side of (13), which allows to reduce the computation of the sup to the
compact set [0,1]. Moreover, the boundary condition (17) is an immediate
consequence of (11) and (14).

We now turn to the PDE characterization inside the domain. Let ¢ be a smooth
function with bounded derivatives and (to,xo,qo) € [0,T) x (0,00) x (0,00) be
a local maximizer of w — ¢ such that (w — ¢)(to, 0, qo0) = 0.

a. We first show that we can reduce to the case where the map ¢ — ¢(+,q) is
strictly convex. Indeed, since w is convex, we necessarily have Dyqp(to, 0, go) >
0. Given e,n > 0, we now define ¢, ,, by @c (¢, 2, q) == @(t, , ¢)+e|lg—qo|*+n|qg—
q0|%(lg—qo|®> + |t —to|? + |z —x0|?). Note that (to, xo, qo) is still a local maximizer
of w — ¢ey. Since Dggp(to, 0, q0) > 0, we have Dggpe n(to, o, q0) > 2 > 0.
Since ¢ has bounded derivatives, we can then choose n large enough so that
Dgqpeny > 0. We next observe that, if ¢, , satisfies (16) at (to,xo,qo) for all
e > 0, then (16) holds for ¢ at this point too. This is due to the fact that the
derivatives up to order two of ¢, , at (t9,zo, qo) converge to the corresponding
derivatives of ¢ as ¢ — 0.

b. From now on, we thus assume that the map q — ¢(+, q) is strictly convex.

Let ¢ be the Fenchel transform of ¢ with respect to g, i.e.

@(ta :Evp) = Sup{pq - QO(t, €, q)} .
q€R

Since ¢ is strictly convex in ¢ and smooth on its domain, ¢ is strictly convex in

p and smooth on its domain, see e.g. [19]. Moreover, we have

o(t,z,q) = sup{pq— p(t,z,p)}
peR

= J(t,x,q)q — p(t,x, J(t,z,q)) on (0,T) x (0,00) x (0,00) (21)

where ¢ — J(-,¢q) denotes the inverse of p — Dp,p(+,p), recall that ¢ is strictly

convex in p.
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We now deduce from the assumption gy > 0 and (13) that we can find py € [0, 1]
such that v(to, o, ¢o) = pogo — v«(to, xo, po) which, by using the very definition
of (to, zo, po, o) and w, implies that

(to, o, po) is a local minimizer of v, — ¢ such that (v, — @)(to,x0,po) = 0 (22)

and

¢(to, 20, q0) = supper{rgo — #(to, z0,P)} = Pogo — ¢(to, o, Po) (23)
with po = J(to, %o, qo)

where the last equality follows from (21) and the strict convexity of the map

p — pgo — P(to, xo, p) in the domain of P.

We conclude the proof by discussing three alternative cases depending on the
value of pg.

1. If po € (0,1), then (22) implies that ¢ satisfies (10) at (tg,zo,po) and the
required result follows by exploiting the link between the derivatives of ¢ and
the derivatives of its p-Fenchel transform ¢, which can be deduced from (21).
2. If po = 1, then the first boundary condition in (15) and (22) imply that
(to,zo) is a local minimizer of wv.(-,1) — ¢(-,1) = wv(-,1) — @(-,1) such that
(v(+,1) — @(+,1))(to, z0) = 0. This implies that ¢(-, 1) satisfies (2) of Chapter 3
at (to, o), so that ¢ satisfies (10) for b = 0 at (¢, zo, po). We can then conclude
as in 1. above.

3. If pg = 0, then the second boundary condition in (15) and (22) imply that
(to,xo) is a local minimizer of v.(-,0) — @(-,0) = 0 — ¢(+,0) such that 0 —
&(+,0)(to, xo) = 0. In particular, (to, o) is a local maximum point for ¢(-,0) so
that (0¢p, Dy®)(to, x0,0) = 0 and Dzz¢(t0, x0,0) < 0. This implies that ¢(-,0)
satisfies (10) at (¢, 2o, po), for b = 0. We can then argue as in the first case. O

4 Example 2: Expected shortfall

Let us now consider the same model as above but with a risk constraint expressed
through a quadratic loss function as in Section 2 of Chapter 5 (more general
loss functions could obviously be considered, up to more tricky computations).

This corresponds to
U(z,y) = —((9(x) —y)*)?,
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so that
U (z,p) = (9(x) — vV/=p)t forp<0.

As in the previous section, we obtain that, for any test function ¢ and (¢, x,p) €
[0,T) x (0,00) x (—00,0) that achieves a minimum of v, — ¢ and such that

Dpp(t, z,p) > 0, one has

o2a?

2
Do — inf (—prgo)\ + 20bDypp + bZDppg0> >0. (24)

— O —
te beR

By the same arguments as above, one can also show that the Fenchel-Legendre

transform

w(t,x,q) :=sup{pq — vi(t,z,p)} = sup {pg—wv.(t,z,p)}, (25)
peER p€E(—00,0]

satisfies (16) on [0, T") x (0, 00) x (0, 00), in the viscosity sense. As for the terminal
condition, we obtain v, (T, z,p) > (g(x) — /—p)T, so that

w(T,z,q) = ((49) " = 9(2)) Lyg)-1<g(@) T (—29(2)*) Liag)-15900)) = W (2, q) -
It follows that

w(t,z,q) = w(t,z,q) = E% W (Xea(T), Qrag(T))]
and therefore

o(te,p) 2 sup (ap = ES (W (Xia(T), Quaa(T)))).

Direct computations combined with the identity dP/dQ; , = Q¢ 4,1(T") then show
that the optimum in the right-hand side term is achieved by ¢ > 0 such that

—p = —0,0(t,x,q)
= E[(2Qt0,g(T)? N g(X1(T))?] -

Combining the above assertions implies that

olt,,p) = E% | (g(Xew(T)) — (2Quag()™) ] =5

On the other hand, it follows from the martingale representation theorem, see
Corollary 1 of Chapter 2, that we can find ¢ € A; such that

Y2 (1) = (9(Xea(T)) — (2Qeaq(T) )"
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which, by the above identity, satisfies

E[(g (X10(T)) = Y, )] = E [(2Q10q(T)) 7 A g(Xea(T))*] =p .

t7x7y(t7x7p)

This shows that

o(t,2,p) = B [(g (X0(T)) = (2Quaa(T) ™) ] .

which is the result obtained in Section 2 of Chapter 5.

5 Example 3: Optimal book liquidation

5.1 Problem formulation and reduction

The optimal book liquidation problem is the following. A financial agent asks a
broker to sell on the market a total of 1 stock on a time interval [0, 77, 1 is taken
as a normalization in order to save notations. The broker takes the engagement
that he will obtain a mean selling price which corresponds to (at least) a value

K > 0. The financial agent pays to the broker a premium gy at time 0.

The cumulated number of stocks sold by the broker on the market since time 0
is described by a continuous real-valued non-decreasing process L, we denote by
L the set of such processes. Given L € £, the dynamic of the broker’s portfolio
YL is given by

dYE(t) = XPL(t)dL, , YH0) =y

where X! represents the stock’s price dynamics and is assumed to solve

dxBity = XBYu, XDe)dt + XD () o(t, X1H(t)dW;
—XEH0)B(t X (1)L
where p, 0,3 :]0,T] x R+ R are continuous functions satisfying
B3>0, (t,z') €[0,T] x (0,00) — &' (u(t,z'),o(t, '), B(t, ")) is Lipschitz

and z! € (0,00) — 23(t, z) is C? locally uniformly in t € [0,T].  (26)

Note that we allow the trading strategy of the broker to have an impact on the

price dynamics if 3 # 0.

In order to keep track of the cumulated number of units of asset already sold

on the market, we introduce the process X! defined by the dynamics

dX%E(t) = dL .
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The aim of the broker is then to find the initial premium y = Y*(0) and L € £
with Lo = 0 such that Y*(T) > K and X*¥(T) = 1, given that X>¥(0) = 0.
In practice, it is clear that the above problem does not make sense and need to

be relaxed. We shall therefore consider problems of the form

Find L € £ with Lo = 0 and Y*(0) s.t. X>4(T) <1
and E [W(XX(T), YE(T)] > p

where
U(z,y) =L (y+ [¢" —2'B(T,2")(1 = 2?)](1 - 2%) - K) ,

forp e Rand ¢ : R +— R is (strictly) increasing with polynomial growth and is
such that /(R) = R.

The term X 54(T)[1— B(T, XVE(T))(1 — X2E(T))] (1 — X>E(T)) stands for the
gain of the final transaction required in order to liquidate the last units of assets
at time T if X?%(T) < 1. Note that this final transaction is evaluated at the
price XLH(T) — XV(TY3(T, XVE(T)) (1 — X?5(T)) which already includes a
possible depreciation of the stock’s value due to this final trade. Obviously more

sophisticated models could be considered within a similar framework.

In order to define the associated value function, we now extend the above dynam-
. . o e ol . . L o L L
ics to arbitrary initial conditions. Given L € £, we write Z;, , = (Xi%, i),

with th’w = (th’;EL, th, ’xL), the corresponding processes satisfying the initial con-

dition Zlfx,y(t) = (x,y) = (21, 22, ).
The value function associated to the above stochastic target problem is then

given by
v(t,z,p) :=inf{y € R : IL € L st. X/ (T) <1 and E[U(ZF, (T))] > p} .

As in the previous sections, we first convert the above problem into a stochastic

target problem.
Proposition 3 For all (t,z,p) € [0,T] x (0,00) x [0,1] X R,

v(t,x,p) =
inf{y € R : I(L,a) € L x L} s.t. X7H(T) <1 and U(Zf, (1)) > PAL(T)},

where ‘
P, ::p—i—/t asdWs .
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Proof. Since ¢ has polynomial growth, it is easily checked that W(ZF, ,(T)) €
L? for all initial condition and controls. It thus suffices to argue as in the proof

of Proposition 1. O

5.2 PDE characterization in the domain

The PDE characterization can be obtained by following the same arguments as
in the proof of Theorem 2. The main difference comes from the fact that the
control L is of bounded variation type which allows to play with local times in
order to compensate for a lack of matching of the volatility terms. We shall come
back on this important point in the proof, where it should be more clear. As a
consequence, the PDE formulation is slightly different from the one obtained in
the previous sections.

In the following we denote by v, and v* the lower- and upper-semicontinuous

envelopes of v obtained by approximating by points in [0,7") x (0, 00) X [0, 1) x R.

Theorem 4 The function vs is a viscosity supersolution on [0,T) x (0,00) X
[0,1) xR of

maX{FOSO ) a! + xlﬁD:pHO — D20, _|Dp30|} =0
and the function v* is a viscosity subsolution on [0,T) x (0,00) x [0,1) x R of

max {min{Fogp . [ Dpel}, zt + CL’IBDINP - Daﬂ@} =0,

where

Fop = —L @) D D D20 — 2(Dorio) Do) D

0p = —Lx¢ 5 D0/ Dpel" Do = 2(Darp/ Dypp) Diga 0 )
with

1
Lxp:= 0o+ 2 uDyp + 5(:51)202D21g0 :

Proof. Supersolution property: We only sketch the proof as it follows from
the same line of arguments as in the proof of Theorem 2. Let (to,xo,po) be a
point in [0,7") x (0,00) x [0,1) x R which achieves a strict minimum of v, — ¢

(equal to 0 as usual). Then, if

max{Fpy , o'+ a:lﬁDmlcp — D2} (to, 0, po) < 0 and |Dyp(to, zo,po)| >0,
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we can find i, > 0 such that

max{—L% pp , &' +2' 8D — D2, —|Dppl} < -1
for b € R s.t. [bDpp + 2toDapl <7

on a neighborhood of (tg, zg, pg), where
1
,ngpgo =Lxp+ 3 (bQngo + 2xlabD(2x17p)cp> .

It then suffices to reproduce the arguments of the proof of Theorem 2 in Chapter
6. The fact 2! +2'3D,1¢0 — D20 < 0 allows to forget about the non-decreasing
control L when applying It6’s Lemma on the difference Y — (-, X, P%).

Subsolution property: Let (o, zo,po) be a point in [0,7") x (0,00) x [0,1) x R
which achieves a strict maximum of v* — ¢ (equal to 0 as usual). We have to
show that

max{min{Fogo ) |Dp90|} ) ‘Tl + l‘lﬁDI1g0 - Dz290}(t0ax07p0) <0.
If

mln{FO(p ) |Dp§0’}(t07$0,p0) >0

then a contradiction to the Geometric Dynamic Programming principle is ob-

tained by considering a control of the form
(La a) - (0? _xlo—Dxlso/ngo)

and by arguing as in the proof of subsolution property of Theorem 2 in Chapter
6. We next discuss the case where

.T(lJ + x(l]ﬁ(to,x(l))DIup(to?xo,po) — Dy 2p(to, zo,po) > 0.

We shall now see how we can play with the non-decreasing control L is order to
compensate the fact that the Brownian diffusion parts are possibly not matched
in our dynamics.

Indeed, if the above hold, one can find €, > 0 small enough so that

ol + 2 B(t, x) Dy p(t, 2, p) — Dyip(t, x,p) > 1 (27)
v (tvxap) S Bs(t()ax()va)? ’y - gO(t,:L‘,p)| <e.
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Set O, = {(t,z,y) : (t,x,p) € Boc(to,z0,p0) , |y — @(t,x,p)| < 2, y —
So(thap) > _|7n‘}, where

Yn = Yn — So(tna xnapn) —0, (28)

with (5, T, Pn)n>1 a sequence which converges to (to, xo, po) such that v(t,, zn,
Pn) — v*(to, 20, po), and yy, := v(tn, Tn, pn) —n~*. By a simple Taylor expansion
of order 1, we then deduce from (27) that, for (¢, z,p) € B:(to, zo,po) and y € R
such that |y — ¢(t,z,p)| < &, we have, for 0 < A < r with r > 0 small enough,

(y — At) — o(t, 2! + A2 B(t, 2), 22 — A\, p) < — 7| — M+ O(r?) < — |7,

whenever |(t,z,p,y) — (t',2",y/,p')| < Ar for some (¢',2',y/,p’) such that y —
o(t',2',p') = —|vn|. Otherwise stated, the direction —(z!, —2!8(t,z1),1) is
driving (y, 2!, z?) strictly out of the smooth domain {(y,z!,2?) :y — o(t, 2",
22, p) > —|yal}, at least locally around (tg, zo, po) and ¢ (to, ¥, po). This implies
that it is possible to reflect the process Y — (-, X, P) along an inward direction
by suitably pushing (Y, X!, X?) in the direction (X!, —X!8(¢, X1),1).

More precisely, (26) and the above discussion allow to apply Theorem 4.8 of
[11]: there exists a continuous real-valued adapted non-decreasing process L™

satisfying
Y'sAO") > p(sAO0", X" (sANO"),pp) — || foralls>t,, (29)
where
00 = inf{s>t, : (s,X"(s),pn) ¢ B:(to,zo,p0)},
On = inf{s>t, : [Y"(s) = (s, X"(s),pn)| 2 €} N Oy,

and (X", V") := (X[ vk ).

tn,Tn? * tn,Tn,Yn

In view of (29) and (28), we have Y™ (0,,) — 9 (0n, X" (0r),pn) > —| 1| > —c forn

large enough. Following the arguments of the proof of the subsolution property
of Theorem 2 in Chapter 6 with the control (0, L™) then leads to the required

contradiction to the Geometric Dynamic Programming Principle. a

5.3 Boundary conditions

We first discuss the boundary condition at ¢ = T'. By definition
v(T—,-) = p!
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where ! denotes the inverse of the function ¥ with respect to the y-variable:
Uz, p) =07 (p) — [o! — 2" B(T, ") (1 - 2?)](1 - 2®) + K .

However, as in Theorem 3 of Chapter 6, the gradient constraint ' 4+z'3D 1 —
D, 2¢ > 0 that holds inside the domain should propagate up to the boundary.

This leads to the following boundary condition.

Theorem 5 The function v, is a viscosity supersolution on {T'} x (0,00) x

0,1) x R of
max{p — ¥, ' +2'8D,10 — D2, —|Dpip|} =0
and the function v* is a viscosity subsolution on {T'} x (0,00) x [0,1) X R of
min {¢ — U, max{|Dpp|, o' + 2'BD10 — Dy2}} =0.

Proof. Combine the arguments of the proof of Theorem 3 of Chapter 6 with

the ones used in the proof of Theorem 4. O

Remark 2 When §3 is constant, i.e. does not depend on z', and £ is C', then
one easily checks that W' is a strong super- and subsolution of the above

equations. In this case, one can actually show that v.(T,-) = v*(T,-) = ¥~L.

It remains to study the boundary condition for z2 = 1. Note that, when z? = 1,
the constraint th, ’xL(T) < 1 and the fact that L — L; is non-decreasing imply

that L = Ly, Xp =1 and Y}

ty — Y. Hence,

v(t,zt,1,p) =inf{y €eR : E \IJ(X;;?(T), Ly)| >p} =:o(t,z',p).

Our last result shows that the function v is actually the correct boundary con-

dition at 22 = 1.

Proposition 4 We have v, (t, z!,1,p) = v*(t, 2%, 1,p) = v(t, 2, p) for all (t,x',
p) € [0,T] x (0,00) x R.

Proof. Let (t,, T, pn)n>1 be a sequence which converges to (tg,z, 1,po). Fix
yn € R and L™ € L such that Z" = (X", Y") = (Xte:a:wytﬁjlxn,yn) satisfies

E[U(Z™(T))] > pn and X?"(T) < 1. Then, the last constraint combined with

the Lipschitz continuity assumption on our coefficients implies that L™(T") —
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L™(t,) — 0 so that Z™"(T) — Z%(T) := (X°

to,x(l),].
for any ¢ > 2. Since ¥ has polynomial growth, it follows from the dominated

(T),1,y0) uniformly in L9,

convergence theorem that

E[0(2"(D))] ~ E [(X°, (1), Lyo)| = po.

to,x(l),l

whenever y, — yo € R. By choosing (tp, Zn, pn)n>1 such that v(ty,, Tn,pn) —
vi(to, 28, 1, po) and yp, = v(tn, Tn, pr)+n "L, we thus deduce that v, (tg, 23, 1,po) >
9(to, g, po). On the other hand, one can also choose (t,,, Tpn, pn)n>1 such that
V(tn, Tn, Pn) — V*(to, 28, 1, po) and v, = yo = 0(t, 24, po) so that, for any € > 0,

E [‘Il(XtOn,xn (T)a Yn + 5)] > Do

for n large enough. This follows from the convergence E [¥(X{ . (T),yn +¢)] —
E [\P(tho’?xé ,1(T)’ 1,90 + 5)} > po, where the last inequality is a consequence of
the definition of yo = v(t, 2§, po) and the fact that ¢ is strictly increasing. This
shows that v(to, x%),po) +¢& > v(ty, xpn, pn) for n large enough, and therefore that
o(to, g, po) + € > v*(to, xd, 1, po). We conclude by arbitrariness of & > 0. O
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Part C.

Exercices
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1 Discrete time model

We consider a finite probability space (€, F,P) equiped with a complete filtration
F = (Fn)n<n, where N > 1, satisfying Fo = {0,Q} and Fx = F. We consider a
discrete time model, with a non-risky asset B := (B,)i<n<n and d risky securities
X = (X}, X9 1<n<n where B and X are F-adapted.

The dynamics of B is given by B,, = (147,)B,_1 for n > 1, with r = (r,,),>1 & positive
F-predictable process and By = 1. A portfolio strategy is defined by a F-predictable
process (a, ¢) taking its value in RxR%: a,, (respectively ¢! ) is the quantity of non-risky
asset (respectively risky asset X?) held in the porfolio on the time period [n — 1,7n].

1. Dynamics of the non-risky asset.

1.1. If one invest 1$ at time n — 1 in B, how many shares of asset B is held?
1.2. What is the value of this portfolio at time n?
2. Dynamics of the portfolio.

2.1. Write the value of the portfolio Yf’(a’(b) at time n, where x is the initial
value of the portfolio.

2.2. Write the self-financing condition.

2.3. Write the dynamics of the portfolio value of an investor in function of ¢.
From now on, we will use the standard notation Y*¢ in place of Y */(®®),

2.4. We now use the following notation: X := X/B and Y = Y/B. Give the
dynamics of X and Y%9.

2.5 Denote by M(P) the set of measures Q ~ P such that X is a (Q,F)-
martingale. Assume that M(P) # (). Show that Y*¢ is a (Q, F)-martingale
for every Q € M(P).

2.6. Let G be a F-measurable random variable. Give the super-replication price

p(G) of G.

2 Portfolio optimization

We use the framework of the previous exercice. We suppose now that r = 0. We denote
A the set of previsible processes taking value in R%. Here, we search for the solution of

the utility maximization problem

sup E v

where U is a function in C*(R), strictly increasing, strictly concave, defined on the whole

real line, with the Inada conditions:

lim U'(z) =+occ, lim U'(z)=0.

Tr——00 r— 400
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1. Let U be the function defined by

Uly) = Stelﬁ(U(x) —zy), y>0. (1)

1.1. When is the supremum attained?

1.2. Deduce that U(y) = U(@(y)) — &(y)y, with y > 0 and &(y) = (U") " (y).
We will further admit that U is C!.

2. We suppose now that M(P) = {Q}.

2.1. Is the market complete?

2.2. Give the hedging price at time 0 of a contingent claim G € L>(R, Fy).
3. We denote H := dQ/dP.

3.1. Compute E[HVZ?] when ¢ € A.

3.2. Deduce from (1) that for all ¢ € A and \ > 0,

E[U(vy®)] <E[00H)] + e,

4. We admit now that there exists some \ > 0 such that

inf (]E [U(AH)} + )\:c) —E [U(XH)} v

4.1. Show that U is convex and deduce that
E [Hﬁ’(&H)} tr=0.
4.2. From the last result, show that there exists some qAS € A such that Vﬁ"d; =
—U'(\H).
5. We admit that —U’ = (U’)~!. Deduce from all the results you achieved that

sup v =E[vwi®)

3 Continuous time model

We intend here to price and hedge a European call option of maturity 7" and strike
K, meaning a claim such that one receives the payoff (X1 — K)* at time T. We put
ourselves in the framework of the Black-Scholes model, and the price of this claim will
be given by the initial value of a portfolio with a strategy ¢ such that it returns the
wealth Y% = (Xp — K)*.
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In this model, we assume that the dynamics of the price X; of the one dimensional
risky asset is given by
dXt = Xt(/.tdt + O'th)

where (Wy)icpo,r) is a standard Brownian motion on the complete probability space
(Q,F,P) and with o > 0 dt x dP-a.e. Let (F;)i<r denotes the filtration generated by
(Wi)i>0. Let also B be the risk free asset defined by

t
By =1 +/ Bgryds
0

where 7 is a predictable bounded real valued process. We denote by Y¥¢ the portfolio
value associated to the initial value y and ¢ € A;:

t
Y/l =y+ / $sd X .
0
Here, A;, denotes the set of strategies ¢ such that the associated wealth process is
bounded from below.

1. Using It0’s lemma,

1.1. Show that B; = elo m=ds | From now on, we will use the notation 3; = B[l =
— ft rsds
e Jo .

1.2. Write the dynamics of X := X and Y¥¢ := Y V%,

2. Using Girsanov Theorem write the equivalent martingale (or risk-neutral) mea-

sure Q.
3. We suppose from now on that r is constant.
3.1. What does E%[e™""'1x, > k]| represent?

3.2. Compute it.

3.3. When X; = K, what happens for t — T'7 Give an interpretation.

4. Compute EQle=""(X7 — K)*] = v(0, Xo) = y.

ot

5.1. What is the PDE satisfied by v?
5.2. What is the hedging strategy of the claim (X7 — K)*?

4 Exchange option
Let B, S! and S? be three assets with the following dynamics

dBt = ’I”BtdBt
dS} = S} (bydt + o{dW} + o3 dW7)
dS? = S7 (bjdt + o1dW} + o5dW7)
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where W1 and W? are two independents Brownian motion defined on (£, F,P). We
assume furthermore that o = (O’;)Z =12 is a deterministic non-singular matrix.

1. Provide a probability P* such that the both processes S'/B and S?/B are P*-

martingale. Provide then the dynamics of these both processes under this prob-

ability.
2. Define a change of probability from P* to Q* such that S'/S? is a Q*-martingale.
Provide the dynamics of S!/S? under Q*.

3. Deduce then the price of the option exchange which payoff is (S% — S%)Jr.

5 Forward Option

Let us consider the Black Scholes model where the risky asset S; and the risk free asset
SY have the dynamics

dSt = St ([Ldt =+ O'th)

dsy = SPrdt

in which W is a Brownian motion under the historic probability P, and ¢ is invertible.

1. Is this market complete 7 If this is the case, give the risk neutral probability

measure Q.

2. A forward option is an option, paid at time tg, which gives at time ¢; an option
of maturity t, and strike S;,. Write the price of this option as an expectation
under Q.

3. Give the value at each date of a at the money call with forward strike. One will

write this price as a classical call.

6 Gamma hedging

We consider a probability space (2, F,P) equipped with a filtration F = (]—"t)te[()m)
satisfying the usual conditions, and such that Fy is trivial. Let 7' > 0, and W being a
Brownian motion on this space. We consider a financial market with a risk free asset of
return r = 0, and with a risky asset which the price is S = (S¢), is the unique strong

solution of .
S, = So +/ Suo(S)dWs, 0.
0

We define a : z € [0,00) — a(z) := zo(z) € [0,00), and we assume that a is uniformly
Lipschitz. Denote by £ the Dynkin operator associated to this SDE, i.e.
2

0 1
Lp(t,x) = &#9(75750) + ia(z)zﬁﬁﬂ(t’x)
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for ¢ € C12.
Denote by A the set of F-predictable processes ¢ such that E [fOT psa(S)]? ds] < 00

for all T' > 0, and, we assume that, for all 7" > 0 and every random variable being F-

measurable X such that E [|X|2} < 00, there exists some ¢ € A such that V}E[XW _

X P-a.s., where Vtz’¢ =x+ fot hsdSs,t >0, (z,¢) € R x A.
1. a priori estimations
(a) Show that, for every T' > 0 and p > 1, there exists a constant C'p, > 0 such

that E [sup,<r |S:"] < Crp.
(b) Show that S is a P-martingale.

2. Let G be a Borel function with polynomial growth, and 75 > 0.

(a) Prove the existence of a function g : [0, T3] x [0, 00) — R such that g(¢,S;) =
E [G (ST,‘,)‘ ]:t] P-a.s. when ¢ S TQ.

(b) Assuming that g is smooth enough, what is the PDE satisfied by ¢ ?

(c) Assume now that E [fOT2 |8%g(t,St)a(St)|2dt} < oco. What is the price of
an option which payoff is G (S7,) paid at time 75 compatible with the no-
arbitrage condition. Express the hedging strategy of this option in terms of

partial derivatives of both ¢ and a.

3. Consider now an other Borel function F' with polynomial growth and 0 < 77 < T5.
We assume that g € Cp? ([0,T1] x [0,00)).2 For z € R, ¢, € A, define

t t
V;ﬂc,(b,a =T+ / PsdSs + / asdg (57 Ss) te [Ole}'
0 0

We assume that there exists ¢, & € A such that

_ o o
0 = ¢t +@t%g(ﬁ,5t) — %f(tvst) (1)

02 52

Oztwg(t, St) — @f(t, Sy) P-as. Vit<T, (2)

where f € CY2([0,Ty] x [0,00)) satisfies f(t,S;) = E[F (St,)|F:] P-a.s. for
every t < T7.

(a) Give a financial interpretation of V%@,

(b) Find Z € R such that V := VZ%& gatisfies Vp, = F (S1,).

2The , means that the partial derivatives are bounded on the considered set.
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4. Let n € N\{0} and ¢; := T} /n,i < n. Denote by 7, := max {t;,i <n s.t. t; <t},
ie. m =t;ift € [t;,t;41),t > 0. From now on, we consider the piecewise constant
strategy (5, &) defined by (%, &t) := (¢, @n,) ,t < Ti. Denote by V= VEea,
For sake of simplicity, we assume furthermore that both g and f are C'*° with

bounded derivatives, and that the process @ is essentially bounded?.

(a) By using 1, show that

~ L 0 0
V- () = [ (ha8) - SolmS,) ) a(S0dw,

T: ) 0
—/0 <8gcf(t’St) - amf(ntasm)> a(Sy) AWy

T
= Ata (St) th,
0

where A; = [ B.a(S,)dW, + [, Cyds with

_0? 0?

By = Qi @g (875’5) - @f(s, SS)
_ 0

Cs = apL {8 g(s,Ss)] L {8f(s,53)]

(b) Using 1 again, show that
s 3 83
Bo i [ (@ gatn S = g flS) ) alSu)aw,
s ~ 32 82

(¢) Show that there exists C' > 0 such that E HBEH < C/n? for every t < T7.
(d) Deduce from the previous question that there exists C' > 0 such that

E Uf/ﬂ — F(S7) 2]; < C/n.

5. Shall we find a similar result in a stochastic volatility model ? If the answer is
yes, briefly show how to proceed, and explicit the number of liquid options which

must be available.

3even if it is unrealistic
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7 Super-hedging with constraints on proportions of
wealth

We let (Q,F,P) be a complete probability space and F := (F;);<r be the filtration,
satisfying the usual conditions, induced by a P-Brownian motion W. We assume that
Fr=2F.

Let us consider the Black-and-Scholes one dimensional model with interest rate equal

to 0, i.e. » =0, in which the dynamics of the risky asset is given by

X, = Xoe(ﬂ—az/Q)t+UWt L t<T

)

where W is a Brownian motion under P, p € R and Xg,0 > 0.

The aim of this exercise is to study the super-hedging problem under constraints on
the proportion of the wealth invested in X. Namely, we fix m < M, and say that a
predictable process is admissible if it takes values in [m, M] dt x dP-a.e. on [0,T]. We
denote by A the collection of such processes. The wealth process Y¥? associated to
the initial wealth y > 0 and the strategy ¢ € A has the dynamics

t
Yy
Y =y + L‘XS dX,, t<T.
0 s

1. Justify (in words) the above dynamics.

2. Show that

VPl =y + /Ot YV uds + /Ot YV PadW, , t <T.
From now on, we fix a bounded random variable G € L°(Fr) satisfying G > 0 P — a.s.
The super-hedging price is defined as
p(G):=inf{y >0 : Ipec Ast. Y >G}.
We set
§(¢) =¢TM — ¢ m with ¢ = (1¢s0 and (7 = —(l¢<o for ( €R.

We denote by U the set of predictable processes v such that |v| < ¢ dt x dP-a.e. on
[0,T] for some ¢ > 0 which depends on v. We finally define

&V i o Jo 0(wa)ds =5 [5 IALPds— [ ALdW. ’

where
A= (u—v)/o.
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3. Show that for any (¢,v) € A x U,

YYOEY =y + / YYPEY (pso — N) AW + | YIOEY (s — S(vs)) ds .
0 0

4. Using the definitions of § and A, show that Y¥?£" is a P super-martingale for
any (¢,v) € AxU.

5. Let y > 0 and ¢ € A. Show that, if Yj’f’¢ > @, then

y = p(G) == supE[£7G] .
veld

6. Show that this implies that p(G) > p(G).

We now aim at proving the converse inequality. We first assume that there exists a

cadlag adapted process P such that

P, =esssup J; forallt <T,
velu

where
JY =R[ELG | F) JEf forveU and t < T .

7. Show that the family {J}, v € U} is directed upward for all ¢ < T.
8. Show that for any v',v? € U and s < t < T, there exists v® € I such that

1 2 3
& &r _ér

1 2 3
e ey gy

9. Deduce that £¥ P is a P-supermatingale for any v € U.

In view of the last question, and the multiplicative Doob-Meyer decomposition, it follows
that, we can find a family of martingales {M", v € U} and a non-increasing process
{A¥, v € U} such that

E'P=M"A", A" >0, M" >0and Aj =1forallvell. (1)
In the following, we denote by 0 a process v such that v = 0 dt x dP-a.e. on [0,T].

10. Show that M2 > E%Pp > E3.G > 0.

11. Deduce that there exists a predictable process, P—a.s. square integrable, 1° such
that

T
MY = M +/ M22aw, > €3G .
0

12. Show that MY/E? can be rewritten as
0
S

"M
MO 0:M0 /
/5 0+ 0 gg

. 0
(A2 + ) dW+/ % (A292 + [A2]?) ds
0 s
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13.

14.

15.

16.

17.
18.

Deduce that
YO = MOJEY = y Moo and v > @

for some P — a.s. square integrable predictable process ¢°.
Deduce from the equality M* = E¥Y°A%/AY that

' AY CFY "FrAY
FY 037 o s d idAOf sTs JAY —
J, Fr =it Goans || Sant = [ i —o

where
F7 ="y’
forvel.

By using (1) and the fact that A% and A” are non-increasing, deduce from the

previous result that

. L
>4 — /A{; (600 — 6(n)) ds + | S5dAQ
0 0 s
: 1
> [ ar (- sw)ds+ [ Sodal
0 0 s

forallveld.

Deduce from the above inequality and a formal argument that

sup(¢°¢C —6(¢)) < oo dt x dP-a.e.
CER

Deduce that ¢° € [m, M| dt x dP-a.e.
Show that p(G) > p(G) and conclude.

8 Super-hedging with impact on the volatility

We let (Q,F,P) be a complete probability space and F := (F;);<r be the filtration,
satisfying the usual conditions, induced by a one dimensional P-Brownian motion W.
We assume that Fr = F.

We consider a simple Black-Scholes type model in which the volatility of the risky asset

is influenced by the strategy of the trader. More precisely, given a financial strategy
¢ € A, the set of square integrable predictable processes (i.e. E [fOT |¢)5|2ds] < 00), the

evolution of the stock process is given by

Xi’x(S):H/ o(¢p)dW, , t<s<T,
t

where x € R is the value of the stock at time ¢, and o is assumed to be continuous such

that

a € R (ao(a),o(a)) is bounded. (1)
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Here, ¢ represents the number of stocks held in the portfolio and we assume that the
interest rate is 0, so that the associated wealth process starting at y € R at time ¢ is

given by

Vo) =yt [ 0dXE ) < s ST &)
The aim of this exercise is to study the super-hedging problem of a European option of
payoff g(Xf?z (T)) paid at time T
o(t,z) :==inf{y €R : g€ Ast. Y2, (T) > g(X{,(T))}.
We assume that g is bounded.

1. By using (1), show that v;’

try 18 @ martingale on [t,T7] for all ¢ € A.

2. Assume that the infimum in the definition of v is achieved and show that this
implies that v(t,z) > E [g(ngC(T))} =: p(t, z) for at least one ¢ € A.

3. Show that there exists ¢ € A such that p(t, z) + ftT s dWs = g(Xf%m (T)).

4. Ts there a chance that ¢ and 1 are such that ¢ = ¢o(¢), i.e. E/t‘i,ﬁ(t7x) (T) >
9(X{ (1)) 7

From now on, we assume that v is a bounded function in C12([0,T) x R). We will show
that v should then solve

—Fo(t,x) = —LY@PeE) ot 4y =0 on [0,T) xR, (3)

where, for a € R, L%(t,x) = Orp(t,x) + %0(a)2D2§0(t,l’) , and ¢ (z,p) is the unique
solution of
ao(a) = o(a)p for some a € R,

ie. ¥(z,p)o(W(x,p)) = o((z,p))p. In the following, we shall assume that v is Lips-

chitz continuous.

Part 1: In this part we prove the subsolution property. Fix (tg,z¢) € [0,7) x R and

assume that
—FU(to, .Z‘Q) >0. (4)

5. Show that (4) implies that —F¢ > 0 on Bc(to, zo) for some € > 0, where ¢(t, z) =
v(t,x) + [t — to]® + |z — 20|t
Set yo = v(to, o) — (€ A ()/2 where —C := maxpp_(1,20) v — ¢ < 0 . Let (X°,Y?) be

the solution of

t
X0 = w0+ [ o (B(XD Dol XD) IV,

to

t
Yto = Yo+ ’(/J(XS,D@(S,XS))U ("/)(XS’DQD<57X2))) dWs , to <t <80,
to
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where 0 := inf{s >ty : (s,X?) & B.(to, 7o) or |Y2 — (s, X?)| > €} .
6. Show that Y —v(0, XJ) > Y — (0, X)) > —(e A()/2 > —=.
7. Deduce that Y — (0, X§) > e > 0if |[Y) — (0, XJ)| > e.

8. Also deduce that Y —v(0,X0) > Y — (0, X9) + ¢ > ¢/2 > 0 if (0,X]) €
8Bg(t0,x0).

9. Conclude that Y —v(6, X§) > 0.
10. Conclude from the last assertion that (4) can not hold.

Part 2: We now prove the supersolution property. Fix (to,zo) € [0,T) X R and assume
that

7F’U(t0, Zo) <0. (5)
We now set ¢(t, z) = v(t,z) — [t —to|? — |2 — 20|* and admit that the above implies that
—L% < —n for (t,z,a) € B:(to, o) X R s.t. |ac(a) — Dp(t,z)o(a)| < e, (6)

for some &, > 0. Let ¢ € A and set (X°,Y?) := (X7

tO,IO’}/t((z)ﬁ;CEO;yO> for Yo = U(t()’ .’170) +
(¢ Ne)/2 where

= i —p>0.
C= gl v

Also set 0 := inf{s >ty : (5,X?) ¢ Bc(to,70) or |Y? — (s, X?)| > ¢} . Given a
bounded predicable process A, let us finally define the local martingale L by

tAO
Li:=1-— / LA\ S.dW, with 0 := ¢o(¢) — Dp(-, X°)a(¢) .

to

11. Show that, for ¢ € [to, 6],
d(LY? = o(t, XP)]) = L (L%(t, X7) = il 0:[?) dt + 7 dW,
where v := L3(1 — A[Y? — ¢(-, X9))).
12. Deduce from (6) and (1) that we can choose A such that, on [tg, 6],

d (Lt [Yto — o(t, Xto)]) < ydWy

13. Deduce from the later and (1) that L(Y? — ¢(-, X°)) is a supermartingale on
[to, 0]

14. By the geometric dynamic programming principle, we should be able to find
¢ € A such that
Yé‘o - 'U(Q,Xg) >

0.
Show that this implies that Y, — ¢(6, X§) > (e A() .
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15. Deduce that Ly (Yy — (6, Xg)) > Lo(z A Q).
16. Deduce that (( A€)/2 > E [Lg (V) — (6, X9))] = ¢ Ae.

17. Conclude from the last assertion that (5) can not hold.
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