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Introduction

This memoir is the synthesis of the research work I have done after the defence of my PhD
thesis under the supervision of Prof. Vincent Calvez. Since then, I have been working on ap-
plied analysis, more particularly studying partial differential equations, with a strong interest
in developing and using tools to get qualitative and quantitative results on models which arise
from physics and biology. Modelling and analysis are crucial in such disciplines and provid-
ing robust tools to tackle challenging problems from there is definitely of great importance.

My work is focused on reaction-diffusion, integro-differential, Hamilton-Jacobi and kinetic
equations. Even though each type of equations has his own mathematical toolbox, various
bridges and transfers of methodologies between a priori unrelated models exist and are often
at the core of very interesting mathematical issues. I have tried to take advantage of these
links to put an emphasis on nonlocal models, for which getting sharp quantitative results is
difficult and open in most cases. I have also tried to get universal results, to try to put forward
common structures.

This document is divided into two parts. The first one is devoted to the study of invasions
in biology. Mathematical analysis has given a better understanding of many aspects of popu-
lation dynamics and often helps for the interpretation of experimental data. The second one
is about long time behaviour and trend to equilibrium in kinetic theory. Kinetic theory has
its origin in particle physics, with some recent applications in biology. I shall now review the
contents of both parts.

In the first part, we are seeking for precise rates of spreading in nonlocal models that arise
very naturally from the modelling of biological invasions. The issue of survival of species
under climate change, the intermingling of population groups and its genetic consequences,
the propagation of viruses in epidemiology, the transmission of diseases (dengue fever, zika,
chikungunya for instance) through mobile hosts (mosquitoes, among others) illustrate the
need of studying quantitatively invasions to understand their outcomes. The analysis of non-
local models in biology is very active for now a couple of decades (at least). Population
dynamics have revealed their necessity at least to explain large distance migrations or demo-
genetics, for instance. However, getting efficient tools to attack them and get precise long
time behaviour as a result is still relatively recent and difficult. The main phenomena I am
interested in are front propagation or accelerations. The first contribution of my work was to
extend and modify analytical techniques to obtain rigorously Bramson corrections in nonlo-
cal models. Then, I have put a lot of efforts on the accelerations of fronts: the mathematical
community has started a strong focus on it around 2010 (see for example [113]), and I found
it relatively exciting. I review my contributions in three chapters.

¢ In Chapter 1, we are interested in logarithmic corrections of Bramson type that appear



Introduction

in reaction diffusion models of KPP type. From the analysis point of view, important
contributions are due to Hamel, Nolen, Roquejoffre and Ryzhik. After describing briefly
their approach, I introduce several of my results which generalise it to nonlocal models
of interest and to related local models with rather specific nonlinearities. More precisely,
I present:

- a result coming from [B20] on the cane toads equation with bounded traits,

- a study of the non-local Fisher-KPP equation with fail tailed competition kernel
[B22] showing a drastic influence of the tails of the kernel on the Bramson correc-
tion,

— a more precise study of a local KPP type equation with logarithmic nonlinearity
[B19], for which a connexion with large deviations and Hamilton-Jacobi equations
appear.

* Chapter 2 is devoted to a quantitative study of the evolution of dispersal. Dispersal is
a basic characteristic of many living organisms, and its adaptive significance has been
widely investigated. One obvious benefit of dispersal is the potential to find a better
habitat. Population geneticists are interested in genetic structures and focus on how
dispersal changes allele frequencies among populations. One iconic example of the
interaction between ecology and evolution is the spread of cane toads in Australia. I
explain in this chapter how I proved with Henderson and Ryzhik that the fully nonlocal
cane toads equation exhibits an acceleration phenomenon [B21]. As an application of this
technology, I also present a result about the bistable cane toads equation, showing that
the bistable nonlinearity does not prevent acceleration [B18] as it does for a fractional
Laplace reaction diffusion equation, for instance. Finally, to get more robust tools, I have
worked on a cane toads equation with a mortality trade-off, to show the quantitative
influence of the latter on rates of propagation [B9].

¢ Chapter 3 gathers some results I obtained about acceleration phenomena in nonlocal
equations of integro-differential or fractional types. This is more or less a discussion on
how to get sharp rates of acceleration (which is not easy for nonlocal models) depending
on the form of the nonlinearities and jump rates involved. First, with Garnier, Henderson
and Patout in [B17], we sharpen a result by Garnier [98] on integro-differential equations
with KPP-type nonlinearities. We show a rate of acceleration for a wide range of jump
kernels. This chapter also contains two results obtained with Coville and Legendre on
exponents of acceleration for a very general range of integro-differential equations with
weak Allee effect [B11] or ignition temperature [B10].

The second part of the memoir is about kinetic theory. At the end of the 19 century, in
1872, Boltzmann has proved his H-theorem, that describes the tendency of the entropy to de-
crease despite reversible microscopic mechanics: a statement about fundamentally irreversible
processes. The question of convergence to equilibrium states then arises, and while physics
would broadly predict exponential decay, it appears that this is in fact not clear at all. Cer-
cignani’s conjecture for instance, questioning the comparison between Boltzmann’s entropy
production functional and the relative H entropy functional, is sometimes true and always
almost true [180]. All of this is part of the largest so-called Hilbert sixth’s problem, which
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is to axiomatise those branches of physics in which mathematics are prevalent. Regularity
of solutions and quantitative rates of convergence are thus widely open central issues in ki-
netic theory. After my PhD thesis, I have been working on long time behaviour and trend
to equilibrium for kinetic equations, which involves various scaling limits and tools from the
theory of hypocoercivity. This latter theory exists now for a couple of decades, and has been
strongly promoted by Villani [182]. It takes roots and intuitions in diffusive limits, that con-
sequently helps the understanding of long time behaviour in kinetic theory. One aim was
to obtain a systematic and structured approach to rates of convergence (in a broad sense)
and fluid approximations for linear kinetic models in local or nonlocal settings, standard or
anomalous macroscopic limit models, exponential or polynomial decay frameworks. Added
to the fact that it provides new methods and contributions, I also view this as an effort to
exhibit and highlight mathematical structures. This is very important from the point of view
of applications, to be able to handle a growing diversity of models. I also believe that analyti-
cal approaches also originate and complement probabilistic and numerical counterparts. My
contributions are again collected in chapters.

* | have been interested in studying propagation phenomena in kinetic models. These
models have actually demonstrated to be very accurate to describe some biological phe-
nomena, such as bacterial pulses for instance, see [47, 169, 43]. In Chapter 4, I develop
two main ideas. First, I show how to extend the study of finite speed propagation to
multidimensional velocities, showing the influence of the geometry on speeds of prop-
agation. With Calvez, Grenier and Nadin [B5], we have developed an Hamilton-Jacobi
type framework to handle large deviations regimes in kinetic equations for a class of
Piecewise Deterministic Markov Processes (PDMP) in the full multidimensional space.
This setup is a new type of nonlocal Hamilton-Jacobi equations, which allows to get
sharp rates of acceleration in kinetic reaction transport equations.

* A unified framework to study fluid approximations of linear kinetic equations in the
full space follows in Chapter 5. I present a paper written with Mouhot [B26] in which
we develop a spectral approach of Ellis and Pinsky [82] type in order to derive the
ad hoc fluid limit for a quite large class of linear kinetic models. This allows to deal
simultaneously with standard and fractional type macroscopic equations and obtain
quantitative coefficients and rates of convergence. Moreover, we take into account a
large class of linear collision operators, including Fokker-Planck, Levy-Fokker-Planck
and scattering operators.

¢ Chapter 6 gathers my work about hypocoercivity of linear kinetic equations. I have fo-
cused on extending the so-called Dolbeault-Mouhot-Schmeiser method [80] that requires
a rather restrictive mathematical framework compared to the potential field of applica-
tions. More precisely, I report on papers [B12, B13, B14] where we find rates of decay to
equilibrium for some linear kinetic equations in the full space with microscopic equilib-
rium having rather large types of decay, ranging from very fast (typically gaussian) to
very slow (e.g. algebraic). We use pseudo-differential operators to extend the approach
in [80] that needs strong confinement in space and velocity. Another extension comes
from [B15], where we take into account a very weak confinement in space, that prevents
from using Fourier techniques that were central (at first glance) for [B13, B12, B14]. I
conclude this chapter with an example of application/extension of the theory for which
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hypocoercivity functionals can help showing existence of stationary states in a model
coming from fiber lay-down processes [B23].

Both parts can be read independently, but a lot of connexions between them can be made:
hypocoercive techniques can be useful to study precise spreading (such as Bramson correc-
tions) in kinetic reaction transport models, for instance. Each chapter includes some research
perpectives is presented. I have also tried to make the chapters accessible independently
readers interested in specific results.

This memoir does not review in details my papers [B16] and [B24]. Even though they
are very close in terms of themes and connected to what is exposed here, I view them as
independent contributions.
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Chapter 1

Bramson delay in nonlocal models
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The Bramson correction in reaction-diffusion equations has attracted a lot of attention
in the last decade in the applied analysis community. One reason’ for this could be that
propagation phenomena is a very important topic for analysts and that even though the first
probabilistic evidence dates back to 1978, no analytic proof with the same precision of its
occurence for the standard Fisher-KPP equation was known until the 2010’s.

This chapter is devoted to reporting on my contributions around the Bramson delay in the
context of non-local equations, after a quick presentation of what it is on the standard case
of the Fisher-KPP equation and how Hamel, Nolen, Ryzhik and Roquejoffre have proved it
analytically in [111, 112]. What follows is based on the papers [B19, B20, B22].

1.1 The way analysts do it: the Hamel, Nolen, Roquejoffre and
Ryzhik method.

The Fisher-KPP equation
U = Uyy +u(l—u) (1.1)

is one of the simplest models for population spreading, accounting for a competition for
resources. After the pioneering works by Fisher [91], Kolmogorov, Petrovskii and Piskunov
[131], it is well known that this latter model has travelling wave solutions. The minimal speed
of existence is ¢c* = 2. As a consequence, if one starts with an initial data that is exactly one

"This does not say that it is a good reason!



Chapter 1. Bramson delay in nonlocal models

of these waves, up to a shift, then the solution translates at finite speed. Note that such a
waves cannot realistically be taken as initial data since they are not compactly supported (to
the right). Our interest is in the spreading of the solutions of when the initial density ug is
localised. The classical result of [91, 131] says a solution to the scalar KPP equation with a
non-negative compactly supported initial condition propagate with the speed c* = 2 in the
sense that

lim u(t,ct) =0,

t——+o0
for all ¢ > ¢*, and
lim u(t,ct) =1,

t—+o0
for all ¢ € [0,c*). This indicates that diffusion and reaction together can create propagation
even though diffusion alone cannot. The solution of the Cauchy problem thus spreads asymp-
totically with the minimal speed of the travelling waves, but eventually with lower order terms
in the rate of expansion of the level sets.
The Fisher-KPP result for the solutions of (1.1) has been refined by Bramson in [35, 36]. He
has shown the following: for any m € (0,1), let

X (t) =sup{x: u(t,x) =m},

This level set has the asymptotics

3
X (t) =2t — Elogt—kxm +o(1), ast— +oo.

Here, x,, is a constant that depends on m and the initial condition #9. Bramson’s original
proof was probabilistic, using Branching Brownian Motions. A shorter probabilistic proof can
be found in a recent paper by Roberts [166]. One may think of X(t) = 2t as the position of
a traveling wave, and d(t) = 3logt as the delay due to the fact that the initial condition u
is compactly supported, so that the solution lags behind the traveling wave because it needs
time to mollify.

Actually, an earlier PDE type proof due to Uchiyama [134, 178] exists but with less precise
asymptotics. In the last decade, Hamel, Nolen, Ryzhik and Roquejoffre carried out a program
around getting, with analytic arguments, very refined estimates on the dynamics of the level
sets for the Fisher-KPP equation. In [111], a short proof of the Bramson result for the standard
Fisher-KPP is proposed. A more involved approach, necessary to reach more general contexts,
is developed in a periodic framework in [112]. The interested reader may go read [156] to learn
how to get very high order expansions. In this paragraph, we will stick to the O(1) precision,
since this is what we will be seeking for on nonlocal models later.

The intuitions and methods behind the proofs of Hamel, Nolen, Ryzhik and Roquejoffre
in [111, 112] are of crucial influence for the next sections. Let us highlight the most important
ingredients of these works that we will adapt later on. We stick to the most basic framework
for this description. Since the Fisher-KPP enjoys a maximum principle, one may sandwich a
solution to the Cauchy problem between well-behaved sub- and super-solutions. Both con-
structions are actually interesting and are related to solutions to a Dirichlet problem for the
linearised Fisher-KPP equation in a well chosen shifted frame, that is

wy — Wy =0, forx > x(t),
w(t,x(t)) =0, fort>0,

10



1.1. The way analysts do it: the Hamel, Nolen, Roquejoffre and Ryzhik method.

where x(t) is suitably chosen.

* The supersolution. Constructing a super-solution from a Dirichlet problem needs an extra
argument, since the value zero at the boundary prevents from being above the solution
of the Cauchy problem, that is positive. Actually, the shift 2t — 3 In(t) is the only one that
makes an order one solution w at 2t — 3logt + O(1). One can then truncate properly
around there to get a super-solution.

* The subsolution. Put the Dirichlet boundary condition at 2t. Show that very far ahead,
at 2t + +/t, the function w is of order exp(—+/t)/t. Thanks to the asymptotics at infinity
of a travelling wave solution to the Fisher-KPP equation, one can fit a travelling wave
underneath the solution u at 2t + \/t. Tracing back the travelling wave around 2t —
3 logt + O(1) yields an order bound on u.

1
1
1

1

1

,’

1

. - > > o=
2t—3In(1+¢t) 2t—3In(l1+¢)+1 2t — (1 +1¢) 2t 2%+ /1

Figure 1.1: Left: a sketch of the construction of the super-solution # and the solution u. Right:
a sketch of the sub-solution u (a shifted travelling wave), the solution u of the Fisher-KPP
problem, and of the solution of the linearised problem with the Dirichlet boundary condition

at x = 2t.

A large part of the work is then to show the necessary quantitative estimates on w with the
necessary various choices of x(t). The way to obtain such estimates may differ when the stan-
dard Fisher-KPP equation is set in a periodic media, see the important technical differences in
[112] compared to [111].

Nonlocal models have proved to be necessary to model biological invasions. However,
by now, not much quantitative work is done in the case of nonlocal equations. The previous
strategy taken stricto sensu would immediately fail with nonlocal terms due to the absence of
maximum principle, and probabilistic techniques are not as much developed in this context.
In this chapter, I shall review three contributions related to the study of the Bramson delay in
nonlocal reaction-diffusion models.
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Chapter 1. Bramson delay in nonlocal models

1.2 Bramson correction in the cane toads equation with bounded
traits

My first contribution, carried out with Henderson and Ryzhik in [B20], was to study the exis-
tence of a Bramson correction in the case of the (nonlocal) cane toads equation with bounded
traits, for which I had proved existence of travelling waves solutions with Calvez in [B4] dur-
ing my PhD thesis. Again, the latter typically means finite speed propagation for the Cauchy
problem when starting with a reasonable initial data, and thus the issue of adding a correction
or not to the linear term appears. Of course, due to the similarity and the resemblance with
the standard KPP-equation, the positive answer is somewhat expected. Nevertheless, getting
a rigorous proof requires to adapt the proof by Hamel, Nolen, Roquejoffre and Ryzhik in the
periodic setting given in [112] to the case of this structured model, and more importantly to
develop an Harnack inequality to tackle the nonlocality.

Cane toads were introduced in Queensland,
Australia in 1935, to control the native cane
beetles in sugar-cane fields. Initially, about
one hundred cane toads were released, and
by now, their population is estimated to be
about two hundred million, leading to disas-
trous ecological effects. Their invasion has in-
teresting features different from the standard
spreading observed in most other species [162].
Toads with longer legs move faster and are the
first to arrive to new areas, followed later by
those with shorter legs. In addition, those at
the front have longer legs than toads in the
long-established populations — the typical leg
length of the advancing population at the front
grows in time. The leg length is greatest in
the new arrivals and then declines over a sixty
year period. The cane toads are just one ex-
ample of a non-uniform space-trait distribu-
tion — one other is the expansion of the bush
crickets in Britain [175]. There, the difference
is between the long-winged and short-winged
crickets, with similar conclusions. In all such
phenomena, modelling of the spreading rates
has to include the trait structure of the popula-
tion.

Figure 1.2: Photo taken after shaking hands
with him in 2014 (Rick Shine’s lab - Univer-
sity of Sydney).

A now standard model of the cane toads invasion is based on the classical Fisher-KPP
equation. The population of toads is u(t,x,6) is structured by a spatial variable x, and a
motility variable 6. This population undergoes diffusion in the trait variable 6, with a constant
diffusion coefficient, representing mutation, and in the spatial variable, with the diffusion
coefficient 0, representing the effect of the trait on the spreading rates of the species. In
addition, each toad competes locally in space with all other individuals for resources (that is,

12



1.2. Bramson correction in the cane toads equation with bounded traits

independently of its trait). This leads to the nonlocal model proposed in [38] (see also [12],
importantly):
Uy = Oty + ugg +1u(l —p), (1.2)

where

p(t, x) :/Qu(t,x,(%)d(%

is the total population at the position x. Here, ® = [0, 5] is the set of all possible traits, with
traits bounded away from zero, § > 0. The model is supplemented by Neumann boundary
conditions at § = 0 and 6 = 6:

ug(t,x,0) = ug(t,x,0) =0, t>0, x € R.

The study of the spreading of solutions to the cane toads equations started with a Hamilton-
Jacobi framework that was formally developed in [B6], and rigorously justified in [177]. How-
ever, at that stage, no results on the propagation for the Cauchy problem was known. We have
proved the following.

Theorem 1.1 (B., Henderson, Ryzhik [B20]). Let u(t,x,0) satisfy the cane toads equation (1.2),
with the initial condition ug > 0 being compactly supported to the right: there exists xo such that
ug(x) = 0 for all x > xq. There exists mg such that for all ¢ € (0,myg), there is a positive constant Ce
such that
lim inf inf u(t,x) > mo—e,
t—oo0 xgc*t—%log(t)—cg
lim sup sup u(t,x) <e.
t—o0 xzc*tfz)%log(t)Jng

A precise characterisation of the minimal speed c* and the decay rate A* are given in my
paper with Calvez [B4].

Actually, the first and most crucial step of the proof consists in relating the cane toads
equation to a local model of cane toads type, for which one may be able to carry out the
strategy initiated by Hamel, Nolen, Roquejoffre and Ryzhik. The main tool for this is a local
in time parabolic Harnack inequality that we have derived and is of independent interest.
Consider an operator

0%v
Ly = ;aijiaxiax]' .
]
Here, a(x) := (ai]-(x))il]. is a Holder continuous, uniformly elliptic matrix.

Proposition 1.2. Suppose that u is a positive solution of

vy—Lv=0,t>0, for(tx)e€ (0,00)xR",
v(0,-) = vo.

Forany tg > 0, R > 0, and p > 1, there exists a constant C such that if t > to and |x — y| < R, then
o(t,x) < Clloollss /"o (t,y)"/7.
Moreover, C depends only on v, ty, R, p and uniform ellipticity bounds on a.

13
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Thanks to the uniform bound on solutions to the cane toads equation (1.2) proved by
Turanova in [177], it is possible to show that the Harnack inequality holds for u solving the
cane toads equation as well. This actually implies that for t > 1 the function u is a super-
solution to the equation

ty — Otk — gy = u(1— Cu'’?),

and a sub-solution to the equation
Uy — Oty — Ugg = 1 (1 - C7Pu").

Here, u and u satisfy the same Neumann boundary conditions as u.

The result of the main theorem is thus proved once the similar result is proved for both
equations there above. Indeed, being local, they both obey the comparison principle, and
sharing with the cane toads equation the same linearised problem, we expect a spreading
with similar level sets.

The next step is to adapt the Hamel, Nolen, Ryzhik and Roquejoffre strategy to these
structured local equations. This requires dedicated technical estimates that can be tedious. To
stay concise, we will not recall the arguments in this document but better refer to the original
paper [B20].

1.3 The nonlocal Fisher-KPP equation: when the competition kernel
influences the Bramson correction.

As a very basic model, the Fisher-KPP only accounts for a local competition between indi-
viduals. When this competition is nonlocal, one is led to the so-called nonlocal Fisher-KPP
equation

U — Uy = u(l — @xu), t>0 xR,

u(0,-) = up. 13)

Here, ¢ is a probability density that represents the strength of the competition between in-
dividuals a given distance apart. Equation (1.3) has garnered much interest recently, mostly
for two reasons. First, it does not admit a comparison principle, leading to inherent tech-
nical difficulties — even proving a uniform upper bound on u is non-trivial [114]. Second,
unusual behaviour may occur, such as the existence of oscillating wave trains behind the front
[88, 99, 102, 151]. The model (1.3) considered here was first introduced by Britton [37] and has
a quite involved history, see the introduction of [28] for a brief overview.

My second contribution concerns the study of propagation in the nonlocal Fisher-KPP
equation. As far as the behaviour at the front is concerned, the main results before this
work were that travelling waves of speed ¢ = 2 exist [87, 102] and that solutions to the
Cauchy problem with an initial data compactly supported to the right propagate with speed
c(t) = 2+o0(1) as t — +oo [114]. With Henderson and Ryzhik, we refine the propagation
result obtained in 2014 by Hamel and Ryzhik [114]. We show that tracking more precisely
the front position (that is, getting a Bramson type correction) involves the rate of decay of
the kernel ¢ at infinity. When ¢ decays fast enough, solutions to (1.3) spread as those of
the local equation: the front is at a position as in the standard Fisher-KPP equation, up to a
constant order error. However, when ¢ decays slowly, and the competition at large distances

14



1.3. The nonlocal Fisher-KPP equation: when the competition kernel influences the Bramson correction.

is relatively strong, the delay behind the "traveling wave" position 2t is not logarithmic but
algebraic, of the order O(t?), with B depending only on the rate of decay of ¢.
Let us make our assumptions more precise. First, we assume that ¢ is an even, continuous,

and bounded probability density:

/ p(x)dx =1, and ¢(x) = ¢(—x) forall x € R. (1.4)
R
In addition, ¢ has some “mass” near the origin, that is, there exists 7, > 0 such that

(P(x) > U(P]l[f%,%]' (1.5)

The behaviour of u depends strongly on the tail behaviour of ¢. Here we make two different
assumptions, that are helpful for the upper and lower bounds, respectively. The first assump-
tion, an upper bound on the tail of ¢, is that there exists A, > 0 and r > 1 such that, for all
R>1,

/R @(x)dx < ApR™"1. (1.6)

Sometimes we will need to complement this with a lower bound on the tail: for all R > 1, we
have

® B
/R p(x)dx > AR (1.7)

Roughly, (1.6) and (1.7) mean that ¢ ~ x™" for x > 1.
For the initial condition, we assume that g is localized to the left of some point xo:

0<up<l, Jxo such that up(x) =0 forall x > xp, and liminfug(x) >0. (1.8)

X——00
The main result is the following.

Theorem 1.3 (B., Henderson, Ryzhik [B22]). Suppose that u satisfies (1.3), with ug as in (1.8) and
@ satisfying (1.4), (1.5), and (1.6).
If r > 3, then the solution u propagates with a logarithmic delay:

hmmfmfu(t 2t — §logt—l—x) >0,

t—oo x<0
and
3
lim lim sup sup u(t 2t — = logt + x) =0.
T tse0 x>L
If r = 3, then the solution u propagates with a larger logarithmic delay: there exists S, > s, > 3/2

such that

liminf inf u(t 2t — S,logt + x) > 0,

t—oo x<

and
tlggo ilil(:)) u(t 2t —sylogt + x) = 0.
If r € (1,3), then the delay is algebraic: there exists C, > 0, depending only on r, ¢, and Ay,
such that .
liminf inf u (1,2t = Cyt 17 +x) >0,

t—oo  x<0
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and, if additionally (1.7) holds, then there exists c, € (0, Cq,), depending only on oy, 1, and A, such
that
lim sup u (t, 2t — C(pt% + x) = 0.
t—o0 x>0
This result is interesting for at least two reasons. First, getting algebraic types of delay
with explicit powers is not so common in reaction-diffusion frameworks. Second, it puts
forward that even though linearised problems are of constant importance in the proofs, the
nonlinearity cannot be totally forgotten in general and plays a crucial quantitative role on the
dynamics. We note that a parallel work by Penington [159] with probabilistic techniques and
roughly similar but eventually weaker results appeared at the same period as ours.
Let us now comment on the proof of the main result of this section, Theorem 1.3. First of
all, the main tool that allows us to get “reasonably sharp" asymptotics for the front position is
again a local-in-time Harnack inequality that is of independent interest.

Proposition 1.4. Suppose that v € L®([0, T| x R) is a non-negative function that solves
v = Uy +¢(t, x)0,

on [0,T] x R with ¢ € L®([0,T] x R) and T > 0. Then, for any p € (1,00), there exist positive
constants «, B, and C, that depend only on ||c|| L((0,7]xR) @nd p, such that, for all x,y € Rand t €
(0, T, we have

1

12
o(T, x)ret+ . (1.9)

1
P

1
o(T,x +y) < Clloll i1y «r

We have used a less precise form of it in the previous section (see Proposition 1.2) to obtain
the logarithmic delay for solutions of the cane toads equation in [B20]. With this inequality
at hand, it is possible to relate the nonlocal Fisher-KPP equation to some local Fisher-KPP
equation with a time dependent logarithmic type nonlinearity. Of course, the form of this
latter nonlinearity induces technical difficulties that are more involved than for the cane toads
equation.

Since the scales at hand are unusual, we pursue our discussion with explaining heuris-
tically how to get the various forms of delays and how relevant scales appear. The upper
bound for » > 3 is obtained by a rather direct adaptation of the arguments in [111]. Let us
outline a heuristic argument leading to the upper bound for r € (1,3). It also explains how
the exponent 2= comes about.

1+r
Let the front have a delay d(t) behind 2¢, so that

inf u(t,x) > &, 110
et (%) 2 % (1.10)

with some 6y > 0. We expect that the solution looks like an exponential to the right of
x =2t — d(t) and until the “front edge" at x = 2t + ¢(t):
u(t,x) ~exp{—(x —2t+4d(t))}, forx e (2t —d(t),2t+e(t)). (1.11)
The diffusive Gaussian decay dominates the exponential “travelling wave" decay for x > 2t +
e(t). Using (1.10) and then (1.7), one may estimate ¢ * u(t, x) when x € (2t —d(t),2t +e(t)) as
20—d(t)

¢ u(t x) > 50/ o(x —y)dy 2 (x — (2t =d(t)))' ™" 2 (e(t) +d(1)' ",

—o0
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Thus, in order for the exponential in (1.11) to be a super-solution to (1.3) inside (2t — d(t), 2t +
e(t)), we need
(e(t) +d()" = d'(t). (1.12)

We also need the exponential to be above u(t, x) at the front edge. To control u there, we use
that, letting h = e 'u, h is a sub-solution to the heat equation. In other words,

ht S hxx

and, hence, for all x > 1,

x—y|? x
e tu(t,x) = h(t,x) < / et up(y)dy < \feﬁ. (1.13)
R
Thus, for u to sit below the exponential super-solution at x = 2t + e(t), we require
2t + e(t))?
exp {t - LY < ol (e(t) + (1)),
that is,
e(t)? > 4td(t). (1.14)
Since e(t) should be o(t), we get
dt) _
t_l)l’_{loo M =0. (1.15)

Combining (1.12), (1.14) and (1.15) gives, for t large,
d(1) Se(t) " SETd()7,

and thus necessarily
d(t) < e/ )

We deduce also e(t) > t2/(147),

A way to estimate the solution from below, to get the lower bounds, is to study the lin-
earised Fisher-KPP equation with a Dirichlet boundary condition at 2t + e(t), as in [111]. The
problem that comes up after removing the exponential factor is

zt =z +€(t)(zx —2z), t>0,x>0,
z(t,0) = 0.

Once again, the case r > 3 is treated similarly to [111]. In particular, while the term ¢’(#)z is
important and is responsible for the 3 pre-factor in the logarithmic correction, the drift e’ (t)zx
is negligible. Roughly, we estimate z(t,x) at x ~ /t, and use a “tracing back to a shifted
travelling wave” argument, to construct a sub-solution for u. In the case when r = 3, the
diffusive scale and the induced drift have the same order. Here, the balance of these two
scales causes a somewhat larger delay, but the strategy is more or less the same. When r < 3,
we choose e(t) = t7. Since now < > 3, the drift ¢/(t)zy can no longer be neglected, and
the choice of the exact exponent <y is necessary to get matching asymptotics. We explicitly
construct a sub-solution to u to estimate the solution at the far edge, and then perform a
“tracing back” argument with a travelling wave.

For the detailed proofs, we refer to the paper [B22].
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1.4 Closing a gap in the non-linearities: a Fisher-KPP equation with
a logarithmic type nonlinearity

As briefly explained in the previous paragraph, the study of the nonlocal Fisher-KPP equa-
tion had led to investigating local Fisher-KPP type equations with rough logarithmic non-
linearities. It was thus very natural to focus more precisely on the following model

U = Upy + U <1 —A <log (Z))l_r> , (1.16)

forr >1, A >0, and v = ATV We note that v is a normalisation constant that may

be removed by scaling; however, it ensures that 1 is a steady state of (1.16). Our goal with
Henderson in [B19] was to understand the effect of the parameter r, which quantifies the sin-
gularity of the reaction term, on the behaviour of solutions. In particular, we study the shape
of the minimal speed traveling wave solutions of (1.16) and the spreading of the solutions of
(1.16) when the initial density u is localised.

Our first result is about the behaviour at infinity of critical (minimal speed) traveling wave
solutions of (1.16); that is, solutions to

U =U"+ U <1 —A <log (11,/1»1_) (1.17)

with the far-field conditions U(—o0) = 1 and U(+4o0) = 0. In the study of invasion in the
Fisher-KPP equation, critical traveling waves attract any reasonable initial data and the shape
of their profile at +oo is crucial to quantify the position of level sets [110]. Interestingly, the
nonlinearity influences the decay of the waves. Recently, a paper by Giletti [100] reveals similar
features for some Fisher-KPP equations with degenerate monostable nonlinearities.

Theorem 1.5 (B., Henderson [B19]). Let U be a traveling wave solution of (1.16), that is solving
(1.17). Then U is monotonically decreasing, less than 1, and has the following behaviour at infinity:

(i) If r > 3, then élim U(E)/ (Ee %) = K for some x > 0.
— 0

(ii) If r = 3, then glim U(E)/ (&% °) = « for some k > 0 and where w is the unique solution of
—00
a(e — 1) = A such that o > 1.
(iii) If r € (1,3), then
lim log(efU(Z))  2VA

Eoo g% 3—r

Importantly, this theorem shows that the transition between the standard Fisher-KPP
regime and the regime for which the nonlinearity plays a crucial role in the decay of the
waves happens at r = 3. This transition is new in the literature up to my knowledge.

Having this in mind, we are interested in deriving as explicitly as possible the Bramson
correction. The earlier result with Ryzhik in [B22], presented in Theorem 1.3, gives its existence
and order of magnitude (that is, either logarithmic of algebraic) but explicit constants in front
were not found in that work. The main result here is the following.

Theorem 1.6 (B., Henderson [B19]). Suppose that u satisfies (1.16).
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1.4. Closing a gap in the non-linearities: a Fisher-KPP equation with a logarithmic type nonlinearity

(i) If r > 3, then the solution u propagates with a logarithmic delay:

lim liminf inf u(t 2t — élogt—kx) =1

L—oo t—o0 x<-—L

and lim lim sup sup u(t, 2t — glogH— x) =0.

L=eo ¢ 400" x>L

(ii) If r = 3, then the solution u propagates with larger logarithmic delay: defining « > 1 to be the
solution of a(x — 1) = A,

lim liminf inf u(t,Zt — 2“;_ 1 log t + x) =1,

L—oco t—oo x<—L

and  lim limsup u (t 2t — [x;— ! log(t) + x) =0.

X—r00 f—y00

(iii) If r € (1,3), then the delay is algebraic: there exists ®, > 0, such that

lim inf u(t,x) =1 and lim sup u(t,x) =0,
=00 x<2t—@, AVtP+0(tF) 00 50t @, ATHh—o(tF)

with 7y := & and B := 37%. Further, ©, = ((0) where i solves

¥ =3y — I + Ay — py
(1.18)

¥ (7r) = 742" + _ﬁ’ir where 7, = (1 +71)7.

Each delay coefficient has a heuristic meaning behind it that we shall now comment on.
As described in the introduction of [B22] and in the previous section of this manuscript, the
main length scale on which the nonlinearity acts is x ~ ¢,

When r > 3, then ¢ < 1/2 and the diffusive length scale x ~ t1/2 dominates, allowing us
to ignore the nonlinearity. In this case, the heuristics are as in the standard case of a Fisher-
KPP nonlinearity: roughly, following [111, Section 1], the 3/2 coefficient arises because the
time decay of the (Dirichlet) heat kernel on the half-line [0, ) is 2.

When v = 3, ¥ = 1/2 and both scales balance and the nonlinearity is relevant. In this
case, the coefficient @ + 1/2 comes from the fact that solutions of 1; = hyy — Ax~2h have time
decay t~%~1/2 (note that, from Theorem 1.5, we expect log(v/h)!~" ~ x~2 when r = 3). The
analysis is done in self-similar diffusive variables. The proof uses the same techniques as in
[111], by writing an expansion of the rescaled solution on a suitable Hilbertian basis. Due to
the added induced drift, operators are a bit modified compared to [111] but the spirit is the
same. Moreover, the nonlinearity requires additional estimates in the rescaled variables.

When r € (1,3), the scale of the nonlinearity is larger than the scale of the diffusion. Thus,
to understand the dynamics, it is required to understand the large deviations rate function
appearing on that scale. Since the phenomenon is a bit newer in that case, we expand a bit
more. We begin by changing variables to the moving frame and removing an exponential
factor; that is, we let u(t, x + 2t — s(t)) = ve *v(t, x). Then

Ut+s(t)(vx_v> :Uxx_A<x+10g(1/Z))> (r— l)
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Chapter 1. Bramson delay in nonlocal models

From [B22], we know that the correct length scale to look on is x ~ t7. Hence, let

1
o(t,y) = ——logo(t!/%,y7/P)

Note very importantly the large deviations flavour of this ansatz: this is where the mixing of
scales appears and where v > 1 plays a role. The correct length scale to look is larger than
the diffusive one.

Recall from [B22] and from Theorem 1.3 that the delay should be O(t#). Set (again, heuris-
tically) s(t) = 0tf, where the goal is to determine 6 so that w = O(1) near the origin (since we
expect u to be O(1) near the front). This requires ¢(7,0) = O(1/7) and gives the following

—=l _rm1 (1)
ﬁTgoT_W%Jrﬁ(PJF%( . ‘Py+1)—7 Pyy — ,%,2+A<y+r 3-’@) :

Formally taking T — oo (and assuming that T¢, — 0 since we expect equilibrium dynamics),
we obtain the limit equation

@71 = ryey — (Ay'™" = B0+ ¢)) =0 in (0,00),
9= (0) =0
We now explain how to guess the correct value of 6. This comes by comparing the asymptotics

of the solutions of such an ODE to expected asymptotics of v.
One solution of this quadratic polynomial is given by the solution of the following ODE.

o g g e
qu(w:zy—\/ 4y +AYT =B,y >0,

9= (0) =0
If we expect convergence of u to a travelling wave in the moving frame, it is then natural in

view of Theorem 1.5 to expect that v(t, x) ~ exp {Mix 2 } close to zero. This fits exactly with

the asymptotics of ¢* near y = 0 for any compatible value of 6. We make two observations
from this. First, since this works for all 8, 6 cannot be defined at this stage. Second, we arrived
at this ¢* via a quadratic formula, which involves choosing a root. Had we chosen the other
root, the traveling wave asymptotics would not hold, allowing us to conclude that we have
chosen the correct root for small y.

However, we expect v(t, x) ~ e very far ahead of the front. This corresponds to ¢* ~
y?/4 when y > 1. Unfortunately, if > 1 then ¢ cannot be extended as a solution to large
y, and, even for those 6 for which it can, ¢ does not grow quadratically. Thus this ¢ cannot
the expected ¢* when T goes to infinity. To solve this issue, define

2,2
@zsup{QE]R:%—i—Ayl’r—,Bgow>0fora11y20}.

By a continuity argument, if 6 = ©, ¢* touches the curve I' “tangentially”. There is only one
touching point 7,. Thus, when § = ©, we construct the C! globally defined solution ® which
is equal to ¢ to the left of 7, and solves

Py(y) = 2y + /BT —®)  in (7,,00).

With this definition, ® solves (1.18), ® ~ © — 3‘/:]/ 2 wheny ~ 0, and ® ~ y2 /4 when
y > 1. Hence ® is the ¢ that should arise from ¢ when taking T — oo, above. Making this

precise choice § = @ is the only way to make this happen.
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1.5

1.

Perspectives

Convergence to a travelling wave.

It has been proved by Bramson [35, 36] that in the shifted frame including the logarith-
mic delay, a solution to Fisher-KPP equation converges to a translate of the travelling
wave corresponding to the minimal speed ¢* = 2. His proof is quite elaborate, and
based on probabilistic arguments. Later, and actually rather recently, Nolen, Roquejof-
fre and Ryzhik have given a proof using purely analytic techniques [155]. This opens
the possibility of working on the similar question for more involved local and nonlocal
models. Since the value of delays is known explicitly for the cane toads equation (1.1)
and the Fisher-KPP type equation with logarithmic nonlinearity (1.16), one could think
of the behaviour of the solutions of these equations in the relevant shifted frames. Note
that the case of nonlocal equations might be more involved since the behaviour at the
back of a front is sometimes very subtle.

. Harnack inequalities with kernel operators.

An important tool in our proofs above when the models were nonlocal was a local in
time Harnack inequality to recover a local model. We could achieve it for a diffusion
operator of parabolic type. Actually, for a modelling point of view, having mutations
represented by a kernel operator would be very relevant. Getting Harnack inequalities
in this framework is likely to be more involved since heat kernels are less precisely
known and such operators are less regularising. Elliptic type Harnack inequalities exist
for kernel operators [62], but investigations seem to have to be made to have general
inequalities in the time dependent case.

Numerical schemes to catch the Bramson correction.

Up to my knowledge, getting a good numerical approximation of the Bramson correc-
tion is not that well documented. Since several different types of order of magnitude
of Bramson type corrections appear now in the literature, I believe that this lacks to
the toolbox. Especially in the perspective of the next chapter, concerning accelerated
profiles, for which having precise schemes is very open.

A word about the Bramson correction for integro-differential operators.

The strategy developed by Hamel et al. can be applied to nonlocal dispersion cases
where individuals can make large jumps. In such a situation, the Laplace operator is
often replaced by a convolution operator, see Chapter 3. Graham [103] has proved, un-
der reasonable restriction on the thin tailed jump kernel, that the Bramson correction
happens in the integro-differential KPP equation. However, even though the base of the
proof is the Hamel et al. strategy, part of the techniques for the estimates use proba-
bilistic arguments that are not necessarily extendable to more involved situations, like
heterogeneous media for instance, or with various nonlinearities. Cleaning this would
be interesting for further development.
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Chapter 2

Dispersal evolution and front
acceleration in cane toads
type equations
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This chapter mainly investigates super-linear spreading in structured equations of cane
toads type. The invasion of cane toads has interesting features different from the standard
spreading observed in most other species [162]. Rather than invading at a constant speed, the
annual rate of progress of the toad invasion front has increased by a factor of about five since
the toads were first introduced: the toads expanded their range by about 10 km a year during
the 1940s to the 1960s, but were invading new areas at a rate of over 50 km a year by 2006.
This is exactly an accelerated invasion.

The cane toads equation presented in the previous chapter can model an acceleration
when considered with unbounded phenotypical traits. A formal argument in [B6] using a
Hamilton-Jacobi framework predicted front acceleration and spreading rate of O(t3/2). In this
chapter, we will present the paper [B21], that gives a rigorous proof of this spreading rate
with quantitative estimates. Later on, we will show how the technology used in [B21] can be
also used to get an interesting feature for a bistable cane toads equation: the acceleration still
occurs despite the bistability [B18]. Lastly, we study the influence of a mortality trade-off on
the spreading rate of cane toads fronts [B9].
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Chapter 2. Dispersal evolution and front acceleration in cane toads type equations

2.1 A quantitative proof of acceleration in the cane toads equation
with unbounded traits

Let us consider jointly the following two models. The first one is the (nonlocal) cane toads
equation as exposed in Chapter 1,

U = Oy +ugg +u(l—p), p(tx)= /9 n(t,x,0)d, t>0,xeR, 0ecO. (2.1)

The second one is the natural local version of the former,
U = Ouyy +ugg+u(l—u), t>0,x€R, 0€0. (2.2)
Both are supplemented by the Neumann boundary condition at 6 = 6:
ug(t,x,0) =0, t>0, x € R.
Our first result concerns the local equation (2.2).

Theorem 2.1 (B., Henderson, Ryzhik [B21]). Let u be the solution of the local equation (2.2), with
a compactly supported initial data. Fix any constant m € (0,1), then
max{x € R:30 € O,u(t,x,0) =m} 4

li -
Pt 13/2 3’

The limit is uniform in m € [e,1 — €|, for any € > 0 fixed.

The assumption that u( is compactly supported is made purely for convenience, one could
allow more general rapidly decaying or front-like initial conditions. The theorem gives the
exact propagation rate %t% as was imagined in [B6].

Our second main result is for the full non-local model (2.1). We obtained the first front
acceleration result for this equation, with non-matching lower and upper bounds at that time.

Theorem 2.2 (B., Henderson, Ryzhik [B21]). Let u be the solution of the non-local cane toads
equation (2.1), with a compactly supported initial data. Fix any e > 0, there exists a positive constant
Ce, depending only on €, such that

: >
8 (1—¢) <limsup max {x € R3/§(t’x) = Ce}. (2.3)
3v/3/3 to0 t
In addition, if m is any constant in (0,1), then we have that
: >
lim sup max{x € R: p(t,x) > m} 4 2.4)

oo £3/2 =3

Let us note that taking inspiration from the strategy of [B21], Calvez and co-authors found
the exact constant involved. Their study is based on finding more refined trajectories related
to the problem to replace the ones we will briefly describe below. It is important to notice
that both lower and upper bounds are in fact not sharp, revealing that the lack of comparison
principle due to the nonlocal nature of the equation is not the only reason for having unsharp
results. Of course, this was not understood before the contribution [B21].
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2.1. A quantitative proof of acceleration in the cane toads equation with unbounded traits

We now describe the strategy of the proof of Theorem 2.1 (as done in [B21]). We construct
sub- and super- solutions, and the difficulty is to design nicely both of them. Nevertheless,
a common point to both is to take advantage of an Hamilton-Jacobi framework, formally
presented in [B6], that we shall briefly present below.

Formally rescale the linearised cane toads equation (common to both local and nonlocal

models!) the following way,
0 t x 0
(t/ X, ) — E/ 837/ g .

ewt = 20w, + *wy + w'.

One is led to solve

The Hopf-Cole transformation is an effective tool in the analysis of front propagation for
reaction-diffusion equations — see, for instance, [85, 92, 21], including parabolic integro-differential
equations modelling populations structured by a phenotypical trait (see [76, 160, B25]). It is

not a surprise to perform
3
w® = exp <—(Z> ,

9f + 095 |* + |51 = 09, +e9hy + 1,

so that

and obtain, in the formal limit as ¢ — 0, the Hamilton-Jacobi equation
@i+ 0|px|* + |pol” = 1.

Miraculously, we obtain an explicit formula for ¢(t,x,8), ¢(t,x,0) = 4}7 (9 + Z(x, 9)2)2, where
73 +30Z+3x = 0.
This offers a serious candidate for a super-solution to (2.1) and (2.2)

i(t,x,0) = exp {t - 417(9 + ZZ(X,G))Z} :

For some technical reasons developed with greater detail in [B21], this has to be modified a
bit to get a proper super-solution, as shown in Figure 2.1.

To get lower bounds, the idea is to construct sub-solutions of the linearised problem with
the Dirichlet boundary condition on a moving boundary of a domain £(t), and then use them
to deduce a lower bound on the solution of the linear and nonlinear problems. The goal is to
have £(f) move as fast as possible while ensuring that the solution of the linearised problem
is O(1) - it neither grows too much, nor decays.

The domain £(t) moves on suitable trajectories. Roughly, we choose the optimal trajecto-
ries associated to the Lagrangian of the cane toads diffusion operator,

2 2

_ %, Y
L(x,0,vy,09) = 10 + 1
They solve Euler-Lagrange type equations.
dX(s) do(s) dPy(s) dPy(s) 5
P 2P (s)6(s), A 2Py(s), P 0, i Py(s)

25



Chapter 2. Dispersal evolution and front acceleration in cane toads type equations

2
C(a)exp{t—i—a—zl(fiﬂ)} R

Figure 2.1: Sketch of the super-solution that achieves the upper bound in Theorem 2.1 and
Theorem 2.2.

Luckily, here they are,

x0=(3-5) ()37 00=(),

taking into account the fact that we want the trajectories that travel from the origin to the far
edge (Xedge(t), Beage(t)) = (5132, ) of the level set {iu(t,x,0) = 1}, given by

0+ Z(x,0)% =2t

To satisfy some technical requirements, the exact trajectories we choose in the paper [B21] are
slight modifications of these, that we omit for the sake of conciseness.
The domain we slide along a trajectory is an ellipse of the form

(x — Xr(s))?
Or(s)
Given a large time T, it is clear from its definition that such an ellipse moves along the
trajectory (Xr(s), ©r(s)) on the time interval [0, T], starting at a point (Xr(s),®7(0)). The

bump we define on £(s) is a function v which solves

Er(s) = {(x,@) €ER x [8,00] : + (6 — 0(s))? < RZ}.

;

U — O0vyy —vgg < (1 —¢)v, (s,x,0) € R x Er7(s),
v(s,x,0) <1, (s,x,0) € [0,t] x Er1(s),
v(s,x,0) =0, (s,x,0) € [0,t] x 9Er T(s),
L 0(0,x,0) <9, (x,0) € Er7(0),

and such that [|o(T,-,-)|r~ > 1 —1, and v(T,x,0) > Cg for all (x,0) € S%T(T), with a
constant Cr > 0 that depends only on R. Of course, all parameters appearing here have to
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2.1. A quantitative proof of acceleration in the cane toads equation with unbounded traits

be fitted suitably to get a complete argument, we refer to the original paper [B21] for the full
proof, especially for the construction of the function v [B21, Lemma 4.1]. We only want to
present ideas here. We summarise this discussion in Figure 2.2.

Trait variable 6

1 1
0 0.2 0.4 0.6 0.8 1 1.2 1.4
Space variable x

Figure 2.2: The level set {#i(t,x,0) = 1} in the phase space (x,6) for different values of time
and the optimal trajectory, see also [B6]. We also plot the trajectories that lead to the edge of
the front for various values of time.

The previous strategy gives the sharp rate for the local model. For the nonlocal model,
since the argument goes by contradiction due to the lack of maximum principle, it is necessary
to use sub-optimal trajectories, leading to the sub-optimal constant —2— in (2.3). Actually,

34/3V3

as revealed by a later work by Calvez et al. [46], the good trajectories to take are more involved
and getting the sharp rate needs to take an Hamilton-Jacobi equation that takes into account
the nonlinearity in a crucial way.

We should mention the concurrent work by Berestycki, Mouhot, and Raoul [29], who
use a mix of probabilistic and analytic methods to prove the same sharp result in the local
model (2.2). In addition, they prove the sharp asymptotics in a non-local model where p is
replaced by a windowed non-local term. Ecologically, the windowed term models a situa-
tion where individuals compete for resources only with individuals of a similar trait. The
techniques of [29] do not seem to apply to the full non-local model that we address here.
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Chapter 2. Dispersal evolution and front acceleration in cane toads type equations

2.2 Super-linear spreading in local bistable cane toads equations

We study the influence of an Allee effect on the spreading rate in a local reaction-diffusion-
mutation equation modelling the invasion of cane toads in Australia. We are, in particular,
concerned with the case when the diffusivity can take unbounded values. We show that
the acceleration feature presented in Theorem 2.1 and Theorem 2.2 that arises in this model
with a Fisher-KPP, or monostable, non-linearity still occurs when this non-linearity is instead
bistable, despite the fact that this kills the small populations. This is in stark contrast to the
work of Alfaro [4], Gui and Huan [108], and Mellet and Roquejoffre and Sire [147] in related
models, where the change to a bistable non-linearity prevents acceleration. This shows that,
for the cane toads equation, acceleration is a bulk phenomenon, i.e. that it is not driven by
small populations far from the origin.

Fix a non-linearity f : [0,1] — [0, co] that is a Lipschitz continuous function such that there
exists a € (0, 3) with

flu) >u(u—a)(1—u).

We assume also that f(0) = f(1) = 0. Note that this assumption allows to cover all three of
the bistable, ignition and monostable cases in one argument. However, our interest here is
not in the monostable case, already extensively discussed in the previous section. As a matter
of fact, the result we will obtain here is not quantitatively sharp: only the occurence of the
acceleration phenomenon is discussed.

We are interested in the long-time asymptotics of solutions to the Cauchy problem

ur = Ouyy +ugg + f(u), (t,x,0) e R" xR x O,
ug(t,x,0) =0, (t,x) e RT xR, (2.5)
u(0,x,0) = up(x,0) (x,0) € R x ©.

The initial data function u is assumed to satisfy

uo = Ir-x0,(1+1)0)

where A > 0.

Using the same equation with a monostable non-linearity as a super-solution to (2.5), the
results from [29, B21] show that no level set can move faster than O(#3/2). Our main result is
to show that a lower bound of the same order holds as well.

Theorem 2.3 (B., Henderson [B18]). Fix any m € (0,1). There exists Ay € R, depending only on
aand 6, and v € RY,, depending only on «, such that if A > Ao then

.. . max{x:30 €O, u(t,x,0) =m}
h{gglf $3/2 =

To prove this theorem, we follow a similar strategy as exposed in the previous section: in
rough words, we slide a suitable “bump" along suitable trajectories in the phase plane R x ©,
making sure that the ball remains below the solution of the original Cauchy problem (2.5).
Once the trajectories are well chosen, this will imply the acceleration phenomena claimed in
theorem 2.7. However, the “bump” sub-solution is significantly more complicated to create in
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2.2. Super-linear spreading in local bistable cane toads equations

this setting than in the monostable one. Indeed, in [B21], the sub-solution is created almost
entirely with the linearised (around zero) problem. In our setting, of course, the linearised
problem decays to zero on any traveling ball. We describe how to overcome this difficulty
below.

To begin, we fix a large T > 0 and any level set height m € (0,1). We then define a
trajectory in the space R x © by

s — (Xr(s),Or(s)),

for any s € [0, T|. The coordinate functions (X7, ®7) are depicted in Figure 2.3.

Figure 2.3: Plot of the trajectory in the phase plane (x,0). We emphasize that the first part of
the trajectory corresponds to a movement towards large traits only in the 0-direction, whereas
the second part of the trajectory corresponds to a movement towards large space positions
only in the x-direction, at an accelerated spreading rate. The red dotted line is the support of the
initial condition. The red bold line is the initial support of the sub-solution w : it sits inside
the support of the initial condition.

In order to slide a bump along this trajectory, we define the moving (growing) ellipse

— Xr(s))?

Exr(s) = {<x,e> cRxo: ol 4 (- 0152 < Rz}

(observe that it is the same as in the previous section) and the moving (growing) annulus

— X1(s))?

Agr(s) = {(x,m eRx0:A < F o (0 - 0r(9)? < 4R2},

where R is a positive constant to be chosen later that encodes the sizes of this two objects.
We now build a sub-solution to (2.5) on the bigger ellipse Ag 1 U Er 1, what we called a
“bump” above. We shall patch together a solution w™ > « on Eg 1 of

w = 0w, +wgy + fr(wh), (x,0) € Er7(s),
wt = o, (x,@) € GER,T(S),
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Chapter 2. Dispersal evolution and front acceleration in cane toads type equations

and a positive solution w~ < a on Ag 1 of

w; = 0we, +wgy + fr(w), (x,0) € ArT,

wo=a, (x,0) € dEr T,

w 0, (X, 9) € aAR,T \ BER,T.

The new non-linearity f, is defined as follows for any r € (2a,1]:

u(u—a)(1—u), foru <a,

fr(”) =

cru(u—a)(r—u), foru>a.

where we define ¢, = (1 —a)(r —a)~!. Tt is easily verified that f,(u) < f(u) for all u, and it
is clear that f, is Lipschitz continuous. For technical reasons, we are required to take r to be
slightly less than 1 in the sequel.

A
z

w

w

0 AR ErT AR T (x,0)

Figure 2.4: Schematic plot of the flying saucer like sub-solution w that is slid along the trajec-
tory. The bolded green line denotes the set Ag r, the red dotted one the set g 7.

Now that we have defined w*, we obtain a sub-solution w of (2.5) on RT x R x ® defined
by
w=w g, +w Ly,
By construction, w is Lipschitz continuous. However, to make sure that it is indeed a sub-
solution at the boundary 0€r T we need to check properly that the normal derivatives along
this boundary are well ordered:

|anw+] Z |anw_] on agR,T,

where 9, is the (outward) normal derivative to the boundary of £g 1. This is the main technical
issue at hand in the proof.

We conclude this discussion with numerical simulations in Figure 2.5 showing this accel-
eration.
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Figure 2.5: Numerical simulations of the Cauchy problem of equation (2.5) at a fixed time,
in the phase space R x @. From top left to bottom right, the first five plots are: the initial

data, t = 30, t = 60, t = 90, t = 116 (when the simulation terminated). One can track the

accelerated behavior, for example on the space axis. The invasion at the back in the 6-direction
is expected to be linear in time. This pattern is very similar as for the monostable cane toads
equation, see also [B6, B21, 29]. The final plot is the distance the front has travelled divided
by time — here, we define the location of the front x¢(t) := max{x € R : 36, u(t, x,0) = 1/2}.
The positive slope shows that the front accelerates; were the front moving linearly, the curve
would be asymptotically constant.
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Since our interest in this part of the memoir is on nonlocal models, we conclude by dis-
cussing a nonlocal version of (2.5):

up = Ouyy +ugg+u(p—a)(l—p), (£x,0) e RT xR x0O,
p(t, x) = / u(t, x,0)de, (t,x) e RT xR,
] (2.6)
ue(t/ x/Q) == 0/ (t, X) € R+ X R,
u(0,x,0) = up(x,0) (x,0) € R x O©.

Of course, the propagation can be no faster than O(#3/2). At this time, we conjecture that
the model (2.6) exhibits acceleration and we provide some numerics in Figure 2.6 to support
this conjecture. We see the distinctive “up-and-over" behaviour that leads to acceleration for
the non-local, monostable model, see [29].

o
o

100 200 300 400 500 600
X

100 200 300 400 500 600
X

Figure 2.6: Numerical simulations of the Cauchy problem of equation (2.6) at a fixed time, in
the phase space R x ©. From top left to bottom right, the first five plots are: t = 45, t = 90,
t = 135, t = 180. One can track the accelerated behaviour, for example on the space axis.
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2.3 A mortality trade-off and its quantitative influence

It has been demonstrated by biologists that increased dispersal is often associated with re-
duced investment in reproduction, for example in populations of the peckled wood butterfly,
Pararge aegeria [119]. Some physiological description of this trade-off between dispersal and
fecundity has been reported in [148]. There, two morphs of the cricket Gryllus rubens (Or-
thoptera, Gryllidae) are studied: a fully-winged (flight-capable morph) and a short-winged
morph (that cannot fly). It turns out that the short-winged morph is substantially more fe-
cund than the fully-winged one. This widespread occurrence of dispersal polymorphisms
among insects is consistent with the fact that fitness costs are associated with flight capability.
It is now well documented that for both males and females (for example for the planthopper
Prokelisia dolus) there is a strong trade-off between flight capability and reproduction [132]. See
also [106] where the physiological differences between the male and female of two morphs
of crickets that may lead to such a trade-off are discussed. We refer to [32] for an extensive
review on the different cost types that occur during dispersal in a wide array of organisms,
ranging from micro-organisms to plants and invertebrates to vertebrates.

In view of these biological issues, we are interested in the influence of a mortality trade-
off on the rate of spreading of a structured cane toads population. Namely, our goal is to
estimate of the effect of this penalisation; that is, depending on the strength of the trade-off,
does the population go extinct or still propagate, and in the latter case, what is the effect on
the acceleration seen in [29, B21]?

To answer these questions, we focus on a cane toads equation with a mortality trade-off.

{ut:9uxx+u99-|-u(1—m(9)—p), (t,x,0) e RT xR x O, @.7)

M@(t, le) = O/ (t, X) S R+ x R.

We assume that m depends only on 6, that m(8) = 0 and that m € C?(®) increases to
+o00 as 6 tends to co. Moreover, we suppose that limy_,., m(60) /0 exists and is an element of
R* U {+oo} and that if m(8)/6 tends to zero as 6 tends to +oo, then m” € L™ (©) and there
exists 0; > 0 such that m(6)/6 is decreasing for all > 6;. An important class of examples of
such m’s are m(0) o« 67 — 6 for p > 0.

Presentation of the results

In order to expect propagation at any speed, the average growth rate 7y« in time should be
positive. This is necessary to expect any positive steady state at the back of a traveling front. In
other words, letting Q and <., be the principal eigenfunction and eigenvalue of the linearised
equation

Q"+(1-mQ=7<Q  ono, 2.8)
Q(®)=0 Q>0 '
we expect propagation only in the case that . > 0. Notice that, since m > 0 and m Z 0, Yoo <
1. The sign of 7y« does not depend strongly on the growth of m at co, but on having sufficiently
many traits with sufficiently large growth rates®. Our expectation above is confirmed by the

8Indeed, consider the following simple example. When m(0) = ¢2(8 — §)? for any ¢ > 0, one can find the
principal eigenfunction and eigenvalue explicitly: Q(6) = exp{—c (8 — 8)?>/4} and 7« = 1 — o. Though, for any
value of o > 0, m has quadratic growth, v« can be positive or negative depending on ¢.

33



Chapter 2. Dispersal evolution and front acceleration in cane toads type equations

following:

Theorem 2.4 (B., Chan, Henderson, Kim [B9]). Suppose that v < 0 and Supp(uo) is compact.
Then
lim sup u(t,x,0)=0.
=% (1 0)eR%©®
In the case of non-extinction, i.e. when . > 0, one may expect propagation of the initial
population. A first attempt in this direction is to look for travelling waves. We obtain the
following result.

Theorem 2.5 (B., Chan, Henderson, Kim [B9]). Suppose that v > 0 and that limg_,, m(60) /6 is
positive. Then (2.7) admits a travelling wave solution (c*, i), with c¢* := infy~oc). In other words
u(t,x,0) = u(x — c*t,0) solves (2.7), with c* > 0, and

liminfu(g,0) > 0 and lim sup u(¢,0) = 0.
{——00 (=09
For any given A > 0, we apply the Krein-Rutman theorem to solve the following spectral
problem and get c,,

{QQH [A20 — Acy + (1 —m(6))] Qi =0, 0co,
Q;\ (Q) = 0/ Q)\ >0

when m increases sufficiently quickly.

Our main interest is in a spreading result for the Cauchy problem (2.7). We thus ask
whether the travelling wave constructed in Theorem 2.5 is stable. This is answered by the
following theorem.

Theorem 2.6 (B., Chan, Henderson, Kim [B9]). Suppose the conditions of Theorem 2.5 hold. Sup-
pose that u solves (2.7) with a compactly supported initial data. Then there exists u > 0 such that for
every € > 0, we have

liminf inf u(t,x,0) > u, and lim sup supu(tx,6)=0.
t=oo |x[<(c*—e)t tﬁooxz(c*+s)t PcO®

This type of result is standard going back to [13, 14] in the local Fisher-KPP setting. Since
the dynamics of the solution are so complicated, it would be interesting to obtain more precise
estimates on the propagation speed. We expect a logarithmic delay a la Bramson, see [B20]
and Chapter 1 for the delay in the cane toads equation.

The condition for the existence of travelling waves may be roughly re-written as m is at
least linear. On the other hand, when m is sub-linear and 7 > 0, we still expect propagation.
Since the spectral problem (2.3) is not solvable, we may expect an acceleration phenomenon
exactly as for the cane toads equation [B6, B21]. For 6 € ©, define ®(0) = |, 99 \/m(s)ds. Define

17(t) € O to be the unique solution of ®((t)) = t. Our main result goes as follows.

Theorem 2.7 (B., Chan, Henderson, Kim [B9]). Suppose that v, > 0, m(6)/0 tends to zero as 6
tends to 4-co. Then there exist positive constants u, ¢, and ¢ such that

liminf inf  u(t,x,0) >u and lim sup sup u(tx,0)=0.
t—=oo |x|<cy(t)3/? t—o0 x>7y(t)3/2 0O
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To illustrate the result, we discuss a concrete choice of m : if m(6) ~ 67 for p € (0,1), one
can check that 7(t) ~ t2/(2+P)  hence the front is at #%/2(t) ~ t3/(2¥P). We point out that this is
an interpolation between the cases p = 1, when no acceleration occurs (see Theorem 2.6), and
p = 0, when acceleration is of order t>/2 (se Theorem 2.2). This result might be surprising at
first glance, since populations with very high traits have a negative growth rate. It turns out
that the spatial sorting still gives a strong propagation force to population with high traits at
the edge of the invasion.

Figure 2.7: Numerical simulations of the Cauchy problem of equation (2.7) at a fixed time, in
the phase space R x © at times t = 10, t = 20, t = 30, t = 40, t = 50, t = 60 with the choice
0 = .01. Left column: p = 1. Right column: p = 4/3. Both exhibit propagation at a linear rate.

A word about the proofs

The construction of a travelling wave solution with minimal speed of Theorem 2.5 is done by
building a solution to an approximate problem on a finite “slab” by a degree theory fixed point
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Figure 2.8: Numerical simulations of the Cauchy problem of equation (2.7) at a fixed time, in
the phase space R x © at times (from top to bottom) t = 10, t = 20, t = 30, t = 40, t = 50. Left
column: p = 1/3. Right column: p = 2/3. Last line: evolution of p at times t = 10, t = 20,
t =30, t = 40, t = 50. Both exhibit propagation at a super-linear rate. The transient dynamics
driving the acceleration are seen in the “head” — the light diagonal line moving and up and
to the right of the front.
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2.3. A mortality trade-off and its quantitative influence

argument. This construction appears to be a non-trivial extension of the one for the cane toads
equation with bounded traits [B4]. In particular, our proof differs from the usual procedure
in [B4] because we have both unbounded diffusivity and unbounded growth rates. In this
direction, we also point out connections to [5, 7, 26], where travelling waves for structured
models were constructed.

The proof of the spreading result in Theorem 2.6 proceeds as follows. We directly construct
a super-solution of u using (2.3), which provides the upper bound. The lower bound follows
by building a solution to a related problem on a moving ball to using the intermediate steps
of the construction of the travelling wave and applying a local-in-time Harnack inequality to
compare this to u (see the spirit of Section 1.2 and Proposition 1.4).

Let us now comment on the difficulties of the proof of Theorem 2.7. In order to obtain
the lower bound, we build a sub-solution on a moving ball using the principal Dirichlet
eigenvalue. There are two main difficulties here. First, the problem is nonlocal and thus
does not have a comparison principle. To overcome this, we relate it to a local problem by
estimating the nonlocal term p using two ingredients: when 0 is small, we may use a local-in-
time Harnack inequality and when 0 is large, we may obtain a priori estimates on the tails in
trait of the solution u. Second, in contrast to [B21] presented in the previous section, the path
of this moving “bump” sub-solution cannot be found explicitly since the ODE system for the
optimal path given by the Euler-Lagrange equation is not explicitly solvable. Instead, we must
optimize over rectangular paths as shown in Figure 2.9. First, we move mass upwards. Of
course, this mass reaches a place where the death rate is highly negative due to the strength
of the trade-off. This movement is justified by the second part of our trajectory, where we are
able to move forward in space with a very high velocity, since the space diffusivity is very
high in this zone. However, due to the strong trade-off, the mass at the end of this second step
is extremely small. It is thus mandatory to move down to small traits again, to reach a zone
where it is possible for the population to grow. Finally, in this region, we grow the population
to order one in the last step.

The strategy of the proof of the upper bound is related in spirit to [B21] but is technically
completely different. In order to avoid complications with the nonlocal term, we notice that
solutions to the linearised equation

Uy = Oty + tigg + (1 — m(0)) (2.9)

are super-solutions to u. As such we seek bounds on u. As such, we proceed by considering
R x © as a two dimensional Riemannian manifold with boundary with the appropriate metric
g. After removing an integrating factor, we may view the linearised operator (2.9) as the
Laplace-Beltrami operator A, with a potential —m(#). We may then appeal to the methods
of [137] to obtain bounds on the fundamental solution of (2.9). After some careful modification
of this fundamental solution and after reinserting the integrating factor, this provides a super-
solution to u. We note that these heat kernel estimates do not provide the propagation result
immediately. Indeed, the results in [137] give heat kernel estimates in terms of a Lagrangian,
and this Lagrangian is itself difficult to estimate precisely. The use of the estimates coming
from [137] is not common in works investigating propagation, and we believe that this is an
important addition to the toolbox for these types of problems.
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Figure 2.9: The trajectory used in the proof of Theorem 2.7 and the different steps.

Perspectives and related topics

. Sharp spreading rate in the bistable model.

In the paper with Henderson [B18], we have proved, see Theorem 2.7, that the local
bistable cane toads equation exhibits acceleration. We were not able to derive a sharp
constant because Lagrangian trajectories are less immediate and this question remains.
Concerning the nonlocal bistable cane toads model (2.6), the structure of the nonlinearity
being a bit similar to the standard cane toads (a product of u and a function of p), the
approach by Calvez in [46] could be tried.

. Bramson type correction in accelerated regimes.

We know the rate of spreading in the cane toads equation. It is interesting to wonder
which kind of lower order terms may follow. In the local equation, a conjecture is that
after the leading term %t%, will come something of the form /tIn(t). Showing such a
result could be done using the BBM probabilistic strategy.

. Invasion profiles.

A particular feature of accelerated motions (see for example Figure 2.7) is that usually
solutions flatten in space during the evolution. This is drastically different from the finite
speed propagation case for which travelling waves exist. An interesting issue would be
to be more precise on the invasion profiles for cane toads evolutions (see also Chapter 3,
Chapter 4 for similar issues on related but different models). This could require to study
more precisely thing in self-similar variables. An additional difficulty here is that the
behaviour in the direction 0 is very different from the one in direction x.

4. Toads with sexual reproduction.
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A recent topic in the mathematical biology community is to take into account sexual
reproduction in models, and then study the influence on invasions. First formal argu-
ments for toads were given in [44] and [74]. Moreover, rigorous mathematical analysis
of the infinitesimal operator have started, see e.g. [45, 157]. I believe that interesting
mathematical questions will arise from there.

. Nonlocal dispersion operators.

In the models above, mutations are modelled using a diffusion operator. It would be
more relevant biologically to take into account large jumps, with kernel operators. This
would change the analysis and require to adapt tools.

. Invasions with nonlinear gradients.

A related topic is to study invasions with nonlinear gradients. This means looking at
models of the form
Up = Uy + tgg +u(a(x,0) —p),

with a(x,0) := 1 — A(0 — O(x))?. The fittest trait is such heterogeneous in space, follow-
ing the fonction ®. The case of a linear function ® has been discussed in [7]. Still with
a linear function ©®, the case of superlinear spreading with heavy tails is done in [158].
We believe that some ideas from this chapter (sliding on trajectories, use of Riemannian
metrics) could be of help to describe propagation in these cases. Some early simulations
are in Figure 2.10.
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Figure 2.10: Various cases of non linear clines. Observe that when the gradient of the cline is
small enough regularly, propagation seems to occur. If it gets too large, the populations get
off-road.
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Chapter 3

Sharp spreading in integro-differential
equations
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In this third chapter, I will mainly discuss acceleration in integro-differential models of the
form

Uy = D[u] +f(u)r (3.1)

where D is typically a jump operator with measure J:

Dl ) 1= PV ([ fut,9) — (e )~ y) dy

In this context, the unknown function u represents a density of individuals at time t and at
position x. Here, | could have a singularity at the origin as in fractional laplacians, or could
be very regular with an emphasis put on the decay of its tails, as in kernel type operators.
In this chapter, the nonlinearity f is of monostable type, but potentially with degeneracies.
Indeed, we will consider standard Fisher-KPP, together with Allee effects and ignition type
nonlinearities. Precise assumptions will be made later on depending on the different contexts.

This kind of models arise naturally in population dynamics to model systems with non-
local effects [90, 144]. One of the most interesting features of this model, compared to the
classical Fisher-KPP equation, is that it allows for long range dispersal events. The existence
of these events depends critically on the tail of the kernel J.

When the kernel is thin-tailed, solutions to (3.1) generally exhibit the same behaviour
as solutions to the Fisher-KPP equation in the sense that travelling wave solutions exist and
solutions of the Cauchy problem typically propagate at a constant speed. There is an extensive
literature about this [171, 185, 50, 65, 64, 140, 187]. See also the work and references contained
in the habilitation thesis of Coville [63].
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On the other hand, super-linear in time propagation phenomena can occur in ecology, as
evidenced and discussed in Chapter 2. Another classical example is Reid’s paradox of rapid
plant migration [58, 57] that is usually resolved using jump processes with fat-tailed kernels.
Note that the mechanism at stage here is different from the one of cane toads equation. In
general, proving that propagation is super-linear in nonlocal dispersion models like (3.1) is
not extremely difficult. We can readily cite [144, 187, 98] for acceleration when the dispersion
kernel | is smooth with heavy tails, or [40, 41] where a group around Cabré and Roquejoffre
studied in details the fractional Fisher-KPP equation concluding to an exponential propagation
behaviour. However, getting sharp rates of expansion is much harder since it requires to
provide very precise estimates. Even though the maximum and comparison principles are
available, this is still quantitatively involved in full generality due to the non-local nature of
the model.

We will make mathematically precise what we call a thin—tailed or a fat—tailed kernel in the
following sections.

This chapter is devoted to presenting several results I obtained in [B10, B11, B17]. My
contributions are around finding sharp rates of acceleration in three configurations. The first
one deals with the case of a convolution operator with a rather general fat-tailed kernel and
a KPP-type nonlinearity. The second one is about getting a sharp rate of expansion when
the reaction takes into account an Allee effect, and the dispersal has a rather general jump
measure. Lastly, I will describe the case of an ignition nonlinearity.

3.1 More precise rates of expansion when f is of KPP type

We focus on the asymptotic behaviour of solutions to the following integro—differential equa-
tion

up=Jxu—u+u(l—u), in (0,+00) xR,
' (1—u) (0, +o00) 52)

u(t=0,-) = uop.

where
Jxw)t,x) = [ JGx=yult,y)dy.
The kernel | is a symmetric probability density, that is, for all x € R,
[J@ax=1 J@ =) ad JE@ >0

The decay of ] is encoded by the function k := —In(J), for which we further assume the

following three properties:

1. Monotonicity and asymptotic convexity of . The function k € C?(IR) is strictly increas-
ing on (0, +c0) and asymptotically concave, that is, there exists Xconc > 0 such that

{k(x) >k(y), ifx>y>0 and
0

k' (x) < if X > Xcone-

Without loss of generality, we suppose that k(0) = 0, or J(0) = 1, since otherwise we
may re-scale the equation. This implies that J(R) = (0,1]. Moreover, | is invertible on
R™, this inverse from (0,1] to R is what we denote | 1 in the sequel. Similarly, k is
invertible on R, this inverse from R* to R" is what we denote k™! in the sequel.
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2. Lower bound on the tail of . The kernel | decays slower than any exponential in the

sense that
lim sup - Kx)
e k()
Roughly speaking, this implies that k grows sub-linearly and that J'(x) = 0xe(J(%)).

<1

3. Upper bound on the tail of /. The tail of | is thinner than |x|~!, the threshold for
integrability, in the sense that
e . . !
TRES 11£r_1>g1ka (x) > 1.
The main examples of kernels | that satisfy all this are either sub—exponential kernels where
f(x) = (14 |x|*)*/? with « < 1 or polynomial kernels where f(x) = aIn(1 + |x|?)/2 with
a>0.

Garnier [98] proved that the acceleration propagation of the solution of (3.2) can be mea-
sured by tracking the level sets E (t) := {x € R : u(t,x) = A} of the solution u, where
A € (0,1). Under the fat-tailed kernel hypothesis, these level sets move super-linearly in
time. More precisely, Garnier [98] proved that there exists a constant p > 1 such that for any
A € (0,1) and any € > 0, any element x, of the level set E, satisfies for all ¢ > 0 and ¢ large
enough:

]71 (ef(lfs)t> < |x/\(t>‘ < ]71 (efpt) ,
or equivalently,
K (1 —e)t) < |xa(t)] <k T (pt). (33)

With Garnier, Henderson and Patout, we were interested in refining these estimates. Our
starting point is the following double inequality that we obtain by means of sub- and super-
solutions.

Proposition 3.1 (B., Garnier, Henderson, Patout [B17]). Assume that there exists two positive
constants C and C such that C < 1 < C and

and that ug is symmetric. Let u be a solution of eq. (3.2) with initial data ug. Then, there exists a
bounded positive function 68, which only depends on |, such that 6(s) — 0 as s — oo, and positive
constants C < 1 < C, such that, for all t > 0 and x € R,

Cexp <— fOtG(s)ds>

2Cexp (fot 9(5)d5)
1+ ekt '

14 ekt

<u(tx) <
We show that the left hand side and the right hand side of Proposition 3.1 above are

respectively a sub- and a super—solution of eq. (3.2). Observe these are both constructed from
solutions to the family of decoupled ODEs:
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parametrized by x € R. The construction of the function 6 appears when showing that one
can achieve

—b0p < J*x¢p— ¢ <00¢.

The latter step is the most involved and requires some computations, presented in [B17]. As
already noticed by Garnier in [98], in this kind of models, dispersion and growth are kind of
decoupled. Once the initial data is prepared after a short time to look like ], the propagation
is only triggered by growth.

The first result that we are able to get is an asymptotic expansion of x,. We can state it in
two ways.

The first way is an echo again to the last decade of work on the use of Hamilton-Jacobi
equations to describe invasion dynamics. This is a generalisation of [150]. Rescale time and
space as follows: t — L and x — (x) := sign (x)k™! (@) and define the solution u,
in the new variables: u.(t,x) = u(L,¢¢(x)) where u solves (3.2) with initial condition u°
satisfying (3.4). In the large scale limit ¢ — 0 with our change of variables, we expect this
propagation to be transformed into dynamics of an interface moving with time. To capture

this phenomenon, we use the logarithmic Hopf-Cole transform [85, 95] as follows:
e := —elnu,.

Theorem 3.2 (B., Garnier, Henderson, Patout [B17]). Let u. be the solution of (3.2) with initial
condition satisfying (3.4). As ¢ — 0, the sequence ¢, converges locally uniformly on (0,00) x R to

¢(t,x) := max{f(x) —¢t,0}.
Moreover,

(a) uniformly on compact subsets of {¢ > 0},

e—0

(b) for every compact subset K C Int ({¢(t,x) = 0}),

limu,(t,x) =1,
e—0

where the limit is uniform in K.

Since k is a continuous and increasing function of |x|, the boundary of {¢(t,x) =0} is
given by |x| = k7!(t). Hence, as ¢ — 0, u, ~ 1 if and only if |x| < k~!(t). As such,
Theorem 3.3 implies that the location of the front of u is ~ f~!(t). When k is sub—exponential
of the form k(x) = (1 + |x|?)*/? with & € (0,1), we see that the front is located at ~ /%, In
the thin-tailed limit « — 1 see recover constant speed propagation. On the other hand, when
] is a polynomial function such that k(x) = (1 +a) In(1 + |x|?) /2, with a > 0, we see that the
front is located at ~ e!/(1%),

The second way is to recast the double inequality of Proposition 3.1 and combine to [98]
to get
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Theorem 3.3 (B., Garnier, Henderson, Patout [B17]). Let u be the solution of (4.1) with initial
condition satisfying (3.4). Then,

k(lxa(£)]) = £+ o(t),
where the o(t) may depend on the level set A.

Actually, improved estimates can be obtained by having better knowledge on the function
. Tracking line by line the computations in [B17], one could, in practice, compute 6 and
determine for which kernels | the function 6 is integrable on R*T. When this is the case,
the estimate given by Proposition 3.1 is more precise since fot 6(s)ds could be replaced by a
constant on both sides of the equation. One could then quantify and compare more precisely
the expansion of the A-level lines of the solution n for various values of A. The threshold
for integrability of 6 appears to be kernels like exp{—+/]x[}: those which are fatter yield an
integrable 6.

Proposition 3.4 (B., Garnier, Henderson, Patout, [B17]). Assume that there exists two positive
constants C and C such that C < 1 < C and

Cl <ug<CJ,
and that ug is symmetric. Assume that | is such that the function 6 is integrable. Then,
k(Jxa(B)]) = £+ O(1).

All our results can be generalised to a nonlocal nonlinearity of the form n(r — [ n(x)dx),
exactly as in [150]. Moreover, we restrict our focus to the effects of the tails of | on the rate of
propagation. As a consequence, we do not include potential singularities at the origin, which
is the case for a fractional Laplacian operator, for example. We expect however that our results
also hold for these cases.

We end this section by presenting some numerical evidence of the acceleration phenomena
on various examples in Figure 3.1.

3.2 The case of a weak Allee effect

In this section, we elaborate on the case where the nonlinearity f takes into account a possible
Allee effect:

f(u) =uP(1—u).

The parameter B above describes the possibility of a weak Allee effect that the population
overcomes. A biological description and discussion about the origin and relevance of such
an effect may be found in a book by Courchamp et al. [59] but also in [10, 75, 25]. In crude
terms, the Allee effect means that a too small population will not have enough strength to
survive and expand. This effect is said to be weak whenever the growth rate of a very small
population is eventually extremely small but still positive as opposed to a strong Allee effect
leading to negative growth rates for small populations. In the sequel, and without further
notice, we take B > 1 (again, yielding small growth rates for small densities). Moreover,
we could generalise our results to nonlinearities with the same behaviour around zero and
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Figure 3.1: Numerical simulations of the Cauchy problem (4.1), for various kernels J. The
first line corresponds to | ~ |x|~5, the second line to | ~ exp (—|x|'/2), the third line to
J ~ exp (—|x[*/*) and the last line to a Gaussian kernel | ~ exp (—|x|?). For each kernel,
we present in the left column the evolution of the solution by plotting it on the same figure
for various successive (linearly chosen) values of time t. To quantify this and recover and
illustrate Theorem 3.3, we present in the right column the time evolution of the level set
{x € R : u(t,x) = 1/2} for each kernel. The red bold curve is the numerical simulation,
starting from an initial condition of the form J. The green curve is the expected asymptotic
rate of expansion predicted by Theorem 3.3, that is k~!(t), except for the Gaussian kernel, in
which case it is a line.

one but there we choose to stick to this exact uf(1 — u) not to complexify the presentation
unnecessarily.

Moreover, | is a nonnegative function satisfying the following properties.

Hypothesis 3.5. Let s > 0. The kernel | > 0 is symmetric and is such that there exists positive
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3.2. The case of a weak Allee effect

constants Jy, J1 and Ro > 1 such that

T Jt
/Z<1 ](Z)|Z|2d2 S 2..71 and ‘Z’l%]l{‘z‘zl} Z ](Z) Z ’Z‘g-i-ZS]l{‘Z‘ERO}'

and up € C(RR, [0,1]) is such that
Hypothesis 3.6. 1> up > al(_wp for some a > 0and b € R.

As a matter of fact, the parameter s will thus appear in the rates we obtain later. One
may readily notice that our hypothesis on | allows to cover the two broad types of integro-
differential operators D[ u | usually considered in the literature which are the fractional lapla-
cian (—A)°u and the standard convolution operators with integrable kernels often written
J x u — u. This universality is one main contribution here.

When an Allee effect is introduced, the study of propagation is more subtle. Alfaro started
the program with a paper about the interplay between heavy tailed initial data and Allee ef-
fect in local reaction-diffusion equations [4]. Coville et. al. [65, 61, 64] have proved existence of
travelling fronts when the dispersal kernel | is exponentially bounded and the Cauchy prob-
lem typically does not lead to acceleration [188]. When not, the competition between heavy
tails and the Allee effect leads to intense discussions. For algebraic decaying kernels, Alfaro
and Coville [6] provide the exact separation between existence and non existence of travelling
waves. This in turn provides the exact separation between non acceleration and acceleration
in the Cauchy problem. In the same spirit, Gui and collaborators discuss the existence of
travelling waves and the possibility of acceleration for a fractional equation with Allee effet
in [107]. However, in this latter paper, no precise rates of acceleration were given. Before
reviewing the last-to-date results on (3.1), let us also mention that acceleration phenomenon
also appears in some porous medium equations [126, 174, 8, 9].

As far as (3.1) is concerned, when | o | - |~(1¥2) or integrable with a finite first moment,
bounds on the expansion of the level sets of 1 have been already obtained in [66, 4] showing
a delicate interplay between the tails of | and the power B. Namely, Coville et al. obtained
a sharp upper bound of acceleration when | « |-|~(1%%) or integrable with a finite first

p
moment and assuming that B < 1+ 515 they got an expansion at at most +>#-1. However,
they were unable to provide a matching lower bound: their lower bound was growing faster
than linearly, but not fast enough. The following result clarify the situation.

Theorem 3.7 (B., Coville, Legendre [B11]). Assume that | satisfies Hypothesis 3.5 and that

1
14+
p<l+s—

Then for any A € (0,1), the level line x, (t) accelerates with the following rate’,

B
XA(t) =)\ F2s(p-1)

Up to our knowledge, this is the first, sharp, unified estimate of the level sets in this con-
text. As already explained above, previous papers were able to derive correct upper bounds
but getting a precise lower bound was left open. Our contribution is thus a lower bound that

9We use the notation u = A © for the existence of a positive constant C, such that Cyv < u < C;lv.
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matches the already known upper bounds. To give the reader a clear panorama of the rates
of invasion occurring in integro-differential models, we may summarise our and previous
contributions in Figure 3.2. Note that the condition on B fits and unifies all related papers
[6, 107, 66].

N 'S

N[—=

o

Xp() X FEED

e

Figure 3.2: In the green zone, the model enjoys linear propagation with existence of travelling
fronts [60]: x,(t) ~ c*t. In the blue zone, we provide the sharp lower bound, upper bounds

B
being given in [4, 66]: x,(t) < t>(¢-1. The orange zone is a zone of exponential propagation,
after e.g [41, 98, B17]: x,(t) ~ exp(pt).

A parallel work is a paper by Zhang and Zlatos [189] on the fractional laplacian version
of the equation obtaining similar bounds using a different approach relying strongly on the
properties of this operator.

To achieve this lower bound, two ingredients are important. First, we have to show that
a front like initial data triggers a decay x> at +oo at time 1. This is enough to start when
s > 1, but actually, when s € (0,1), we even need to prove a more precise flattening property,
which is that for all C > 0, there exists t¢ such that

lim xzsu(t,x) >C forall t>tc.
X— 400

For the fractional laplacian, for instance, such type of estimates can be obtained easily through
of the properties of the solution of the diffusion problem

exploiting the particular time and space scaling properties of the associated heat kernel or
even explicit sub- and super-solutions. However, although the characterisation of the heat
kernel associated to the generator of a Levy process is a well known problem in probability
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3.2. The case of a weak Allee effect

theory and analysis that dates back to the original work of Pélya [163] and Blumenthal and
Getoor [30] on a-stable processes, up to our knowledge characterisations of the heat kernel
that may induce such flattening estimates have only been established for some specific class
of Levy processes [31, 72, 104, 124] and do not really exist for a generic Levy process. Our
proof relies on a different approach using a subtle construction of a sub-solution of the linear
problem that mimics the expected scaling behaviour of the heat kernel. In the regime s > 1, the
flattening of cannot be uniquely explained through the diffusion process and is a consequence
of the nonlinear invasion (or at least the Heaviside initial data). We made clear in [B11]
the differences of necessary ingredients between s € (0,1) and s > 1. See Figure 3.3 for a
schematic view of the expected behaviour of the solution given this flattening information.

Figure 3.3: Schematic view of the expected behaviour of solution at a given time .

Once the initial data has been well-prepared, our strategy consists in the construction of a
new type of sub-solution that captures all the expected dynamics of the solution u. It has the
form, for t > 1,

€ for all x < X(t),

. + 32 > w(t, x) for all x > X(t),

where,

w(tx) = [(t)ﬁ —7([5—1)t]

The parameters x, v and ¢ are fitted suitably in the proof can one can find in [B11]. As
depicted in Figure 3.4, understanding the dynamics asks to split space in different zones,
each one corresponding to different features of the equation. The main difficulty, once the
candidate u is found, is to estimate D[u | properly in all the space-time zones. This is the
largest part of [B11].

We conclude by presenting numerical evidence of the acceleration in several cases. We
have put a significant energy in getting such illustrative figures, since numerical simulations
for acceleration phenomena are not so common, and still very costly due to the flattening
of solutions while acceleration happens. Not so many general methods are yet developed to
cope with this specific feature.

1
R R
, and X(t) = (Kt)z% {81—/3 (B - 1)4 =BT
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Chapter 3. Sharp spreading in integro-differential equations

Figure 3.4: Schematic view of the sub-solution at a given time t. Several zones have to be
considered. The exact expression of Y (t) appears naturally in [B11]. The blue zone is where
u is constant, making computations easier. In the orange zone, the fact that u looks like a
solution to an ODE n’ = nP is crucial. In the brown (far-field) zone, the decay imitating a
fractional Laplace equation gives the right behaviour. The green zone is subtle and needs a
mixture between both surrounding zones.

In Figure 3.5, the position of the level line of height A = 0.5 is plotted as a function of
time for two different values of B and several values of the fractional Laplacian exponent s. In
one of the two configurations, namely for § = 1.5, the critical value of the exponent s above
which there exists a travelling front is strictly greater than 1. As a consequence, the level set
accelerates for any of the chosen values for s, but this acceleration clearly decreases to zero
as s tends to 1, as expected from the existing results with local diffusion. This is no longer
the case for B = 3, as one can observe a switching from an accelerated regime to a travel at
constant speed around the critical value s = 0.75 (the corresponding curve is plotted with a
dashed line).

100

80

60 A

40 A

0 5 1'(] 1'-5 2’(] 2’5 30
@) B =15. (b) B = 3.

Figure 3.5: Position of the level line of height 3 of the solution to the problem with fractional
Laplacian operator, plotted as a function of time, for two different values of B and several
values of s in (0,1).
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103
102 o
10' 4 — B=1
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10~ 4 —_— =4
—_— B=5
10-2 4 B =10
‘ — B=15
., B =26
1073 4 '
— B =051
— B =101
1074 3 T T T T T T T
0 2 4 6 8 10 12 14

Figure 3.6: Logarithm of the position of the level line of height 3 of the solution to the problem
with fractional Laplacian operator, plotted as a function of time, for different values of g and
s equal to 1. We observe that curves are indeed logarithmic in time, giving polynomial rate of
expansion, with a prefactor that converges, as expected (to 5- theoretically). The translation
factor is due to the constant in front of the algebraic rate, that may vary with .

On Figure 3.6, we check the polynomial expansion. On Figure 3.7, we illustrate the accel-
erated expansion and the flattening of the profiles as time goes to infinity.

1.0 1.0

\ —_— t=0 t=0

—— t=50 t=50

08 — =100 081 t=10.0

— t=150 t=15.0

— t=20.0 t=20.0

0.6 — t=25.0 0.6 4 t=25.0

t=30.0 t=30.0
0.4 0.4
0.2 1 0.2 4

0.0 = y 0.0
—50 250 —50 —25 0 25 50 75 100 125

NRRRN

Figure 3.7: Approximations of the solution at different times for § = 1.5 and s = 0.7. On the
right, the solutions have been recentered by setting the position of the level line of value 3 at
x = 0, for comparison purposes.

To have a more convincing picture of this flattening effect, we may also plot in Figure 3.8
the evolution over time of the best constant C such that the tail of the solution fits w1th in
the least square sense. After a rapid transition the graph obtained describes a linear growth
of this constant C.
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Figure 3.8: Evolution over time of the fitting constant for the part of the tail of the approxi-
mation solution at time + = 1 bounded by value 1072 on the left and value 10> on the right

using the function % for the solution of the problem with fractional diffusion and g = 1.5
and s = 0.4/0.5.

3.3 The lower bound with ignition nonlinearities

We follow the same lines as above but with an ignition nonlinearity.

Hypothesis 3.8. Take 6 > 0,
f(1) =0, flu)=0 ifu<6  and f(u) >0 inl6,1].

Let us review some existing works around this issue. Existence of fronts have been ob-
tained for the fractional laplacian for s > 1/2 by Mellet et al in [147] and for the convolution
type operator | xu — u provided | has a first moment by Coville [61, 55]. See also some related
works by Shen et al [172, 173]. Here we explore a situation where no first moment at infinity
exists, that is s < 1/2. Thanks to the monostable results [66, 107], we already know that ac-
celerated propagation can only occur in this region of parameter. This is drastic contrast with
truly monostable nonlinearities [40, 41].

Let s € [0,3]. The kernel | is symmetric and is such that there exists positive constants
Jo, J1 and Rg > 1 such that

Jo /e
2 0
/z<1](z)’z| 227 and Tl 2 J(z) > 2172 Llel2Ro)-

Observe that § is exactly consistent with formally taking f to oo in Theorem 3.7 above.

Theorem 3.9 (B., Coville, Legendre [B10]). Assume that | satisfies Hypothesis 3.5 with s < % and
that f is an ignition nonlinearity. For any A € (0,1), the level line x (t) accelerates with the following
rate,

X () > 5.

Again, observe that 21—5 is exactly consistent with formally taking B to +oo in Theorem 3.7
above.

52



3.3. The lower bound with ignition nonlinearities

We briefly present the way that we construct a sub-solution to prove the lower bounds in
Theorem 3.9. As previously for the monostable case, we expect u to look like a solution of
the standard fractional Laplace equation with Heaviside initial data at the far edge. In this
situation, a natural candidate would be given by

(3.5)

xZS -1
w(t,x) := P +

with «x, y positive free parameter that will be determined later on. Note that this function is
well defined for t > 1 and x > 0. The expected decay in space of a solution of the standard
fractional Laplace equation with Heaviside initial data being at least of order tx~2, such
a w would have the good asymptotics. For ¢ € (0,1), let us define X(#) > 0 such that
w(t,X(t)) = e. For such X(t) to be well defined, we need to impose that v < 1, and thus for
such e and v < 1, X(¢) is then defined by the following formula

mo:%l—ﬂ*wﬁ. (3.6)

One may observe that X(t) moves with the speed that we expect in Theorem 3.9. As in the
monostable case, to get a C2 function at x = X(t), we complete our construction by taking ¢
such that

e for all x < X(t),

u(t,x) = ; <1 B w(tglx) N w23(:;x)

(3.7)

) w(t, x) for all x > X(t),
for t > 1. The interested reader may consult [B10] for the proof of the fact that u is indeed a
sub-solution.

1.0 T 1.0 —m———
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Figure 3.9: Numerical approximations of the solution to the problem with fractional diffusion
at different times for s equal to 3 and 6 = 0.4. On the right, the graphs have been shifted by
setting the position of the level line of value 1 at x = 0, for comparison purposes. The latter
exhibits more clearly the deformation of the solution.
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3.4 Perspectives

54

1. Symmetrisation of the solutions.

An interesting question is to know more about the profiles of invasion. For fractional
laplacian invasions, it is known from Roquejoffre and Tarfulea that multi-dimensional
invasions symmetrise (that is, become radial) and relaxation to asymptotic profiles are
proved via gradient estimates. The same issue is of interest here, for example in the
situation described in Section 3.1. In particular, when the function 0 is integrable, it is
rather conceivable to try to perform the same kind of estimates.

. Upper bound and description of the profiles.

The upper bounds given by Coville and co-authors in [66] allow to find the acceleration
law, be the shape of the profiles used are not likely to be optimal. A refinement of the
analysis there could allow a better understanding, or at least a rigorous understanding,
of the shape of the invasion profiles. Moreover, nothing is known for the moment about
optimal constants in front of the power law in Theorem 3.7 : an asymptotic analysis is
of great interest, may be in tentative self-similar variables.



Part I1

Long time behaviour and scaling limits
in kinetic theory
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In this chapter, we are interested in propagation phenomena occurring in the following
reaction-transport equation

hf+o-Vif=Mp—f+ro(M—f), mRy xR"xV,

(4.1)
£(0,-,-) = fo, inIR" x V,
where r > 0. The mesoscopic density f depends on time t € R*, position x € R" and
velocity v € V and describes a population of individuals. The macroscopic density is p(t, x) =
fv f(t,x,v) dv. The subset V C R" is the set of all possible velocities.

Individuals move following a so-called velocity-jump process. That is, they alternate suc-
cessively a run phase, with velocity v € V, and a change of velocity at rate 1, which we call
the tumbling. The new velocity is chosen according to the probability distribution M. This
is the typical motion of bacteria E. Coli for instance. As such, the underlying velocity-jump
process belongs to the class of so-called Piecewise Deterministic Markov Processes (PDMP).
The reproduction of individuals is taken into account through a reaction term of monostable
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type. The constant » > 0 is the growth rate in absence of any saturation. New individuals start
with a velocity chosen at random with the same probability distribution M. The quadratic
saturation term accounts for local competition between individuals, regardless of their speed.
Note that this model is nonlocal, but interestingly enough enjoys maximum and comparison
principles.

It is relatively natural to address the question of spreading for (4.1) since there is a strong
link between (4.1) and the classical Fisher-KPP equation [91, 131]. Indeed, a suitable parabolic
rescaling leads to the Fisher-KPP equation (see [71] for example).

In this chapter, I will summarise my contributions (papers [B5, B2]) in this context.

4.1 Propagation in higher dimensions : influence of the velocity set

In the paper [B8] with Calvez and Nadin, propagation for the full kinetic model (4.1) has
been investigated. In one dimension of velocities, and when the velocities are bounded, we
obtained the existence and stability of travelling waves solutions to (4.1). The minimal speed
of propagation of the waves is determined by the resolution of a spectral problem in the
velocity variable. In particular, it is not related with the KPP speed, except that the speeds
coincide in the diffusive regime.

With Caillerie, we focused in [B2] on the case of bounded velocities having dimension
higher than one. For any given direction e € S"~! and p € R", we define

we) —max(v-e0e V), w0 =0 up)=lplo (L), ip20

and

Argu(p) ={veV]v-p=pu(p)}.
We set

Umax 1= sup |v|, V] := /Vdv.

veV

We perform the hyperbolic scaling (f,x,0) — (%,%,0) in (4.1) and the kinetic Hopf-Cole
transformation (already used in [B1, B3, 42]),

€ €
€= Me™ <, or equivalently u* = —eln <j\c/l> . (4.2)
The convergence result for the sequence of functions u* is as follows.
Theorem 4.1 (B., Caillerie, [B2]). Suppose that the initial data satisfies
V(x,v) e R" x V, u®(0,x,v) = up(x,v).

Then, (uf), converges uniformly on all compacts of R* x R" x V towards u®, where u® does not
depend on v. Moreover u° is the unique viscosity solution of the following Hamilton-Jacobi equation:

min {atuo +(14+rH (vlfro> +7, uo} =0, (t,x) € R, xR",
4.3)
1°(0,x) = minup(x,v), x € R
veV
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The Hamiltonian involved in this result is defined as follows.

Definition 4.2. We define, for e € S"1,

I(e) = /‘/U(/M(U)dv.

e)—v-e
The so-called singular set is defined by

Sing (M) := {pemn,/‘/lmc@g 1} = {pe]R”,l<|Z|> < |py}. (4.4)

Then, the Hamiltonian ‘H involved in this paper is given as follows:

e If p & Sing (M), then H is uniquely defined by the following implicit relation :

M(v) _
/Vl+7-[(p)—v-pdv_1' (4.5)

o else, H(p) = p(p) — 1.

We represent in Figure 4.1 the shape of Sing(M) when V = [—1,1]2. It is worth mentioning
that the set Sing(M )¢ is not bounded here.

Figure 4.1: The set Sing(M) when V = [-1,1]?. Red plain line: 9V. Black plain line:
dSing(M). The set Sing(M)° is the connected component of R" that contains (0,0). The
lines {y = 0} and {x = 0} are included in Sing(M ).

This Hamiltonian is the same as the one from [42]. Note that one interest of our paper is
also that the proof we have designed for Theorem 4.1 is simpler and more adaptable since we
manage to use the half-relaxed limits of Barles and Perthame [22] in the spirit of [B1].
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Let us focus on the existence of travelling waves and the influence of the geometry on the
speed of propagation. One can define

Ae
= 1 —
c(Ae)=(1+nrH (1 +r> +7,
and the minimal speed in the direction e € S"~ 1.
*(e) = inf .
c*(e) inf c(Ae)
We obtain the following existence result.

Theorem 4.3 (B., Caillerie, [B2]). Let e € S"~L. Forall ¢ € [c*(e),T(e)), there exists a travelling
wave solution of (4.1) with speed c and direction e. Moreover, there exists no positive travelling wave
solution of speed c € [0,c*(e)).

The main difference with standard strategies is the way we prove the minimality of the
speed c*(e). Indeed, it might happen that c(A, e) is singular at its minimum A* so that one can
not reproduce the same argument as for the mono-dimensional case used in [B8], that was
based on the Rouché theorem.

We finally obtain two spreading results using the Hamilton-Jacobi framework in a similar
fashion as in [27]. The first one is for travelling bands.

Proposition 4.4. Let fq be a non-zero initial data, compactly supported in some direction ey, that is to
say there exists v < 1 such that

M (v)1[7xm,xm]-eOJreOL (X) < fo(x/ U) < M(v)l[fo,xM]-eojLeOi(x)/

forall (x,v) € R" x V, where ey denotes the orthogonal complement of Span(eg). Let f be the solution
of the Cauchy problem (4.1) associated to this initial data. Then we have

lim sup p(t,x) =0, ifc > c*(ep),

F=400 v og>ct

lim f(teg + cteg,v) = M(v), if c < c*(ep),

t—+o00

uniformly inv € V.

The second one is for compactly supported initial data. It involves a Freidlin-Gértner type
formula (see [96] for its first derivation). Define, for any direction ey € $"1,

*
w*(ep) = min c'le) .
ecS"1 \ €0 - €
ep-e>0

We obtain the following result.

Proposition 4.5. Let f° be a non-zero compactly supported initial data such that 0 < fo(x,v) <
M(v) for all (x,v) € R" x V. Let f be the solution of the Cauchy problem (4.1) associated to this
initial data. Then for any ey € S"~! and all x € R", we have

tlim f(t, x + ctey,v) =0, ifc > w*(ep),
—00

pointwise and
tlirn f(t, cteg,v) = M(v), if0 <c<w(e),
— 00

forallv e V.
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This result is interesting since contrary to the case of the usual Fisher-KPP equation
for which the Freidlin-Gértner formula holds when coefficients vary in space, this Freidlin-
Gaértner formula in space is induced by an heterogeneity of the velocity set.

4.2 Large deviations and nonlocal Hamilton-Jacobi equations

There is a strong link between the KPP type propagation phenomena presented in the previous
section and large deviations for the underlying velocity-jump process. Indeed, it is well known
that fronts in standard Fisher-KPP equations are so-called pulled fronts, that is, are triggered by
very small populations at the edge that are able to reproduce almost exponentially. Our work
can be viewed as a contribution to the theory of large deviations for velocity jump processes,
which is an interesting problem in itself. The previous section gave some answers when the
velocity set is compact.

In the one-dimensional case n = 1, it was established in [B8] that when velocities are not
bounded, solutions to (4.1) behave in the long-time asymptotics as accelerating fronts due to
the (rare) occurence of high velocities that send particles far from the bulk. Furthermore, the
location of the front is of the order of #3/2, in accordance with the scaling limit of the linear
problem performed in (4.1). The location of the front X(t) (such that p(t, X(t)) = 3) was
determined via the construction of sub- and super-solutions, with some room in between.
More precisely, it was estimated that

3/2
r X(t)
<r+2> =P SV

in a weak sense (see [BS, Theorem 1.11] for details). With the work below, we are able to refine
the estimate (4.2) to get that the front is located around

3/2
X(t) = ((2{311) 32, (4.6)

in a weak sense.
To get to this quantitative result, we start by investigating the asymptotic limit of the
following linear kinetic transport equation as ¢ — 0,

ot fé(t,x,v) +v-Vifi(t,x,v) = % (Me(v)pt(t,x) — fé(t,x,v)), t>0,xeR", veR".
4.7)
The velocity distribution M, of reorientation events is given. We opt here for the Gaussian
distribution with variance &:

_ 1 of?
M (v) = Wexp (—2€> .

However, we believe that our methodology could be applied to a broader range of distribu-
tions. The equation (4.7) is obtained from the unscaled problem (¢ = 1) in the scaling regime

t x v
e’ 3/27 ¢1/2

61



Chapter 4. Spreading in kinetic reaction transport equations: local and nonlocal Hamilton-Jacobi equations

which is crucial for the analysis and appropriate to establish a Large Deviation Principle.
Define the rate function u® = —elog f*. About the initial data, we assume for simplicity that
it is well-prepared, in the form (0, x,v) = exp (—uo(x,v)/€). Note that here we choose not
divide by M: it could be done but at the expense of slightly less nice expressions later on.

4.2.1 The notion of viscosity solution and the convergence result

Our convergence result is the following.

Theorem 4.6 (B., Calvez, Grenier, Nadin [B5]). Assume that ug is continuous and satisfies the
following property:
o

Up 7 € L® (Rzn), (48)

Let u® be the solution of (4.2.3), with the initial data u®(0,-) = ug. Then, u® converges locally
uniformly towards u as e — 0, where u is the unique viscosity solution of

2
max (E)tu(t,x,v) +ov-Vyu(t,x,0) —1,u(t,x,0) — m%’t u(t,x,v') — |v2‘> =0,
v'€R"

oy (min u(t,x,v’)) <0, and 0 (min u(t,x,v’)) =0 if argmin u(t,x,0') = {0} .
v eR" v/ eR" o eR"
4.9)

2
with initial data min (uo,min’ Uup + %)

The averaging phenomenon which is central in the case of bounded velocities [86, B3, B1,
42] does not occur in the case of unbounded velocities. One immediate consequence is that
the rate function u depends on the velocity variable v. More profound consequences are the
seemingly new structure of the nonlocal Hamilton-Jacobi problem (4.9) and its consequences.
Alternatively speaking, the nature of the PDMP persists in the regime of large deviations.

The main issue in this result is to understand what "viscosity solution" there means. To
the best of our knowledge, system (4.9) is entirely original. Actually, no results for large
deviations of such a PDMP with unbounded velocities did exist earlier. We refer to it as a
Hamilton-Jacobi problem by analogy with the usual procedures in large deviations theory. We
define what sub- and super-solutions mean, which gives the notion of solution after proving
a strong comparison principle.

Equation (4.9) can be viewed as a coupled system of Hamilton-Jacobi equations on u and
min’ u := miny u(-,-,v'). Accordingly, we define viscosity solutions to (4.9) using a pair of
test functions as e.g. in [136, 83].

Definition 4.7 (Sub-solution). Let uy be a continuous function, and T > 0. An upper semi-
continuous function u is a viscosity sub-solution of (4.9) on (0,T) x R*" with initial data u if
the following conditions are fulfilled:

(ii) It satisfies the constraint

|o?

V(t,x,v) € (0,T) x R*" u(t,x,0) — min’ u(t, x) — o <0.
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4.2. Large deviations and nonlocal Hamilton-Jacobi equations

(iii) For all pair of test functions (¢, 1) € C' ((0, T) x R*") x C1 ((0,T) x R"), if (to, x0, vo) is such
that both u(-,-,v9) — (-, -,vo) and min’ u — ¢ have a local maximum at (to, xo) with ty > 0, then

9+ (to, x0,v0) + vo - Vx@(to, x0,v0) —1 <0,

atlp(to, xo) S 0

Definition 4.8 (Super-solution). Let 1y be a continuous function, and T > 0. A lower semi-
continuous function U is a viscosity super-solution of (4.9) on (0,T) x R?*" with initial data o
if the following conditions are fulfilled:

(0 #(0+,-,-) = uo.

(ii) For all pair of test functions (¢, ) € C' ((0,T) x R**) x C ((0, T) x R™), if (to, xo,v0) is such
that both u(-,-,v9) — ¢(-, -, v0) and min’ u — ¢ have a local minimum at (to, xo) with ty > 0, then

|vo?

0,
5 <

9t (to, x0,00) + 00 - Vx¢(to, X0,00) =1 >0 if (to, xo,v0) — min’ % (to, Xo) —

atlp(t()/ xO) 2 0/ lf argmin/ﬁ(to’ xo) = {0} .

Let us mention that the mimimality (resp. maximality) condition in the definition of the
super- (resp. sub-) solution arises with respect to variables (f,x) only. This is consistent with
the fact that there is no derivative in the velocity variable in (4.9).

Definition 4.9 (Solution). Let ug be a continuous function, and T > 0. A function u is a viscosity
solution of (4.9) on (0,T) x R*" with initial data ug if its upper (resp. lower) semi-continuous
envelope is a sub- (resp. super-) solution in the sense of definitions Definition 4.7 and Definition 4.8.

The following theorem states a comparison principle for viscosity (sub/super-)solutions
of the system (4.9). This establishes uniqueness of viscosity solutions as a corollary.

Theorem 4.10 (Comparison principle). Let u (resp. 1) be a viscosity sub-solution (resp. super-
solution) of (4.9) on (0,T) x R?" with continuous initial data uy < Uy. Assume that u and U are such
that o o
- 4 S 2 v S 2
-0 e L7 ((0,T) xR, u—12- € L™ ((0,T) x R*")
Then u < uon (0,T) x R*".

4.2.2 Informal discussion on the limit system

The system (4.9) is not a standard Hamilton-Jacobi equation. The first equation of (4.9) does
not contain enough information due to the occurrence of min u for which extra dynamics are
required. Although it seems somehow sparse, the two additional (in)equations 9; (minu) <
0 (= 0) are sufficient to determine a unique solution of the Cauchy problem.

In order to get some insight about the well-posedness of (4.9), we propose the following
description of the typical dynamics of its solution u. The first condition in (4.9) guarantees
that the following constraint must be satisfied everywhere:

. o
u(t,x,v) < min’ u(t,x) + —— (4.10)
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2

UL
v/
o

O¢minu = 0 g Orminu <0

Win ¢ 4

du+v-Vou=1

du+wv-Vyu=1

minu(t, z,e) minu(t, z,e)

Figure 4.2: Typical dynamics of solutions to (4.9). Left: the case argmin’ u(t,x) = {0}. Right:
the case argmin’ u(t, x) # {0}.

Consequently, the solution reaches its global minimum with respect to the velocity variable at
v = 0. Furthermore, the following dichotomy holds:

2
(i) either the constraint is saturated: # = min’ u + ‘%,
ii) or the solution is driven by free transport: o;u + v - Vu = 1.
(i) y p

Then, two more cases must be distinguished: if v = 0 is the only global minimal point with
respect to velocity (argmin’ u(t, x) = {0}), then the minimal value does not change, see Figure
4.2. Hence, the parabolic constraint (4.10) does not change as well. Nevertheless, the solution
in the unsaturated area can still evolve by free transport and decay. If it touches the minimal
value somewhere else, then the condition argmin' u(t,x) = {0} is not satisfied anymore, and
the minimal value can possibly decrease, together with the parabolic constraint, see Figure 4.2.
The decay in the free zone drives the global decay of the solution.

4.2.3 Heuristics on the convergence result

Let us provide some heuristics to describe the link between (4.1) and (4.9). Equation (4.1) is
equivalent to the following equation on u*:

. . B 1 ué(t,x,v) — u(t,x, ') — |v|?/2 ,
9t (t,x,v) +v-Vyu (t,x,v)—l——(zngw/nexp< - dv’.

On the one hand, it is immediate that the constraint (4.10) is fulfilled in the limit ¢ — O pro-
vided that the left-hand-side is locally uniformly bounded. On the other hand, the continuity
equation 9; [ fedv+ V- [vf®dv = 0 is equivalent to

/n (O +v - Vauf) du(v) =0, duf(v) = de@. (4.11)

The probability measure du® is expected to concentrate on the minimum points of u with
respect to v as ¢ — 0. Let assume that we do have in some sense,

dut — Z pwd(v—w) = poé(v) + Z pwd(v—w'), (4.12)

weargmin’ u(t,x) w’ eargmin’ u(t,x)\ {0}
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4.2. Large deviations and nonlocal Hamilton-Jacobi equations

where the weights satisfy }"p, = 1. The constraint (4.10) at each w’ € argmin’ u(t,x) \ {0}
is clearly unsaturated, in the sense that u(t,x,w') < min’u + |w'|?/2. There, we expect to
see the right-hand-side contribution of (4.2.3) vanish. This would lead to o;u(t, x,w’) + w’ -
Vau(t,x,w') =1 foreach w’ € argmin’ u(t, x) \ {0}. Plugging this into (4.11), and using (4.12),
we obtain successively,

0= ) pw (Ot + w - Vyu) = podeu(t, x,0) + Y P

weargmin’ u(t,x) w’ €argmin’ u(t,x)\ {0}

= poosu(t,x,0) +1—po.
As we have formally 0u(t, x,0) = 9; (min’ u) (£, x) by the chain rule, we expect eventually that
d¢(min’ u) < 0 and even 9;(min’ u) = 0 if py = 1, that is, somehow argmin’ u(t,x) = {0}.
4.2.4 Representation formula and consequences

The limit system being unusual, we are interested in deriving formulas that help computing,
or at least understanding, its solutions. First, we derive the representation formula for (4.9).

u(t,x,0) = inf { A7) + uo(7(0),7(0)) } (4.13)
{rev() =x,9(t) =0}

where the action of a piecewise linear curve 7 over the time interval (0, ¢] is given by:

A = 5 X o+ Leb {s € (0,4 : 4(s) #0} ,

el

where T'. denotes the finite list of velocities (7(s))se(o, but the initial one. Alternatively
speaking, each non-zero velocity ¢ after the first velocity jump contributes to a single cost of
1|o|? and a running cost of one per unit of time.

Second, we also establish the variational formulation (4.13) of the viscosity solution. Let X
be the space of piecewise constant, cidlig functions defined over the time interval (s, t| taking
values in R”. For any y € R" and ¢ € !, we define the piecewise linear curve 7 as

y(t)=y+ /ST o(thdt' .

Denoting by (t;)1<i<n the times of discontinuity of ¢ in (s, t], such that
N-1
= Uol(sltl) + Z Uil[ti/ti+1) + UNl[tN/t]’
i=1

we define the action of ¢ on (s, t] as follows:

1 N ) N
Allo] = 5 Yo loil* + Yt — 1) 16,20,
i=1 i=0

with the convention ty = s and tn4+1 = ¢. The main result is the following kinetic Hopf-Lax
formula.
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Theorem 4.11 (B., Calvez, Grenier, Nadin [B5]). Let ug be a continuous function verifying (4.8).
Then, the following representation formula

— : t
U(t,x,v) = (o) emﬂgn Cx {Aplo] +uo(y,00)} (4.14)

y(t) = x,ony = v}
is the viscosity solution of (4.9) with initial data min (uo, min’ ug + @)

The structure of the representation formula is similar to usual Hopf-Lax formulas for
Hamilton-Jacobi equations. Nevertheless, one important difference is the nature of the action.
While large deviations of random paths are measured typically by fot L((s),¥(s))ds or re-
lated functionals for diffusions and Lévy processes (see the original theorem by Schilder [170]
for the Brownian motion, and the introduction in [89] for further examples), here the action

is of a different nature, and is supported by piecewise linear trajectories instead of smooth
curves (4.2.4).

4.2.5 Qualitative behaviour (in the long term)

Our first interest is to get qualitative insight on the long time behaviour of (4.1). It is thus
rather important to be able to understand more quantitatively the previous systems we de-
rived. In the one-dimensional case, it is possible to find more precise values for the action
Aflo] (and the minimisers) with prescribed endpoints (y,0p) and (x,0n) (we can set y = 0
without loss of generality by translation invariance). We refer to [B5] for detailed calculations,
but to conclude this presentation, let us just say that the action between a position x and the
origin, with both initial and final velocities at rest is:

%’x|2/3 if ‘X’ < t3/2,

A4 (x,0,0) = (4.15)

ﬁ—f—t if |x| > 3/2
212 - '
This spatial behaviour is illustrated in Figure 4.3 in comparison to the kernel ch—i associated
with the Hamilton-Jacobi equation coming from the heat equation with vanishing viscosity.
In the latter case, the kernel is a family of parabola converging to zero as t — oo, uniformly on
compact intervals. It means that, despite the rarity of finding a Brownian particle far from its
origin, the small probability is not uniformly exponentially small. Contrarily, the kernel (4.15)
converges towards its envelope (3/2)|x|?/3, which is obviously uniformly positive on closed
intervals that do not contain the origin. Alternatively speaking, the probability of finding a
particle far from its origin remains uniformly exponentially small in the velocity-jump process
under study.

4.2.6 Getting the acceleration constant

We restrict to the one-dimensional case n = 1 for simplicity. We shall quickly comment on
the way we get the acceleration constant (4.6). First, we identify the limit problem for the full
nonlinear equation (4.1), which is an obstacle version of (4.9) due to the saturation term (as
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Figure 4.3: Comparison of different qualitative behaviours between the velocity-jump process
and the Brownian motion. Left : plot of the kernel (4.15) with initial and final velocities at
rest. The red curve is the envelope as t — +o0. Right : plot of the kernel ch—i associated with
the heat equation with vanishing viscosity.

usual in Evans-Souganidis type arguments [85], see also Freidlin [95] and Barles, Evans and
Souganidis [21]). This requires to redefine notions of viscosity solutions again, study an action
as above. I briefly describe the way of thinking here but this is actually not so easy! See [B5]
for all the arguments in full details. Once all this is done, we get what we show in Figure 4.4:
a cartoon of the tails of the spatial density resulting from the approximation of geometric
optics. There is a first zone far ahead where the density is uniformly exponentially small,
independent of r. It is followed by a region where the density is approximately of separable
variables: a sub-exponential anomalous spatial profile multiplied by a growing exponential.
It is where the front is actually emerging at X(t) (roughly).

Observe interestingly that this is a structure that was depicted in Chapter 3 in another
context of acceleration: two different zones ahead of the dynamics.

((’) (—% (1+ 7")95|2/3 - rt))

Figure 4.4: Loose description of the dynamics of front acceleration.
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4.3 Perspectives

1. Improvements in the kinetic Hamilton-Jacobi method.

With Guerand, with are interested in refining the knowledge on the solution 1° found
in Theorem 4.1. Namely, a formal expansion has been presented by Luo and Payne in
[138, 139] for numerical purposes (note that Hivert proposed a more accurate scheme in
[116]) and it would be nice to get this expansion rigorously. This is related to knowing
more precisely the corrector in the test function method used to prove the Hamilton-
Jacobi limit in Theorem 4.1.

2. Bramson correction in kinetic reaction transport waves.

During my PhD thesis, we proved with Calvez and Nadin in [B8] the existence of trav-
elling waves for a one-dimensional kinetic reaction transport problem. In Section 4.1, an
extension to the multi-dimensional case has been presented. Spreading results giving
finite speed propagation were also derived. An interesting issue is the existence of a
Bramson correction (see Chapter 1) for the Cauchy problem in situations where these
waves exist. This would be interesting since the underlying microscopic movement of
the particules is purely hyperbolic. Actually, this question is particularly relevant is the
context of this memoir, since it makes a bridge between the first and the second part.
Indeed, Chapter 1 explains that a core ingredient is to estimate Dirichlet problems and
the way to do this in the kinetic framework would be to use hypocoercive estimates on
the half line. This is under investigation with Mouhot and Mischler, see also Chapter 6.

3. Large deviations for jump processes with more general reorientation densities.

The paper [B5] considers only M, being a Gaussian density. The structure of the math-
ematical treatment in that case makes us think that other densities could be considered,
for example M, « exp (=7 '|v|7). This of course implies scaling changes and de-
serves some attention. To enlarge results to polynomially decaying kernels, however,
one would need to change quite a lot of things, since one expects at least exponentially
fast propagation, which implies changes of variables of a different type (see [B17, 150]).

4. Sub-exponential travelling waves in kinetic models.

We have shown above that the kinetic reaction-transport equation (4.1) with a KPP type
monostable nonlinearity and unbounded velocities exhibits a super-linear propagation
phenomena. This is linked to the special behaviour of the linear BGK equation (4.7)
when velocities are unbounded. It is yet possible to find situations where there is finite
speed propagation for kinetic models with unbounded velocities and it seems that in-
teresting features may arise on the profiles. This seems to be the case for example for
kinetic models for conservation laws [70],

otf +v-Vif =M(p,v) — f, (t,x,v) e RT x R xR,

where
| M(p,0)d0=p, [ oM(p,0)do = a(p),
\% \%4

or a bistable kinetic model

otf +v-Vif = M(v)p— f+rp(p—a) (M(v) — f), (t,x,v) € R" x R xR, (4.16)
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for which it is natural that such nonlinearity will stop the acceleration (see the flavour
of [56]). Another example would be kinetic models for chemotaxis [47, 84]. For all these
examples, the conjecture is that the profiles would decay sub-exponentially in space.
We show a simulation in Figure 4.5 on the bistable equation (4.16) that corroborate this
possibility.

450 —

300—
250—
200

150 —

1 1 1 1 1 |
0 500 1000 1500 2000 2500 3000 3500 4000

Figure 4.5: Coloured thin lines: Plot of —In(p), where p is the macroscopic density, when f
solves (4.16) with a Gaussian M. The curves are ordered by increasing maximal velocity from
left to right. For each truncation, the front decays exponentially (dashed line). The envelop of
the curves (bold green curve) shows a lighter decay (here, x — x%).
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This chapter is about my recent paper with Clément Mouhot [B26].

5.1 The question at hand
The main mathematical object of study in transport theory is the linear equation
dif +0-Vif =Lf (5.1)

on the time-dependent density of particles f = f(t,x,v) > 0 over (x,v) € R? x R?, for
t > 0. The left hand side accounts for free motion and the right hand side accounts for the
interaction with a background, for instance scatterers, with an operator L that only acts on
the kinetic variable v. Several forms are possible. In nuclear reactor, radiative transfer and
semi-conductor theories it is common to consider scattering operators, sometimes also called
linear Boltzmann operators, which have the form

L) = ( [, blo:o) 1) ') Meo) ~ v(o) (0 (BGK)

given the collision frequency v(v) := /d b(v, " YM(v')do,
R
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some collisional kernel b = b(v,v") and an equilibrium distribution M (v). In astrophysics and
sometimes in semi-conductor theory, one also considers Fokker-Planck operators which may be

written f
v (w5 (). o

Finally, as a simplified model of long-range collisional interactions in a gas of charged parti-
cles, we also consider Lévy-Fokker-Planck operators (given s € (0,1)):

{ L(f) =Ayf+ Vo (Uf) with U(v) = U(|v]) radially symmetric so that
(LFP)

MNM+V,- - (UM)=0.
Denoting F the Fourier transform, the fractional Laplacian is defined as

A f(v) = —FH[[WFFf()] (0).

The equation (5.1) is too intricate for many applications. When the relevant time and
space scales of observation are much larger than the mean free time and mean free path,
it is thus natural to search for a simplified regime. The so-called diffusion theory was born
out of this endeavour, and in the words of Wigner [186], ‘this [diffusion] theory gives the
spatial variation of the [neutron transport] flux quite accurately in regions well removed from
interfaces’. We also refer to [184, Chap. IX] for the diffusion theory of monoenergetic neutrons,
to [164, Chap. II1.2] for the so-called Eddington approximation in radiative transfer theory, and
to [34, Chap. 2] for a modern mathematical review. Note important that some anomalous
diffusions and Levy flights are also observed by biologists and physicists [11, 176, 3, 143,
168]. Anomalous diffusion and power law heavy-tails occur in many contexts: astrophysics,
granular gases, collective behaviour ....

The question is thus the following. Given a solution f in L{°([0, 4-00); L2 ,(M™1)) to equa-
tion (5.1) we denote

t x

L st o T2 -1
fe(t,x,0) = f (9(8)' £’v> €L <[0’+°°)’L"'”(M )> ’
where € > 0, and 6(¢) is an unknown scaling function. The equation satisfied by f is
0(e)otfe +ev-Vife = Lfe. (5.2)

Can one find a suitable scaling in time 6(e) such that % converges in some explicit sense and
with explicit rate to a macroscopic function r, where r solves a known standard or anomalous
diffusion type equation?

5.2 The history of the mathematical treatment of the problem

Let us start by reviewing the literature on this kind of problems. It has been growing on
scattering and Fokker-Planck collision operators. As said earlier, the first investigation was by
Wigner for neutron transport [186]. Larsen and Keller [133] and then later on Frisch et al [97],
Bensoussan et al [24] and Bardos et al [20] have shown that when M is given by a Maxwellian
distribution function, the mean square displacement of particle is a linear function of time.
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The correct time scaling is then 6(¢) = €2 and leads to a diffusion equation for the density of
particles

pelt,x) = /}Rd folt,x,0) do — p(t, %)

where p solves
o=V (AVsp) with A ::/dU®G(v) do with L(G)=—oM.
R

Later on, Degond et al obtained the same kind of results in a larger context [73]. As long as the
diffusion matrix exists, the limit is a standard diffusion. However when the diffusion matrix
A is infinite, these methods, in particular the Hilbert expansion do not apply and thus scaling
limits were unclear at that stage. This actually happens, especially when M is a power law.

A first answer was given simultaneously by Mellet, Mouhot and Mischler in [146] by
analytic arguments and by Jara, Komorowski and Olla with probabilistic arguments [123].
The right scaling is then “anomalous” and the limit is a fractional diffusion equation. Flights
are Levy walks rather than Brownian motions. Before these, very few results of anomalous
diffusion limits for kinetic models were derived. Things appear in Frisch et al. [97] in the
physics literature for radiative transfer (A% in the limit), and in the mathematics literature
[39, 101, 77] for a gas confined between two plates when the distance between the plates goes
to zero (standard diffusive limit but anomalous time scaling 6(e) = ¢?|Ing|). More precisely,
[146] considered (BGK) with b(v,v') = |v] #|v'] # and an algebraically decaying M,

M(v) := co|v] —d-2 where o] = (1+ |y|2)%,

wtp
with B > 0 and a € (0,2 + ) and showed that the relevant time scaling is 0(e) el and

that p, converges towards p solving

at+p
+B

= N

pr =xAx "p,

where x is computed through a simple scaled integral of M. The topology of the convergence
is weak-« in L®(0,T,L2 ,(M™1)) but no rate was provided, even though the limit equation
was characterised. The original proof in [146] relies on Laplace-Fourier calculation in time-
space, which makes it quite rigid. This first result was then reproved with different methods:
a moment method by Mellet [145] and a modified Hilbert expansion approach by Mellet et al.
[165].

For the Fokker-Planck equation with an algebraically decaying M, there has been a recent
activity. Let us review what is known. When a > 4, a standard diffusion limit is shown
with PDE arguments by Nasreddine et al. [153]. The diffusion coefficient is characterised
but no convergence rates are given. The critical case & = 4 leads to taking an anomalous
scaling 6(e) = €2|In(e)| but the limit is still a standard diffusion, as proved by probabilistic
arguments by Cattiaux ef al. in [51]. The more involved case a € (0,4) originates intense
discussions. In dimension d = 1, Lebeau and Puel obtain in [135] by PDE methods that the
relevant scaling function is 6(e) = "5 and that the macroscopic limit is fractional. Their
method of proof is by studying a spectral problem reminiscent of Ellis—Pinsky seminal work
[82]. We will come back to such a method later on. Fournier and Tardif recover this result
with probabilistic arguments in the paper [94]. The multidimensional case is more recently
treated in [93] by probabilistic methods, sometimes without characterisation of the coefficients
of the limit equation and without rate.
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5.3 The spectral approach and the result

Our aim is to provide a framework that can handle all three types of collision operators (BGK),
(FP), (LFP) in one go, with explicit coefficients in the limit equation and explicit convergence
rates. We can view this approach as a approach 4 la Ellis and Pinsky for Boltzmann [82] (see
also Nicolaenko [154]). The paper by Lebeau and Puel [135] has been of crucial inspiration on

some aspects.

We rewrite the equation (5.1) by changing the unknown to h := %:

0h+v-Voh=Lh where Lh:= M7L(Mh). (5.3)

This change of unknown is convenient since asymptotic estimates compare f with the equi-
librium M.

Consider the complex Hilbert spaces L?(R%; M dv) =: L2(M) and L?(R? x R% M dx dv) =:
L2 (M) and denote ||h|; := |[(1+ - ’2>§]’lHL2(M) (the integration variable(s) will be empha-
sized when there is ambiguity). We omit the index when k = 0. The scalar product (-, -) refers
to L2(M) or L2 (M) depending on the context.

We assume, for some a, € R with a + 8 > 0 and A € R}, the following,

Hypothesis 5.1 (Equilibria). The equilibrium M takes one of the following two forms.

(i) Either it is given by
-1
M() = cop0]™ ) with ¢ = < / o] Aep dv) and |0] == (1+ |o]2)}. (5.4)
R

(i) Or it is a smooth positive radially symmetric function decaying faster than any polynomial. The
latter case is denoted by ‘a = +oco” in the sequel.

Note that the normalisation implies the following generalised mass condition
Mg(v)do=1 with Mg:=[]FPM. (5.5)
JRd

Hypothesis 5.2 (Weighted coercivity). The operator L is linear, independent of time t and space x,
commutes with rotations in v, is closed densely defined on Dom(L) C L2(M) and satisfies L(1) =

L*(1) = 0, where L* is the L2(M)-adjoint. Finally L := |-] gL(Hg) is closed densely defined on
Dom(L) C L2(M), with the spectral gap estimate
~ _B ~
¥geDom(L), gl[]77, —Re(lgg)>A gl
The latter means, translating back to L,

¥heDom(L), —Re(Lhk)>A|h—Ph|>; with Ph:= (/d (v ) Mg (o) dv’) .
R

Hypothesis 5.3 (Amplitude of collisions at large velocities). Given 0 < x < 1 a smooth function
that is 1 on B(0,1) and 0 outside B(0,2), and xr = x(%) for R > 1, one has

_utp
IL(xr)llg S R 2.
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Our first result, on the basis of the three previous hypothesis, is a quantitative construction
of a branch of ‘fluid eigenmode” in the asymptotic of large time and small spatial frequencies,
i.e. a unique eigenvalue branching from zero for L* + i |v]f(v - ) for small 7 (see Figure 5.1):

Lemma 5.4 (Construction of the fluid mode). Given Hypothesis 5.1-5.2-5.3, there are 179 > 0 and
ro € (0,A), explicit in terms of the constants in these hypothesis, such that for any 1 € (0,19) and
any o € $971, there is a unique solution ¢, = @y (v) € L2(|-17P M) and u(y) € B(0,ro) to

—Lpy —in(v-0)py = u(n) 0] Pe,  with /]R @y (v) Mg(v) do = 1.

Moreover, the branch (¢, u(17)) connects to (1,0) as y — 0, with u(n) > 0 and the asymptotics

N =

loy —Ul-p Su(m)2 and  u(y) € (Re®(17), R1O(77)) (5.6)

for some 0 < Rg < Ry, where the function © is defined by

1> when o > 2+ B,
O(n) := { 1*|In(y)| when =2+ p, (5.7)
77% when — B <a <2+ B.
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Figure 5.1: The blue dashed zone on the left of Rez = —A corresponds to the spectral gap

estimates on L* +in|v]P(v o) for g 1 |-] -4 (Hypothesis 5.2). The green dashed zone is where
Lemma 5.4 construct a unique real eigenvalue —u(7) of the latter operator, that goes to zero
asy — 0.
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Chapter 5. A unified approach to fluid approximations of linear kinetic models

Note that © is well-defined in the case « € (—f,2+ B) since (1+ ) > (« +B)/2 > 0. To
identify the macroscopic limit with quantitative rates and constants, it is necessary to estimate
the leading order of u(7), and this requires estimates on the eigenvector, which is our last

hypothesis. We denote |u|, := (17ﬁ + ul?)z.
Hypothesis 5.5 (Scaling of the fluid mode). We make different assumptions depending on «:

(i) Case o > 2+ B: The fluid mode ¢, constructed in Lemma 5.4 satisfies

Vi<a, |, Se1.

7.) is converging in L2 (IR%\0)

loc

(ii) Case o € (—PB,2+ B|: The rescaled fluid mode @, := @,(n
as 1 — 0 to a limit ® and satisfies the pointwise controls

Cu(i)
Ve Om) vuers, | [ PEISH (5:8)
‘Imq),?(uﬂ 5 |u’,,[73+mm(a,1)7(5

for some 11 € (0,10) and C > 0and 6 < 1+ min(a,1) + f — . We also make the following
additional assumptions depending in the two following subcases:

(ii)-(a) Case a =2+ pB: There are a(y7) — 0 and Q) : R? — R locally integrable such that

/1>|u>,71iﬁ<“ o) | Im®; () — Im & (u) | |ul;*~* du| < a()|In(y)],

Im® (Ad’) A0
AL+B A—=0

Vo €5, Q') in LYsh).

(i1)-(b) Case a € [0, B]: The additional following integral control holds:
/|| (@, () | |l du < 1. (5.9)
u|>1

(ii)-(c) Case o € (—pB,0): The integral control (5.9) holds, and furthermore the the limit rescaled
mass is positive:

/}Rd ()|~ du > 0. (5.10)

Note that in (5.8), \u\gy(q) ~ 1as n — 0 in the region |u| < ﬂﬁ. The second part of
point (ii) above is subtle and made necessary by the fact that the case « = 2 +  is borderline
between two different regimes (standard diffusion vs. fractional diffusion) as well as bor-
derline between two different scalings for obtaining the diffusion coefficient (fluid mode in
variable v vs. fluid mode in the rescaled variable u = qiﬁv).

With these four hypothesis we can characterise the precise scaling of the fluid eigenvalue:

Lemma 5.6 (Rescaled limit of the fluid eigenvalue). Assume Hypothesis 5.1-5.2-5.3-5.5. The
eigenvalue (1) constructed in Lemma 5.4 satisfies (with convergence rate explicit in terms of the
constants, error terms and convergence rates in the hypothesis)

u(n) ~y—0 Ho®O(17), (5.11)
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where the constant g > 0 is positive and determined as follows:

o = /Rd (v-0) F(o)M(0)do  when « > 2+ B,

I
where F = lim ——2" s solution to LF = —(v-0) and /d F(v) Mg(v)dv =0,
R

=0 1]
. Co1pB Lo / / =
Ho == T+ p SH(U d)Q(c')do" whena =2+ B,
Im @ (Au) , , ~11p
where Q(u) /\—>(§,H/%7é0 e and ® 117123)@,7 1171?6 Py <’7 ),

o= cup [ (o) m )| when n € (24 ).
R

Note how in the previous statement, when a > 2 + B, the function F used in the previous
works on standard diffusive limit (usually with = 0) is recovered here as a limit of our fluid
mode; this allows our proof to track the convergence rate. Define the diffusion exponent

2 when o € [2 + B, +0]

=(a,B) := 5.12
(=Lp) “f:ﬁ’g when a € (—8,2+ B), 12

with a := max(a,0), and the scaling function

b when a € (=, +o0] \ {0,2+ B},
2 1 h :2 7

o(e) = | © /Il whena =245 (513)
e1P

when &« = 0.

|Ineg|

Note that the threshold & = 2 +  between standard and fractional diffusion corresponds to
whether or not M has finite variance. We finally derive the diffusion coefficient:

Lemma 5.7 (Diffusion coefficient). Assume Hypothesis 5.1-5.2-5.3-5.5. Then the following limit
holds (with convergence rate explicit in terms of the constants, error terms and convergence rates in the
hypothesis)

||/\/l||£11(]Rd) when « > 0,
~ 1+p _
x = lim el = jio X 4 TS 1] when « =0, (5.14)

n—0 9(8) <1, §0;7> .

[ca,ﬁ /WCD(M)M’d"" du when a € (—p,0).

Note that the last line is well-defined thanks to Hypothesis 5.5-(v) (equation (5.10)). The

77



Chapter 5. A unified approach to fluid approximations of linear kinetic models

diffusion coefficient thus emerges from ratios between (rescaled) integrals as follows:

/]R"’ (v-0)F(v)M(v)dov
Ml 1 (re)

‘whentx>2—|—5‘

1 /Sd?l(a-a’)ﬂ(a’)da’
1+p /]Rd\]ﬂfdfadv

/ (u-0) Im®(u)|u| =% du
K= R? when « € (0,2 4 B) (5.15)

/le 0] 79" do

14 p /IRd(u-cT)Im<I>(u)|u|_d_“du

|51 —d—a—p
o |v] do

‘whentx:2—|—ﬁ‘

/]Rd(u o) Im @ (u) |u| "% du

/ & ()]~ du
R4

where we recall, for the legibility of this catalogue of formula:

when « € (—p,0)

\

. Img ) ) 1 ) Im® (Au)
F = lim —/ P =1limP, =1 TP . Qu)= 1 —_—
lm =y @ =lim@=lmer (1777), 0= lim S

and (note that @« > 2+ B in this case) F is also the unique solution to LF = —(v - o) with

Jga F(v) [0]7?*"Fdv = 0. For legibility again, we wrote, in the cases a € (—B,2 + f], the
formula for k¥ with M given by (5.4), and we refer to [B26, Section 9 (Remarks and extensions)]
for more general M.

Theorem 5.8 (B., Mouhot [B26] - Unified second fluid approximation, see Figure 5.2). Assume
Hypothesis 5.1-5.2-5.3-5.5, and consider f, € L°([0,400); L2 ,(M™1)) solving (5.1) in the weak
sense with initially
7(0, ) HERY,
e—0
and additional conditions on f, detailed in [B26]. Then for any T > 0 (and recalling the definition of {
in (5.12))

10, ), (5.16)

‘ £ —r —0
M L2([0,T};Hy *13(Mp)) €0
when o > B and
i 225 (£ ) 0
14+ |V | \M L2([0,T);H; *L3(Mp)) €70

when o = B and

H|Vx‘m er% (./j\(il - 7’>

L2([0,T];Hy *L3(Mp)) €0
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5.3. The spectral approach and the result

when o € (—pB, B), where r = r(t, x) solves

4
oir =k Air, t>0, withinitial data r(0,-) defined in (5.16).

The rates of convergence are estimated in terms of T, the constants, error terms and convergence rates in
Hypothesis 5.1-5.2-5.3-5.5, and the initial convergence rate on r in (5.16). Apart from the latter (that
depends on the initial data), the errors we obtain are polynomial in € for « € (—p,+00) \ {0,2 + B}
and logarithmic for « € {0,2 + B}.

This theorem is the core contribution of [B26], and is used to obtain results on concrete
models in the corollaries below. Together with Lemmas 5.4-5.6-5.7, it reveals the relevant
macroscopic scales for a large class of operators in any dimension and provides a unified
theoretical framework to answer questions of the last decades on the topic. The diffusive
limit is reduced to a spectral problem —the construction of the fluid mode- that we solve in
a general setting. The proof is constructive and the key constants governing the macroscopic
behaviour are derived.

Figure 5.2: Summary of the results in the («, 8) plane. Admissible parameters are in half-plane
&+ B > 0. The blue hatched area leads to 6(¢) = ¢? and a standard diffusive limit with symbol
«|¢|?. The blue line is the set of parameters yielding the anomalous scaling 0(e) = &2|In(e)|

but still a standard diffusive limit with symbol x|&|>. The green hatched area results into the
fractional scaling 60(¢) = ¢1% and a fractional diffusive limit with symbol «|¢| 5. The orange
bold line yields the fractional scaling 6(¢) = 8% |In(e)|~! and a fractional diffusive limit with
symbol K|(:|%. Finally, the orange hatched area yields the fractional scaling 6(¢) = e and

B
a fractional diffusive limit with symbol «|{|T.

Note that r(t, x) is the limit (in the topology of the above theorem) of the weighted velocity
average

re(t,x)= [ f (9(8), :,v) |0]7F do.

79



Chapter 5. A unified approach to fluid approximations of linear kinetic models

When a > 0, the density p,(t,x) := f]Rd f <ﬁte)’ % v) dv exists and also converges to (¢, x).

5.4 Application to concrete models

We now apply the previous abstract theorem to particular models.

Corollary 5.9 (Scattering equation). Assume that L is the scattering operator (BGK) with b € C!
and M satisfying Hypothesis 5.1 and that, for some constant vo > 0 and p > —«

VoeR?, [v]F<v(o) S lo] P
Vo e RT\ {0}, MPv(Av) ~)_e volo| P (5.17)
Vo eR?, |b(v,)llg+[b(,0)p < [0]7P.

This includes b(v,v') = 0] P|0']7F forany a + B > 0, and b(v,v') = |v — '] 7P when B < 0
and « + B > 0 or when B > 0 and a > 3B. Then Theorem 5.8 applies with «, B given in Hypothe-
sis 5.1 and (5.17). This proves the diffusive limit for solutions to (5.2) with quantitative rate, diffusion

exponent { = :ﬁﬁ , scaling function (5.13) and diffusion coefficient (5.15).

This recovers and unifies all results from [165, 73, 145, 146] (except for the case of space-
dependent collision kernels in [73]) and extend them to new cases such as « € (—p,0) (infinite
mass). The convergence rate is also new. Our approach bears partial similarities with, but
differs from, the Hilbert expansions in [165] and [73], the moment method in [145] and the
Fourier-Laplace calculation in [146].

In fact the constants can be computed explicitly since then

F(u) =v(v) Y(v-0) when a > 2+ B,

Qu) = vy HulP(u-0o) when a =2 + B,

®(u) 20

= h —B,2
k oo il o) when a € (8,24 B),
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resulting in the diffusion coefficient
/ (v-0)v(v) o] do
R4

/ |o] 9% do
R4
1 fea(o-0')?do’
vo(1+B) / 0] —d—x 4q
R4

when a € (2 + B, +00)

whenoc:2+/3‘

/‘ volulP(u-0)>  du
RY VG A+ [u?P(u - o) Ju| e

K= 0]~ *do
R4

when o« € (0,2 + B)

volulf(u-0)® du

/d 2 28(1 . )2 |yld
e

, o] P do
JR

/ volulP(u-0)>  du
RY VG + [P (- o) [ule
2

/ % du
RY 1/3 + |u]2ﬁ(u .0)2 ‘u|d+lx

when « € (—8,0)

as well as k := HM|’£11(R¢) Jga(v-0)?v"IM(v) dv is the case “a = +o00”.

Corollary 5.10 (Kinetic Fokker-Planck equation). Assume that L is the Fokker-Planck operator (EP)
with M satisfying Hypothesis 5.1 with a« > 0. Then Theorem 5.8 applies with « given in Hypothe-
sis 5.1 and B = 2. This proves the diffusive limit for solutions to (5.2) with quantitative rate, diffusion
exponent { = min (2, %42), scaling function (5.13) and diffusion coefficient (5.15).

Note that the constants may be precised using that ® solves the Schrdodinger-type equation
—|uPA,® + (d+a)u-V,®—i(u-0)|ul?*® =0 with the normalisation ®(0) = 1.
In particular in the case &« = 2 4 8 = 4, the function () solves

204 .
CuPAQ A () - Ve Q= (u-)|ul? withQ0) =0 = O(u):= W
This recovers and unifies all results from [51, 153, 94, 93, 135] and obtains the first derivation
of the diffusion coefficient in dimension higher than 1. The convergence rate is also new.

Corollary 5.11 (Kinetic Lévy-Fokker-Planck equation). Assume that L is the Lévy-Fokker-Planck
operator (LFP) with parameter s € (1,1) and with M satisfying Hypothesis 5.1 with & > s. Then
Theorem 5.8 applies with B := 2s — «. This proves the diffusive limit for solutions to (5.2) with
quantitative rate and diffusion exponent

2 when o >1+s
C:

2s

1925 —a when w € (s,1+5),
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Chapter 5. A unified approach to fluid approximations of linear kinetic models

and scaling function (5.13) and diffusion coefficient (5.15).

The formula (5.15) for the diffusion coefficient may be precised with

2 Pu- 2 B(y .
q)(u) ‘= exp <i 5Cq,0 |u‘ (u U)) ) Q(u) . 25Ca0 |u| (u 0').
Cap 1+p Cap 1+ 8

This gives, in particular,

ZSCE"O/ (o' -o)*do’ | whena =1+ 5]
Cu,ﬁ(1+ﬁ)2 g1 —
K=
a—1
Ca0 25¢4,0 )“ﬂ/ . dw
. . w-o)sin(w - o whena € (s,1+s
5 (i) o = SESRY

This recovers and extends the qualitative results in [1, 54] to general equilibria, with quan-
titative error estimates and characterizations of the diffusion coefficient. In the latter papers,
the moment method initiated by Mellet is used to derive a fractional limit in the case g = 0.

Let us summarise our contributions. Theorem 5.8 and Corollaries 5.9-5.10-5.11 recover
the results of [1, 165, 51, 73, 94, 93, 135, 145, 146, 153] with a shorter and unified constructive
method and prove new results for (1) Lévy-Fokker-Planck operators, (2) scattering operators
with decaying collision kernel and infinite mass equilibria and importantly (3) Fokker-Planck
operators in any dimension (for which the characterization of the diffusion coefficient was
not known). The quantitative error in this fluid approximation seems to also be novel for all
equations considered. For detailed comparison with previous works, e.g. [94, 93], we refer to
the original paper [B26].

5.5 A word about the proofs

As explained above, the method of the present paper extends to the fractional diffusive limit
the approach pioneered in [154, 82] of constructing exact dispersion laws in the regime of
parabolic time-space scaling and small eigenvalues; this extension is inspired by the recent
one-dimensional result [135] and in particular we use and generalise the idea of rescaling
velocities to obtain a non-trivial dispersion law in the latter paper. In comparison with [135],
the main novelty of the present paper is a quantitative spectral method for constructing the
branch of fluid eigenvalue: in [135] it was done by a one-dimensional argument connecting
two infinite series on R_ and Ry (and it was done by fixed points in the simpler case of
classical diffusive limit in the older works [154, 82]).

The proof of Theorem 5.8 goes as follows. We start by constructing the fluid mode, by
carefully showing the existence of the resolvent of L* + in|v]f (v - o) near zero (|z| < Ro® (7))
and away from zero (|z| > R1®(#)). Then, estimating the spectral projector on the larger
circle and showing that is it close to the one of L when 7 is small, we get the existence and
uniqueness of a real p. This part of the proof is exactly where relevant scalings are revealed,
by very neat and careful estimates. Then, it is necessary to prove the convergence of %
when 1 goes to zero (Lemma 5.6). Once this is done, one can test the equation written in
Fourier variables on the eigenvector built right before, to see what the diffusion coefficient
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should be. Separate estimates are mandatory to show that the natural quantity is indeed well
defined, this is Lemma 5.7.

Naturally, the application to concrete cases needs to prove Hypothesis 5.5 for all of the
three cases (BGK), (FP) and (LFP), which is quite an amount of work.

5.6

1.

Perspectives

Some reasonably reachable extensions.

It would be interesting to try and apply this method in other settings such as [19, 97]
(radiative transfer theory), [39, 77, 101] (rarefied gas in a region between two parallel
plates), [2] (scattering with external acceleration field), [161] (models for chemotaxis)
among others. These are some cases that I feel reachable.

Fokker-Planck with infinite mass.

Amusingly, the case # < 0 for the Fokker-Planck equation is open, since we have shown
that [, @(u)|u|™*"*du = 0 in that case!

The influence of space.

Now comes a more involved issue. Our approach uses crucially the fact that the space
variable is in the full space RY since we perform Fourier transforms in x. At that
stage, using our approach in bounded domains (even half-space domains, depending
on boundary conditions), or even in the full space with space dependant coefficients, or
with space dependant confinements, is impossible. Note several contributions around
Cesbron that carry out limits that could eventually be non-trivial fractional type opera-
tors [52, 1, 53]. I will be very interested in the next future to see how the method could
be adapted or transformed to tackle non-standard cases, in order to identify key physical
quantities and mathematical objects.

First fluid approximation (more invariants).

What about the first (instead of second) fluid approximation when the collision operator
also preserves momentum and energy? Partial answer to first fluid approximation in
a particular case has been given in [115] (derivation of fractional Stokes and Fourier-
Stokes systems from momentum-conserving scattering type operators). Extending our
approach to diffusion limits with several invariants is interesting and seems reachable
at that stage.

Some fractional cases.

Our contribution concerning the Levy-Fokker-Planck raises several interesting questions:
(1) can our approach be extended to s € (0, 3)? (this seems to be a technical difficulty),
(2) is the fractional diffusive limit having any meaning and is possible for infinite mass
equilibria? (i.e. « < 0) In this case, early computations seem to say that the fractional
Laplace would not disappear in the spectral problem, (3) can the connexion between the
kinetic Lévy-Fokker-Planck equation with & = 2s (for which the L is the generator of a
Lévy process) and the standard kinetic Fokker-Planck equation with Gaussian equilib-
rium be clarified as s — 1? (our diffusion constant x above diverges as s — 1 so the two
limits in ¢ — 0 and s — 1 do not commute which calls for further investigation).
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6. Fractional Hilbert expansion.

One major difficulty arising from the series of works by Mellet (see [165] among oth-
ers) is the fact that using Hilbert expansions is more involved and difficult when the
macroscopic limit is of fractional type. An interesting question would be to develop a
fractional Hilbert expansion based on the apparent multi-scale structure of the problem.
We have started discussions around this.

7. Asymptotic Preserving schemes.

The numerical simulation of macroscopic limits of fractional (or anomalous) type has
attracted a lot of attention in the last decades. The numerical difficulty is due to the fact
that large velocities are responsible for the fractional behaviour as opposed to the fact
that usually kinetic schemes involve a Courant-Friedrichs-Lewy condition that limitates
the largest velocities that one can bear. Some works on scattering models by Crouseilles
et al. [67, 69, 68] and Hivert [117] have taken advantage of a multi-scale strategy and a
Fourier approach. It could be interesting to know whether the spectral approach of this
chapter could give a systematic numerical treatment of the fluid approximation of linear
kinetic models.



Chapter 6

Contributions to hypocoercivity
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In this last chapter of the memoir, we present contributions in the field of hypocoercivity
of linear kinetic equations. The general framework is the study of large time behaviour of
solutions to Cauchy problems of the type

of +Tf =Lf,
f(0,+-) = fo.

Here, T is a linear transport operator and L is a linear collision operator. Specific forms of
them will be described later on. In this chapter, the distribution function is f(t, x,v), with
position variable x € RY, velocity variable v € R, and with time t > 0.

The word hypocoercivity was coined by T. Gallay and widely disseminated in the context
of kinetic theory by C. Villani. In [149, 181, 182], the method deals with large time proper-
ties solutions to such kinetic equations by considering H!-norms (in x and v variables) and
taking into account cross-terms. This is very well explained in [181, Section 3], but was al-
ready present in earlier works like [120]. Hypocoercivity theory is inspired by and related
to the earlier hypoellipticity theory. The latter has a long history in the context of the kinetic
Fokker-Planck equation. One can refer for instance to [81, 120] and much earlier to Hérman-
der’s theory [121]. The seed for such an approach can even be traced back to Kolmogorov’s
computation of Green’s kernel for the kinetic Fokker-Planck equation in [130], which has
been reconsidered in [122] and successfully applied, for instance, to the study of the Vlasov-
Poisson-Fokker-Planck system in [179, 33].

6.1)
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Chapter 6. Contributions to hypocoercivity

As in previous chapters, the microscopic equilibrium is denoted by M, and is such that
Ker(L) = Span(M).

We normalise M to be a probability density : [, M (v) dv = 1. The decay of M will be impor-
tant, and will be alternatively thin-tailed (at least exponential) or fat-tailed (sub-exponential or
algebraic). Getting quantitative decays for a wide range of these decays is part of our program
in this chapter. We are also interested in covering most of the collision operators appearing in
the literature, that is

(a) Fokker-Planck operators,
Lf = V,- (MVU (M—lf)). (FP)
(b) Scattering collision operators,

Lf = | b0 0) (f(@) M) = fF() M) do', (BGK)
with
/]Rd (b(v,v') —b(v),0)) M(v')dv' =0, VYoveR
(c) Fractional Fokker-Planck operators,
Lf == A f + Vo (Ef) (LFP)
with 0 < s < 2 and a radial friction force E = E(v) as a solution of
LM = ASM +Vy- (EM) =0.
Unless otherwise stated, the transport operator will be of the general form
Tf=0v-Vif =ViV-Vyf (T)

where V will be a confinement potential. Its form will be made precise case by case later.
Notably, we will devote a lot of attention situations where V is weak, that is having a slow
growth rate at infinity, and even V = 0. All operators L will satisfy

/leLdeZOI

so that all our linear kinetic equations enjoy mass conservation.

Most results of this chapter are based on the L? approach to hypocoercivity (that is,
hypocoercivity without regularity) developed by Dolbeault, Mouhot and Schmeiser in [80, 79].
Let us recall the basic observation leading to the birth of the hypocoercivity theory. The basic
L*(M~ldxdv) energy estimate is

1d
2 dr Hf”%z(,/\/l—ldxdv) = (Lf. f)-

Observe that since L has a nontrivial kernel, the latter energy estimate will not give any time
decay. To recover a decay, their framework is the following. Denote by [ the orthogonal
projection onto Ker(L). With the following crucial ingredients,
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6.1. Hypocoercivity without confinement

1. Microscopic coercivity, that is a Poincaré type inequality in v:

—(LF,F) > Aw (1 = M)F|1?,

2. Macroscopic coercivity, that is a Poincaré type inequality in x:

ITRE|? > An [INF]J2,

3. Parabolic macroscopic dynamics:
nTn =o0.

and a few other hypothesis including high order moments for M (see [80] for details), Dol-
beault, Mouhot and Schmeiser obtain quantitative exponential convergence to equilibrium:

He(L—T)tH2 PR

where A is explicit.
The idea of [79, 80] (reminiscent to [120]) is to define an equivalent Lyapunov functional H
by,
A= (1+(TM)*TN) "' (TN)*,  H[F]:= 1 |F||* + 6Re(AF, F),

for which they prove exponential decay.

One main objective of this chapter is to explain how to modify and extend this approach to
situations for which some or even all ingredients listed above are not available. This happens
for example when the space confinement is weak, killing the Poincaré inequality in space,
or when M has fat tails, leading to the impossibility to use its moments, or any Poincaré
inequality with this measure. Finally, it is clear that the strategy requires knowledge on M,
and this is not necessarily available.

The rest of the chapter is organised as follows. In Section 6.1, we discuss the case of
no space confinement but with emphasis on the influence of the decay of the microscopic
equilibrium M. We first report the paper [B14] where M is a least exponentially decaying.
When it is fat-tailed, with sub-exponential decay, we recast the Dolbeault-Mouhot-Schmeiser
method with Nash and weighted Poincaré inequalities to derive the trend to zero [B13]. When
it is fat-tailed, with algebraic decay, the situation is much more involved a requires a lot of
adaptations and corresponds to the paper [B12]. Next, in Section 6.2, we discuss results with
Dolbeault and Schmeiser [B15] giving rates of decay when the space confinement is too weak
to prevent convergence to zero but prevents the use of Fourier techniques: deriving good func-
tional inequalities is necessary. Section 6.3 is slightly different in terms of topic: we discuss a
situation where transport and collision operators are such that the macroscopic equilibrium is
not known to exist and is a fortiori not explicit, and show how to use hypocoercivity to deduce
its existence in a perturbative regime and get a rate of convergence.

6.1 Hypocoercivity without confinement

In this section, the transport operator (T) is T = v - V), that is, the confinement potential is
V=0.
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Observe crucially that due to total mass conservation, an initial data with finite total mass
will necessary go to zero as t goes to infinity since there is no global equilibrium state with
finite mass except from zero. The aim of this section is to derive rates of decay to zero depend-
ing on the tails of M. It is expected that such tails have a huge influence on the rates, since
as we have shown in Chapter 5, they influence drastically the macroscopic limit of the kinetic
model (6.1). Since hypocoercivity functionals coming from the Dolbeault-Mouhot-Schmeiser
approach have a strong link with the underlying macroscopic dynamics, the necessary adap-
tations will be important.

6.1.1 When M is thin-tailed

Let us start by presenting the paper [B14]. We consider a kinetic equation without confinement
(V = 01in (T)) and with either a Fokker-Planck (FP) or a scattering collision operator (BGK).
We shall make the following assumptions on M and on the scattering rate b(v,v'):

VoVM e L2(RY), M e C(RY),
M=M(v]), 0<M(@®) <cre @, VoeR?, forsomec, c;>0.
1<b(v,v") <b, Vo, € R, forsomeb >1.

Rotational symmetry is not important, but assumed for computational convenience. However
the property

/ vM(v)dv =0,
R4

i.e., zero flux in local equilibrium, is essential.
Let us consider the measures

dyi = v(v)dv where () = [v]F = (1+ |v|2)§ and k>d,

such that 1/9; € LY(R?). The condition k € (d,oo] then covers the case of weights with a
growth of the order of |v|¥, when k is finite, and we denote k = co the case when the weight
Yoo = M~ grows at least exponentially fast.

By replacing the Poincaré inequality by Nash’s inequality or using direct estimates in
Fourier variables, we adapt the L2 hypocoercivity method presented in the above short intro-
duction and prove that an appropriate norm of the solution decays at a rate which is the rate
of the heat equation. This observation is compatible with diffusion limits, which have been a
source of inspiration for building Lyapunov functionals and establishing the L? hypocoerciv-
ity method of [79, 80]. We use the factorization method of [105] and obtain estimates in large
functional spaces (that is, to go from the exponential weight . to larger spaces correspond-
ing to the algebraic weights 7, with k € (d, 00)). Note that the method based on the use of the
Nash inequality would be applicable to problems with non-constant coefficients like scattering
operators with x-dependent scattering rates ¢, or Fokker-Planck operators with x-dependent
diffusion constants like V- (D(x) M Vo(M ! f)). Our result is the following.

Theorem 6.1 (B., Dolbeault, Mischler, Mouhot, Schmeiser [B14]). There exists a constant C > 0
such that solutions f of (6.1) with either a Fokker-Planck (FP) or a scattering collision operator (BGK),
with initial datum fo € 12(dx dvyy) NL2(dyy; L (dx)) satisfy, forall t > 0,

2 2
) | follt2(ax dmy) + 11 follt2(ay; 11 (ax))
||f(t' '/')HLZ(dxd'yk) <C (1 + t)d/Z ’
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6.1. Hypocoercivity without confinement

where k € (d,o0].

In the Fourier style proof, we slightly strengthen the abstract hypocoercivity result of [80]
by allowing complex Hilbert spaces and by providing explicit formulas for the coefficients in
the decay rate. This result is applied for fixed ¢ to the Fourier transformed problem (with
respect to x), where integrals are computed with respect to the measure d-., in the velocity
variable v. Since the frequency ¢ can be considered as a parameter, we shall speak of a mode-
by-mode hypocoercivity result. It provides exponential decay, however with a rate deteriorating
as ¢ — 0, resulting in a polynomial rate when turning back to physical variables.

In a second phase, we focus on improved decay rates when Fourier modes with slowest
decay are eliminated from the initial data. For the heat equation, improved decay rates can
be shown by Fourier techniques. The following two results are in this spirit, but for the full
kinetic model.

Theorem 6.2 (B., Dolbeault, Mischler, Mouhot, Schmeiser [B14]). Let the assumptions of Theorem
6.1 hold, and let

/]Rd ]RdfodXdUZO-
X

Then there exists C > 0 such that solutions f of (6.1) with initial datum fy satisfy, for all t > 0,

2 2 2
TR -c 1ol L2 (st (ax)) T 10l L2 (s (xfax)) T IS0l 2w )
’y L2(dxdvy,) = (1+t)d/2+1 ’

with k € (d, o).

For the formulation of a result corresponding to the cancellation of higher order moments,
we introduce the set R;[X, V] of polynomials of order at most ¢ in the variables X, V € R?
(the sum of the degrees in X and in V is at most ¢). We also need that the kernel of the
collision operator is spanned by a Gaussian function in order to keep polynomial spaces
invariant. This means that for any P € R/[X, V], one has (L —T) (PM) € R/[X, V]M. Since
the transport operator mixes both variables x and v, one needs moments with respect to both
x and v variables.

Theorem 6.3 (B., Dolbeault, Mischler, Mouhot, Schmeiser [B14]). Let L be with either a Fokker-

Planck (FP) with M a normalized Gaussian or a scattering collision operator (BGK) with b = 1. Let
k € (d, 0], £ € N and assume that the initial datum fo € L' (R? x R?) is such that

/]Rdled fo(x,v) P(x,v)dxdv =0

forall P € Ry[X, V]. Then there exists a constant ¢, > 0 such that any solution f of (6.1) with initial
datum fo satisfies, for all t > 0,

2 2 2
LG )2 <. ol 2 (dyy 512 (@) F If0llL2(as i (21 axy) + 1f0llE2(ax dny)
27 2 (dxdy) = Bk (1 + )d/2+1+1 :
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Chapter 6. Contributions to hypocoercivity

6.1.2 When M has a sub-exponential decay

We now start reviewing cases where M has fat tails, which prevents from having a micro-
scopic coercivity of Poincaré type. In this paragraph, let M be of the form

M) =Cpe 1", veR?, with C! :/defma do,
R
with 0 < & < 1. The results can easily be extended to more general distributions M, satisfying
a:= lim log(—log M(v))
o] =00 log |v|

€(0,1).

We shall consider two types of collision operators, either the Fokker-Planck operator (FP)
or the scattering operator (BGK). In the latter case, we assume the existence of constants j3, b,
b >0, v > 0, with v < B, v < d, such that

blo] P01 P <Db(v,v) <bmin{|v—v'| o —o|7}.

The upper bound with the restriction on the exponent vy is a local integrability assumption.
This typically allows for the choice b(v,v') = |v]#|v'] 7P with arbitrary B > 0, as well as
Boltzmann kernels b(v,v') = |v —¢'|f with 0 < B < d. As a consequence, the collision
frequency

v(v) = /]Rdb(v,v/)./\/l(v/)dv/

satisfies v(v) =< |v]~P. For the formulation of our results, we introduce the norms || f||; via

IfIR:= [,  floldsdu,  keR,

as well as the scalar product (fi, fo) := [pa, ga fi f2dxdy on L?(dx du) with the induced norm
1A = 1113 = (£, £)-

Actually, the parameter f as a common origin for both types of operators. One way of
seeing it is through the dissipation property of L. When M is sub-exponential, the standard
Poincaré inequality does not hold. We need to replace it with a weighted Poincaré inequality.

Lemma 6.4. Let L be either the Fokker-Planck operator (FP) with B = 2(1 — «) or the scattering
operator (BGK) with B defined above. Then, with all hypothesis above, there exists C > 0 such that

VFEDR xR —(Lf,f) > C(A-N)f|2

The parameter B is thus a structural loss of weight. Note that it is formally possible to
guess B directly from the expression of L by writing L on the form B[f] — v(v) f and defining
—pB as the exponent at infinity of the function v.

With this in mind, we can state the main result.

Theorem 6.5 (B., Dolbeault, Lafleche, Schmeiser [B13]). Let « € (0,1), B > 0, k > 0. Let L be
either the Fokker-Planck operator (FP) with p = 2(1 — «) or the scattering operator (BGK) with B
defined above. Then there exists a constant C > 0 such that any solution f of (4.1) with initial datum
fin e L2(|v]*dx dp) N LY (dx do) satisfies

s

Vit >0, Hf(t/'/’)HZSC(l_i_Kt)@'
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6.1. Hypocoercivity without confinement

with rate { = min {d /2,k/ ﬁ} and with x > 0, which is an explicit function of the two quotients
(VA R VA P (Y

The loss of information due to the weight |0]~2(1~% has to be compensated by a L2-bound
for the initial datum with a weight |0]¥. We thus need to show propagation of weighted
norms with weights |v]* of arbitrary positive order k € R*.

Proposition 6.6. Let k > 0 and f be solution of (4.1) with f™ € L2(|v]*dxdu). Then there exists a
constant K > 1 such that

VEZ0 ()l < K [ -

For this problem, estimates based on weak Poincaré inequalities are also very popular in the
scientific community of semi-group theory and Markov processes (see [167, 125], [18, Propo-
sition 7.5.10]). Estimates based on weak Poincaré inequalities rely on a uniform bound for the
initial data for « < 1 which is not needed for « > 1, while the approach developed in [B13]
provides a continuous transition from the range 0 < a < 1 to the range a > 1 since we may
choose k 0 as « 1. Note that for « = 1, the weighted Poincaré inequality of Lemma 6.4
reduces to the standard Poincaré inequality. The advantage of weighted Poincaré inequalities
compared to the more classical weak Poincaré inequalities is that the description of the con-
vergence rates to the local equilibrium does not require extra regularity assumptions to cover
the transition from super-exponential and exponential local equilibria to sub-exponential local
equilibria.

The proof of Theorem 6.5 goes along the lines of the hypocoercivity approach (with « >
1) of [79, 80] and its extension to cases without confinement as in [B14, B15]. It combines
information on the microscopic and the macroscopic dissipation properties. The major difficulty
is to understand how to take into account the macroscopic degenerate dissipation. Thus, the
core of the microscopic part is given in Lemma 6.4. Since the macroscopic limit of (4.1) is
the heat equation on the whole space, it is natural that for the estimation of the macroscopic
dissipation we use Nash’s inequality,

2 i it

H”HLZ(dx) < CNash HuHLl(dx) ||V”HL2(dx) ’

a tool which has been developed for this purpose. The result of Theorem 6.5 can be interpreted

as giving the weaker of the microscopic decay rate t ~¥/# and the macroscopic decay rate t~%/2.
Only for k > Bd/2, the decay rate of the macroscopic diffusion limit is recovered.

6.1.3 When M has algebraic decay

In this last paragraph, we shall now focus on even fatter tails. The local equilibrium M will
now have an algebraic tail given for some & > 0 by

Cu

d _
VoeRY, M(v) = [o]ae

The normalization constant is ¢, = 7~%/2T'((d +«)/2) /T (x/2) and associated to the measure
dy = M~ (v)do,
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Chapter 6. Contributions to hypocoercivity

We consider in one go all three examples of linear collision operators L, (FP), (BGK) and (LFP),
that are all compatible with algebraically decaying local equilibria. For (BGK), assume

v(v) := /Rdb(v,v’)/\/l(v’)dv’ ~ o] 7h,

\v|—>+oo

for a given B € R. Some extra structural hypothesis on b are needed but to simplify the
presentation of this memoir, let us only say that they are verified when

either b(v,v') « [¢]7P|0] P with |B] <a,

or b(v,v') = |0 —v| P with B € [O,i) .

For (LFP) with such equilibrium M, the friction force E behaves like |v] -0y at infinity,
see [B12].

Exactly for the same reasons as in the previous subsection, each of them has an associated
parameter 8 which represents a loss of weight in the following weighted Poincaré inequality.

2

_Re<|_§0, (P>L2(M—1) Z HQO— </]Rd (P(v’) Lz}/“*ﬁ dz)’) M

L2(Jo]F M)

For scattering operators (BGK), the parameter 8 above defined is named on purpose. We find
B = 2 for the Fokker-Planck operator (FP) and B = s — a for Levy-Fokker-Planck operators
(LEP).

For any k € R, we define

/
H‘fmk = HfHLl(dxdv)ﬁU(Lv]kdxdy) = (Hf”lzj(dxdv) + Hf“iZ([vV‘dxdy)) l

and
- TEe(02) if a<2+p,
2 if «a>248.

The main result of this paragraph, obtained with Dolbeault and Lafleche, is the following.

Theorem 6.7 (B., Dolbeault, Lafleche [B12]). Let d > 2, « > max{0, —B} and k € [0,«). Let us
consider a solution f to (6.1) with initial condition f* € L!(dxdv) NL2(|o]kdxdu).
If u 7é2+,80rzf¢x—2+ﬁand k > 4, then

C

VE>0, [1f(t )T aean < T+

H‘fmmk with T—mm{% ﬁ%}

In the critical case & = 2 + B, and with either k = 0 if B < 0, or k > 0 if B > 0, and under the
additional condition ﬁ% < % ifd >3,

2 in
vVt>2, Hf(t"/')HLz(dxdy) < (t logt d/2 H‘f ‘Hk
In the above estimates, C > 0 is a constant which does not depend on f.
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(a) The case d = 2. (b) The case d = 3.

Figure 6.1: The rates of decay to 0 in the (B, «) plane.

The case d = 1 is also treated in the paper [B12] but we omit it here not to overload this
memoir (a little subtlety appears in the statement).

The results are depicted on Figure 6.1. It is worth comparing the rates we obtain with the
one of the macroscopic limit of the model, which is a (fractional/standard) heat equation, as
described in Chapter 5 and [B26]. The macroscopic limit is the fractional heat equation,

If py solves (6.1.3), then using the fractional Nash inequality and Plancherel’s identity, we obtain
lo(t ) l2(any = O(t7%¢) as t — 4-oco. Observe that this inequality is responsible for the d/¢
in Theorem 6.7, all other exponents being due to the microscopic part, i.e. the decay of M.

Let us outline the method of proof, to highlight how we palliate the lack of Poincaré in-
equality and moments of M that are necessary to carry out the Dolbeault-Mouhot-Schmeiser
method [80]. If f solves (6.1), then the equation satisfied by fis

~

aff?"i_ TJ?: LJ?/ f(0,¢,0) :fm(g’v)
where T is the transport operator (recall that V = 0) in Fourier variables given by
Tf=iv-¢f,

and ¢ € R? can be seen as a parameter, so that for each Fourier mode ¢, T is a multiplication

operator and we can study the decay of t — f(t,¢, -). For this reason, we call it a mode-by-mode
analysis, as in [B13]. Let us define the operator

1 (Civ) o]
A= o N iR
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Chapter 6. Contributions to hypocoercivity

and the entropy functional by

12 ~ o~ ~
Hlfl = |7 +o Re(ach, ), HIAT= [ Helflde.

This is one main contribution of this work: finding a new workable operator A. This is done
mode-by-mode. The flavour is the same as in macroscopic limits for scattering operators [146]
and in the original Dolbeault-Mouhot-Schmeiser method [80] but with very serious adapta-
tions.

We observe that if f solves (6.1), then

~ Sy fl=—2 [ (ffrde+e [ Relfld

where R Ifl = - 4 Re <A§f, f). The difficult part of the proof is to estimate properly both
terms of the latter rh.s..

The main steps of our method are as follows. We only sketch the main elements here,
sending to [B12] for explicit computations. First, to estimate the last integral, we prove the
following dissipation inequalities.

Proposition 6.8. Let « > max{0, —f} and 1 € (— a,«) such that y > —p. Then

[ Relf1de 2 INFIE G, — A= MAIE, i «#2+8,

||nf||L2(dxdy)

[ Relflde = s, log< )—nru—nmnzﬁ if & =2+

£l (deape

Second, we show in [B12] how to tackle the microscopic part. As already done a bit in
[B13], we use conservation of moments.

Proposition 6.9. Letd > 1, & > 0,0+ > 0, k € (0,a) and f be a solution of (6.1) with initial
condition f™ € L2(|v]*dxdpu). Then, there exists a positive constant Cy depending on d, a, B and k
such that

Vt>0, Hf(tr '/')HLZ(Lv]kdxdy) <Gk HfinHU(Ldexdy) )

This is crucial to be able to use the following interpolated weighted Poincaré inequality,
that we also need to derive for all operators.

Proposition 6.10. Letd > 1, &« > 0, o+ > 0,7 € [—B,«) and k € (0,a). Then there exists a
positive constant C depending on || f||12(qy q,) stch that for any f € L2(|v]*dxdp),

71+13

c H(l fHsz [;]dedy Hf||L2 (lv] kdxdy <Lf f>

We shall use Proposition 6.10 with 7 = —f if « > B and for some 7 € (—«,0) if & < B.
The latter case is actually more involved, we refer to [B12].

Once all previous estimates are combined, we conclude the proof by using Gronwall type
strategies, as usual. This is a little bit more involved here but tractable.
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6.2. The influence of a weak confinement

6.2 The influence of a weak confinement

We are now interested in a situation where particles overcome a confinement in space, but this
confinement is weak. The potential has an at most logarithmic growth and is such that e~ is
not integrable. Again, the only integrable equilibrium state is 0. Thus, if the initial datum is
integrable, we expect that the solution to our different models converge to 0 as t — +oo.

When there was no confinement potential, it was possible (see Section 6.1) to rely on
Fourier analysis and mode-by-mode estimates to tackle kinetic equations. Here, this is not
possible anymore and we develop an alternative approach based on moment estimates and
Caffarelli-Kohn-Nirenberg inequalities of Nash type for diffusion and kinetic equations.

Since results were not known for the associated (macroscopic) Fokker-Planck equation, we
start by that analysis. Then, we turn to kinetic equations with this weak confinement.

The macroscopic Fokker-Planck equation

Start with
up = Ayu+Vy- (ViVu) =Vy (e’v Vy (ev u)) (6.2)

where x € RY, d > 3, and V is a potential such that e=V ¢ L! (R%), that is, e~V dx is an
unbounded invariant measure.
We shall investigate the two following examples

Vi(x) =y log|x| and Va(x) = log|x],

with v < d and |x] := /1 +|x]2 for any x € R?. These two potentials share the same
asymptotic behaviour as |x| — co. The potential V; is invariant under scalings, whereas V; is
smooth at the origin.

When ¢ > 0, the potential V is very weakly confining in the sense that, even if it eventually
slows down the decay rate, it is not strong enough to produce a stationary state of finite mass:
the diffusion wins over the drift. Our goal to establish the rate of convergence in suitable
norms. We shall use the notation |||, := ||| 4y in case of Lebesgue’s measure and specify
the measure otherwise.

Theorem 6.11 (B., Dolbeault, Schmeiser [B15]). Assume that either d > 3, v < (d —2)/2 and
V=ViorV=V,ord=2v9<0andV = V,. Then any solution u of (6.2) with initial datum
up € LY NL2(R?) satisfies, for all t > 0,

2
[0l
(14ct)

4/d
~1 luoll;

2
[u(t, )3 < Nash i
l|uoll;

with ¢ := % min{l,l—%} C

NI=.

Here Cnash denotes the optimal constant in Nash’s inequality [152, 49, B16]

244 4
latll™" < Cxasn [[ull{ IVl ¥ € L' HY(RY).

Note that the rate of decay is independent of v and we recover the classical estimate due to
J. Nash when V = 0 (here v = 0).
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Our method involves the computation of AV. In dimension d = 2, V = V; would produce
a singularity (which could be handled by an appropriate regularization procedure). In dimen-
siond =1, V/(x) = (1 — x2)/(1 + x?)? has no definite sign and would require new estimates,
which are not covered by our result.

Theorem 6.11 does not cover the interval (d —2)/2 < 7 < d. This range is covered by
employing the natural setting of L?(¢") and by requiring additional moment bounds.

Theorem 6.12 (B., Dolbeault, Schmeiser [B15]). Let d > 1, v < d, V = Vi or V. = V;, and
ug € LY NL2(eV). If v > 0, let us assume that |||x[¥uol||, < oo for some k > max{2,3}. Then any
solution of (6.2) with initial datum u satisfies
d—y
2

2 2 _d
Vt>0, ||u(tl')HL2(ede) < ||u0||L2(ede) (1 + Ct) :

The constant ¢ depends on d, vy, k,

ol 2 (evax). luolly, and [[1x[*uo[

Our proofs are actually based on using suitable functional inequalities. Recall that when
potentials V have a sufficient growth at infinity: typically, if V(x) = |x|*, with @ > 1, then
a Poincaré inequality exists and the rate of convergence to a unique stationary solution is then
exponential, when measured in the appropriate norms; see [18] for a general overview. An
interesting family of weakly confining potentials is made of functions V with an intermediate
growth, such that e~V is integrable but limy_,,, V(x)/|x| = 0: all solutions of (6.2) are at-
tracted by a unique stationary solution, but the rate is expected to be algebraic rather than
exponential. A typical example is V(x) = |x|* with « € (0,1). The underlying functional
inequality is a weak Poincaré inequality: see [167, 125], and [17] for related Lyapunov type
methods 4 la Meyn and Tweedie or [23] for recent spectral considerations. We refer to [16]
and [183] for further considerations on, respectively, weighted Nash inequalities and spectral
properties of the diffusion operator. This problem has also attracted attention in the physics
literature (see [3] and the references therein for a list of interesting examples).

To achieve this theorem, it is a bit different. We make use of Nash or Hardy-Nash type
inequalities, usual Caffarelli-Kohn-Nirenberg inequalities when V = V; but also inhomoge-
neous Caffarelli-Kohn-Nirenberg inequalities when V = V,, that we have been proving (see
[B15, Appendix B, Theorem B.1.]) and are of independent interest, and that have the form

Proposition 6.13. If d > 3, v € (0,d) and k > /2, then there exists a function H such that, for
any w € HY(RY, | x] 77 dx) such that |x]*~7v € L1(R?,dx), we have

21— . 2 Jga |Vw]? [x] 7 dx
oo 1= ([ L1 ) H((fw wwwmx)z)'

The function H is such that H(X) < IC X" for some optimal constant K > 0, where a = % if

d>3and vy < 2(d—2). Otherwise, if 2 (d — 2) < 7y < d (which is possible only if d = 3) or d < 2,

then H(X) < K (X* 4+ X") where b =1 — 45 (d+2k+2— ).

To be used in our proofs, these suitable Caffarelli-Kohn-Nirenberg inequalities require
moment estimates. Additionally to the fact that no Fourier technique is available in this
framework, the main difference with [B14] is to rely on the moments of the solutions, that
have to be controlled independently.
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6.2. The influence of a weak confinement

Although this is a side result, let us notice that the case in which the potential contributes
to the decay, i.e., when ¢ < 0, is also covered in Theorem 6.12.

The scale invariance of (6.2) with V = V; can be exploited to obtain intermediate asymp-
totics in self-similar variables. Let us define

_ Cy |x|?
u(t,x) = m |x| ™7 exp ( 2(1—1—2t)> , (6.3)

The following result on intermediate asymptotics allows us to identify the leading order term of
the solution of (6.2) as t — +o0. It is the strongest of our results on (6.2) but initial data need
to have a sufficient decay as |x| — oo.

Theorem 6.14 (B., Dolbeault, Schmeiser [B15]). Let d > 1, v € (0,d) and V = Vy. If for some
constant K > 1, the function uy is such that

VxeRY, 0< up(x) < Kuy(0,x)

where c, is chosen such that ||u,||1 = ||uol||1 then the solution u of (6.2) with initial datum w satisfies

, %(17%) ¢
VE2 0, ult) e, < Ker lluol] (55) (1+28)%
for any p € [1,+00), where {, := 4 (1 — 7) + 2p min {2, ;% 7}
The kinetic counterpart

The second part of the paper [B15] is devoted to kinetic equations involving a degenerate dif-
fusion operator acting only on the velocity variable, for very weak potentials like V; or V».

The study of decay to equilibrium needs hypocoercivity methods, as earlier in this chapter.
Note importantly that the sub-exponential regime or the regime with weak confinement, i.e., of a
potential V such that a weak Poincaré inequality holds, has also been studied in [48, 118]. We
now focus on the kinetic counterpart to Theorems 6.11, 6.12 and 6.14. As in the case of (6.2)
when 7y > 0, the drift is opposed to the diffusion, but it is not strong enough to prevent that
the solution locally vanishes.

We consider the kinetic model (6.1), with for L either a Fokker-Planck operator (FP) of a
scattering operator (BGK), where the scattering rate b satisties 1 < b < b for some b > 1 (in
addition). This is the kinetic equation

Oif +v-Vif =V, V- V,f =Lf.
Observe that the global equilibrium is of the form
V(x,0) € R xR?, G(x,0) = M(v)e V™) where M(v) = (Zn)’% ez lol
Our main result is a decay rate in the presence of a very weak potential. It is an extension
of the results of Theorem 6.12 to the framework of kinetic equations.

Theorem 6.15 (B., Dolbeault, Schmeiser [B15]). Let d > 1, V = V, with v € [0,d) and k >
max {2,y/2}. We assume that (H1)-(H2) hold and consider a solution f of (6.1) with initial datum
fo € L2(M~dx dv) such that (i palx1* fodxdv+ [ga, ga [0 fodxdo < +oo. Then there exists
C > 0 such that

><1Rd

d—y

VE>0, [f(t 'I')||iz(./\/t*1dxdv) <Cd+16) 7.
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The expression of the constant C is explicit. However, due to the method, we cannot claim
optimality in the estimate of Theorem 6.15, but at least the asymptotic rate is expected to be
optimal by consistency with the diffusion limit, as it is the case when V = 0, studied in [B14].

We have now reached the end of the discussion on hypocoercivity without confinement.
A summary will be given in the perspectives below.

6.3 Hypocoercivity when the steady state is not known

In this last section, we change a little bit the spirit and we describe a situation where the con-
struction of hypocoercivity functionals can allow to prove the existence of a global equilibrium
when it is not known a priori. This is a result with Dolbeault and Hoffmann [B23].

The mathematical analysis of the fibre lay-down process in the production of non-woven
textiles has seen a lot of interest in recent years [141, 142, 109, 127, 128, 78, 129]. We now
describe the model we are interested in, which comes from [109]. It consists in the following
Fokker-Planck equation with forced speed:

If + (T+xer) Vif — s (TJ‘ : Vfo) = duf, xERLaeS. (6.4)

The speed of the moving belt is constant, and denoted by x. The confining potential satisfies,

(H1) Regularity and symmetry: V € C*>(IR?) and V is spherically symmetric outside some
ball B(O, Rv).

(H2) Normalisation: [, eV dy = 1.

(H3) Spectral gap condition (Poincaré inequality): there exists a positive constant A such
that for any u € H'(e~"dx) with [, ue™Vdx =0,

/ |qu|26_vdx > A/ u?e™V dx.
R JR2

(H4) Pointwise regularity condition on the potential: there exists c; > 0 such that for any
x € R?, the Hessian V2V of V satisfies

[VEV(x)] < er(1+[VV(x))).

(H5) Behaviour at infinity:

2

WP AN _ g,
x| oo [ V2V (x)]

lim W1
<o V(x)

Observe that this model falls down in the type of models we are interested in all along this
chapter. Indeed, rewrite (6.4) as

of =Lf =Tf+Tf, (6.5)

where the collision operator L := d,, acts as a multiplicator in the space variable x, T is the
perturbation introduced by the moving belt.

Tif := —xe1 - Vif,
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and the transport operator T is given by
Tf =T v_xf - a[x (TJ_ : VXVf) .

We consider solutions to (6.4) in the space L2(dyy) := L?(R? x S!,dyu,) with measure

dx da

dpye(x, ) = <ev(x) —i—@xg(x,uc)) o

We denote by (-, -)« the corresponding scalar product and by || - ||« the associated norm. Here,
¢ > 0 is a free parameter to be chosen later. The construction of the weight ¢ depends on
the boundedness of V,V. When it is bounded, no additional weight is needed to control the
effect of the perturbation Ty, and so we simply set ¢ = 0 in that case. When the gradient is
unbounded, the weight is constructed thanks to the following proposition:

Proposition 6.16. Assume that V satisfies (H1) and (H5) and that

|x|—o0
If k < 1/3 holds true, then there exists a function g(x,«), a constant ¢ = c(x) > 0 and a finite radius
R = R(x,V) > 0 such that
V]x| >R, Va €S, L(g)(x,a) < —c|V V(x)|g(x a),
where Ly is defined by
Loo(h) == duuh + (T + K1) - Vih — (Ti : va) duh — (T-ViV)h.

The weight g is of the form

g(x, &) :=exp <,BV(x) + |V V(x)|T <T(0‘) . m>> '

where the parameter B > 1 and the function T € C! ([—1,1]), T > 0 are determined along the proof
and only depend on «.

When « = 0, the steady state (global) is 5-¢~. When x > 0, it is not explicitly computable
and actually it is not even known to exist. Our aim is to show existence and uniqueness of
a stationary state. For this, we derive a more general hypocoercivity estimate from which
existence, uniqueness and exponential convergence can be derived. The main result is the
following.

Theorem 6.17 (B., Hoffmann, Mouhot [B23]). Let fin € L?*(duy) and let (H1-2-3-4-5) hold. For
0 < x < 1 small enough (with a quantitative estimate) and { > 0 large enough (with a quantitative
estimate), there exists a unique non-negative stationary state F, € L2(dpy) with unit mass Mg, = 1.
In addition, for any solution f of (6.4) in L*(du,) with mass My and subject to the initial condition
f(t =0) = fin, we have

If(t) = MyEdl|, < Cllfin = MyFe]| ™™,

where the rate of convergence A > 0 depends only on x and V, and the constant C > 0 depends only
onand V.
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Adding the movement of the conveyor belt, Theorem 6.17 shows that KerL, = (F) and
the exponential decay to equilibrium with rate A, corresponds to a spectral gap of size at least
[—Ax, 0]. Further, it allows to recover an explicit expression for the rate of convergence A for
x = 0. In general, we are not able to compute the stationary state F for x > 0 explicitly, but F;
converges to Fy = e~ weakly as x — 0. Let us finally emphasise that a specific contribution
of this work is to introduce two modifications of the entropy: 1) we first modify the space itself
with the coercivity weight g, then 2) we change the norm with an auxiliary operator following
the Dolbeault-Mouhot-Schmeiser hypocoercivity approach.

The proof of the existence is by a fixed point argument on a convex that is stable by the
flow. This stability is obtained by the following inequality.

Proposition 6.18. Assume that hypothesis (H1-2-3-4-5) hold and that 0 < x < 1 is small enough
(with a quantitative estimate). Let fi, € L>(dpuy) and f = f(t,x,a) be a solution of (6.4) in L*(dpy)
subject to the initial condition f(t = 0) = fin. Then f satisfies the following Gronwall type estimate:

d

SHIF(E)] < —mHLf ()] + 7203, 66)

where y1 > 0,72 > 0 are explicit constants only depending on x and V.

When applied to the difference of two solutions with the same mass, (6.6) gives an estimate
on the exponential decay rate towards equilibrium.
6.4 Perspectives

1. Clean the table.

The conclusions of Section 6.1 can be summed up in the following table.

1%

V= Ve~egaln(lx]) || Vx| | Vs |x|®
M x€(0,1) a>1
M < e L] [B14] : 3 [B15] : t—2° | [48]:e M | [80]: e M
M < el [B13]: t~ min(4,)
ae(0,1)
—min(d
M =< |v] %% | [B12] : ¢ “’
a>0

We observe that some cases are officially still open. However, we believe that the strate-
gies designed in this chapter can provide answers. One first thing would be to rewrite
the Fourier approach using only operators in the original space variable: this would al-
low to consider cases with weak confinement potential and fat-tailed M. In cases where
an integrable equilibrium exists, the point is that the global equilibrium G is not Me~"
but associated to an energy. This was already present in the original method in [80] so
one can really imagine to take this into account.

2. Half-space hypocoercivity.

A question of great interest is to be able to work in bounded or semi bounded domains.
In such geometries, using Fourier approaches is not possible anymore. A first interesting
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scenario is the half line R", on which one could for example look at the polynomial
relaxation rate of

lof?

e

of +v-Vuf = Mpsr—f, plf] ==/Vf(v) do, M(v) = (2753 (6.7)

and x € R, v € R with boundary conditions at {x = 0} and f,, € L2(M~!). The norm
|1l == [l - [[2(A1-1)- The conjecture is that the solution to (6.7) with specular conditions

at the boundary {x = 0} satisfies the optimal decay | f| = O(t*%) (similar to that in
the whole space), whereas the solution to (6.7) with the “no inflow” condition satisfies
the improved decay ||f|| = O(¢t~ ‘). This is actually interesting for applications, one
being the Bramson correction in kinetic reaction transport waves, see Chapter 4. This is
a bridge that I would like to make soon, and is a work in progress with Mouhot and

Mischler.

. Numerical schemes for rates of convergence.

Another interesting perspective is the development of robust schemes that are able to
provide precise rates of decay to zero (or to equilibrium). Exactly for the same reasons
as for the conception of numerical schemes for anomalous macroscopic limits (see the
perspectives in Chapter 5), getting rates is numerically difficult in cases where the mi-
croscopic part is supposed to have a non-trivial influence. An attempt on the fractional
Fokker-Planck equation has been made by Ayi ef al. in [15].

. Nonlinear models.

Developing strategies to understand very well linear semigroups is fundamental, since
it is usually one important ingredient in the understanding of nonlinear problems. As
an example of nonlinear problems that I got interested in recently with Amic Frouvelle,
for which linear hypocoercivity is a first step, let me say a few words about a model of
alignement of self-propelled particles,

Otf +v-Vif =Ayf —Vy- (PUL]ff)/
Ji(t,x) := Jsuf(t,x,0)do

Here, the velocities are on the unit sphere of R? and the space variable in the torus or the
full space. The operator P,. is a projection on v. Hypocoercive techniques are useful
to obtain for example uniform bounds for the linear semi-group, that would potentially
yield nonlinear bounds by perturbation. The fact that velocities are on the sphere adds
quite a lot of technical and structural difficulties. Actually, getting precise qualitative
and quantitative results on this model is still open from a lot of points of view (long
time behaviour, profiles, travelling wave solutions ...).
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Abstract

This memoir presents the research work I have conducted after my doctoral thesis. It is
applied analysis, dealing with qualitative and quantitative study of nonlocal models arising
from physics and biology. This manuscript is structured in two parts. The first part is about
spreading in nonlocal reaction-diffusion models (roughly). We study Bramson corrections
and accelerated propagation. The accent is put on getting sharp rates of invasion as much
as possible. The second part is about kinetic theory, we study several scaling limits that have
importance and interpretation in physics, and expand the theory of hypocoercivity to have a
better knowledge on long time behaviour of linear kinetic semigroups.

Keywords: Kinetic equations, reaction-diffusion equations, Hamilton-Jacobi equations, front
propagation, modelling, convergence to equilibrium, scaling limits.



Résumé

Ce mémoire est une synthese des travaux de recherche que j'ai conduits depuis ma soute-
nance de these. Il s’agit majoritairement de contributions en analyse appliquée, autour de
I'étude qualitative et quantitative de modeles venant de la physique et de la biologie. L’accent
est mis sur les modeles non locaux en réaction-diffusion (au sens large) et en théorie ciné-
tique. Le manuscript décrit en particulier I’extension de méthodes d’analyse pour 1’étude de
la correction de Bramson, 1’étude quantitative de phénomenes d’accélération dans des équa-
tions non locales de type "crapauds buffles" ou intégro-différentielles, puis dans un second
temps quelques développements de la théorie de 'hypocoercivité pour comprendre le re-
tour a 1’équilibre d’équations cinétiques linéaires, ainsi que quelques limites d’échelles macro-
scopiques ou de grandes déviations pour ce dernier type de modéles.

Mots-clés: Equations cinétiques, équations de reaction-diffusion, équations de Hamilton-
Jacobi, propagation, modélisation, convergence vers 1’équilibre, limites d’échelle.



