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Chapter 1

Introduction

Mean field game theory is devoted to the analysis of differential games with infinitely many players. For
such large population dynamic games, it is unrealistic for a player to collect detailed state information
about all other players. Fortunately this impossible task is useless: mean field game theory explains that
one just needs to implement strategies based on the distribution of the other players. Such a strong
simplification is well documented in the (static) game community since the seminal works of Aumann [2].
However, for differential games, this idea has been considered only very recently: the starting point is a
series of papers by Lasry and Lions [23, 24, 25], who introduced the terminology in around 2005. The
term mean field comes for an analogy with the mean field models in mathematical physics, which analyse
the behavior of many identical particles (see for instance Sznitman’s notes [34]). Here the particules are
replaced by agents or players, whence the name of mean field games. Related ideas have been developed
independently, and at about the same time, by Caines, Huang and Malhamé [17, 18, 19, 20], under the
name of Nash certainty equivalence principle.

This text aims at a short (and very incomplete) presentation of mean field games, as self-contained
as possible.
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Chapter 2

An appetizer: Nonatomic games

Before starting the analysis of differential games with a large number of players, it is not uninteresting
to have a look at this question for classical (one-shot) games.

The general framework is the following: let N be a (large) number of players. We assume that the
players are symmetric. In particular, the set of strategies Q is the same for all players. We denote by
FNi = FNi (x1, . . . , xN ) the payoff (= the cost) of player i ∈ {1, . . . , N}. Our symmetry assumption means
that

FNσ(i)(xσ(1), . . . , xσ(N)) = Fi(x1, . . . , xN )

for all permutation σ on {1, . . . , N}. We consider Nash equilibria for this game and want to analyze their
behavior as N → +∞.

For this we first recall the notion of Nash equilibria for one shot games. In order to proceed with
the analysis of large population games, we describe next the limit of maps of many variable. Then we
explain the limit, as the number of players tends to infinity, of Nash equilibria in pure, and then in
mixed, strategies. We finally discuss the uniqueness of the solution of the limit equation and present
some examples.

2.1 Nash equilibria in classical differential games

In this section, we introduce the notion of Nash equilibria in one-shot games.
Let S1, . . . , SN be compact metric spaces, J1, . . . , JN be continuous real valued functions on

∏N
i=1 Si.

Definition 2.1.1. A Nash equilibrium in pure strategies is a N−tuple (s̄1, . . . , s̄N ) ∈
∏N
i=1 Si such that,

for any i = 1, . . . , N ,
Ji(s̄1, . . . , s̄N ) ≤ Ji (si, (s̄j)j 6=i) ∀si ∈ Si .

Unfortunately Nash equilibria in pure strategies seldom exist and we have to introduce the notion of
mixed strategies. For this we denote by P(Si) the compact metric space of all Borel probability measures
defined on Si.

Definition 2.1.2. A Nash equilibrium in mixed strategies is a N−tuple (π̄1, . . . , π̄N ) ∈
∏N
i=1 P(Si) such

that, for any i = 1, . . . , N ,

(2.1) Ji(π̄1, . . . , π̄N ) ≤ Ji ((π̄j)j 6=i, πi) ∀πi ∈ P(Si) .

where by abuse of notation

Ji(π1, . . . , πN ) =

ˆ
S1×···×SN

Ji(s1, . . . , sN )dπ1(s1) . . . dπN (sN ) .

Remark 2.1.3. Note that condition (2.1) is equivalent to

Ji(π̄1, . . . , π̄N ) ≤ Ji ((π̄j)j 6=i, si) ∀si ∈ Si .

This later characterization is very convenient and used throughout the notes.

7



Theorem 2.1.4 (Nash (1950), Glicksberg (1952)). Under the above assumptions, there exists at least
one equilibrium point in mixed strategies.

Proof. It is a straightforward application of Fan’s fixed point Theorem [11]: let X be a non-empty,
compact and convex subset of a locally convex topological vector space. Let φ : X → 2X be an upper
semicontinuous set-valued map such that φ(x) is non-empty, compact and convex for all x ∈ X. Then φ
has a fixed point: ∃x̄ ∈ X with x̄ ∈ φ(x̄).

Let us recall that the upper semicontinuity of set-valued function φ : X → 2X means that, for every
open set W ⊂ X, the set {x ∈ X , φ(x) ∩W} is open in X.

Let us set X =
∏N
j=1 P(Si) and let us consider the best response map Ri : X → P(Si) of player i

defined by

Ri((πj)j=1,...,N ) =

{
π ∈ P(Si) , Ji((πj)j 6=i, π) = min

π′∈P(Si)
Ji((πj)j 6=i, π

′)

}
.

Then the map φ((πj)j=1,...,N ) =
∏N
i=1Ri((πj)j=1,...,N ) is upper semicontinuous with non-empty, compact

and convex values. Therefore it has a fixed point, which is a Nash equilibrium. �

We now consider the case where the game is symmetric. Namely, we assume that, for all i ∈ {1, . . . , N},
Si = S and Ji(s1, . . . , sN ) = Jθ(si)(sθ(1), . . . , sθ(N)) for all and all permutation θ on {1, . . . , N}.

Theorem 2.1.5 (Symmetric games). If the game is symmetric, then there is an equilibrium of the form
(π̄, . . . , π̄), where π̄ ∈ P(S) is a mixed strategy.

Proof. Let X = P(S) and R : X → 2X be the set-valued map defined by

R(π) =

{
σ ∈ X , Ji(σ, π, . . . , π) = min

σ′∈X
Ji(σ

′, π, . . . , π)

}
.

Then R is upper semicontinuous with nonempty convex compact values. By Fan’s fixed point Theorem,
it has a fixed point π̄ and, from the symmetry of the game, the N−tuple (π̄, . . . , π̄) is a Nash equilibrium.
�

2.2 Symmetric functions of many variables

Let Q be a compact metric space and uN : QN → R be a symmetric function:

uN (x1, . . . , xN ) = uN (xσ(1), . . . , xσ(n)) for any permutation σ on {1, . . . , n}.

Our aim is to define a limit for the uN .
For this let us introduce the set P(Q) of Borel probability measures on Q. This set is endowed with

the topology of weak-* convergence: a sequence (mN ) of P(Q) converges to m ∈ P(Q) if

lim
N

ˆ
Q

ϕ(x)dmN (x) =

ˆ
Q

ϕ(x)dm(x) ∀ϕ ∈ C0(Q) .

Let us recall that P(Q) is a compact metric space for this topology, which can be metrized by the distance
(often called the Kantorowich-Rubinstein distance)

d1(µ, ν) = sup{
ˆ
Q

fd(µ− ν) where f : Q→ R is 1−Lipschitz continuous} .

Other formulations for this distance will be given later (section 3.2).
In order to show that the (uN ) have a limit (at least up to a subsequence), we assume the following:

1. (Uniform bound) there is some C > 0 with

(2.2) ‖uN‖L∞(Q) ≤ C

8



2. (Uniform continuity) there is a modulus of continuity ω independent of n such that

(2.3) |uN (X)− uN (Y )| ≤ ω(d1(mN
X ,m

N
Y )) ∀X,Y ∈ QN , ∀N ∈ N,

where mN
X = 1

N

∑N
i=1 δxi and mN

Y = 1
N

∑N
i=1 δyi if X = (x1, . . . , xN ) and Y = (y1, . . . , yN ).

Theorem 2.2.1. If the uN are symmetric and satisfy (2.2) and (2.3), then there is a subsequence (uNk)
of (uN ) and a continuous map U : P(Q)→ R such that

lim
k→+∞

sup
X∈QNk

|uNk(X)− U(mNk
X )| = 0 .

Proof of Theorem 2.2.1. Without loss of generality we can assume that the modulus ω is concave. Let
us define the sequence of maps UN : P(Q)→ R by

UN (m) = inf
X∈QN

{
uN (X) + ω(d1(mN

X ,m))
}

∀m ∈ P(Q) .

Then, by condition (2.3), UN (mN
X) = uN (X) for any X ∈ QN . Let us show that the UN have ω for

modulus of continuity on P(Q): indeed, if m1,m2 ∈ P(Q) and if X ∈ QN is ε−optimal in the definition
of UN (m2), then

UN (m1) ≤ uN (X) + ω(d1(mN
X ,m1))

≤ UN (m2) + ε+ ω(d1(mN
X ,m2) + d1(m1,m2))− ω(d1(mN

X ,m2))
≤ UN (m2) + ω(d1(m1,m2)) + ε

because ω is concave. Hence the UN are equicontinuous on the compact set P(Q) and uniformly bounded.
We complete the proof thanks to Ascoli Theorem. �

Remark 2.2.2. Some uniform continuity condition is needed: for instance if Q is a compact subset of
Rd and uN (X) = maxi |xi|, then uN “converges” to U(m) = supx∈spt(m) |x| which is not continuous. Of
course the convergence is not uniform.

Remark 2.2.3. If Q is a compact subset of some finite dimensional space Rd, a typical condition which
ensures (2.3) is the existence of a constant C > 0, independent of N , such that

sup
i=1,...,N

‖DxiuN‖∞ ≤
C

N
∀N .

2.3 Limits of Nash equilibria in pure strategies

Let Q be a compact metric space and P(Q) be the set of Borel probability measures on Q.
We consider a one-shot game with a large number N of players. Our main assumption is that the

payoffs FN1 , . . . , FNN of the players are symmetric. In particular, under suitable bounds and uniform
continuity, we know from Theorem 2.2.1 that the FNi have a limit, which has the form F (x,m) (the
dependence on x is here to keep track of the fact of the dependence in i of the function FNi ). So the payoffs
of the players are very close to payoffs of the form F (x1,

1
N−1

∑
j≥2 δxj ), . . . , F (xN ,

1
N−1

∑
j≤N−1 δxj ).

In order to keep the presentation as simple as possible, we suppose that the payoffs have already
this form. That is, we suppose that there is a continuous map F : Q × P(Q) → R such that, for any
i ∈ {1, . . . , N}

FNi (x1, . . . , xN ) = F

xi, 1

N − 1

∑
j 6=i

δxj

 ∀(x1, . . . , xN ) ∈ QN .

Let us recall that a Nash equilibrium for the game (FN1 , . . . , FNN ) is an element (x̄N1 , . . . , x̄
N
N ) ∈ QN such

that
FNi (x̄N1 , . . . , x̄

N
i−1, yi, x̄

N
i+1, . . . , x̄

N
N ) ≥ FNi (x̄N1 , . . . , x̄

N
N ) ∀yi ∈ Q .
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We set

X̄N = (x̄N1 , . . . , x̄
N
N ) and mN

X̄N =
1

N

N∑
i=1

δx̄Ni .

Theorem 2.3.1. Assume that, for any N , X̄N = (x̄N1 , . . . , x̄
N
N ) is a Nash equilibrium in pure strategies

for the game FN1 , . . . , FNN . Then up to a subsequence, the sequence of measures (mN
X̄N

) converges to a
measure m̄ ∈ P(Q) such that

(2.4)

ˆ
Q

F (y, m̄)dm̄(y) = inf
m∈P(Q)

ˆ
Q

F (y, m̄)dm(y) .

Remark 2.3.2. The “mean field equation” (2.4) is equivalent to saying that the support of m̄ is con-
tained in the set of minima of F (y, m̄).

Indeed, if Sptm̄ ⊂ arg −miny∈QF (y, m̄), then clearly m̄ satisfies (2.4). Conversely, if (2.4) holds, then
choosing m = δx shows that

´
Q
F (y, m̄)dm̄(y) ≤ F (x, m̄) for any x ∈ Q. Therefore

´
Q
F (y, m̄)dm̄(y) ≤

minx∈Q F (x, m̄), which implies that m̄ is supported in arg −miny∈QF (y, m̄).

Remark 2.3.3. The result is not completely satisfying because it requires the existence of Nash equilibria
in the N−player game, which does not always hold. However there always exists Nash equilibria in mixed
strategies, i.e., when the player are allowed to randomize their behavior by playing strategies in P(Q)
instead of Q. We discuss this point below.

Proof. Without loss of generality we can assume that the sequence (mN
X̄N

) converges to some m̄. Let us
check that m̄ satisfies (2.4).

For this we note that, by definition, the measure δx̄Ni is a minimum of the problem

inf
m∈P(Q)

ˆ
Q

F (y,
1

N − 1

∑
j 6=i

δx̄Nj )dm(y) .

Since

d1

 1

N − 1

∑
j 6=i

δx̄Nj ,m
N
X̄N

 ≤ 2

N
,

and since F is uniformly continuous, the measure δx̄Ni is also ε−optimal for the problem

inf
m∈P(Q)

ˆ
Q

F (y,mN
X̄N )dm(y)

as soon as N is sufficiently large. By linearity, so is mN
X̄N

:

ˆ
Q

F (y,mN
X̄N )dmN

X̄N (y) ≤ inf
m∈P(Q)

ˆ
Q

F (y,mN
X̄N )dm(y) + ε .

Letting N → +∞ gives the result. �

2.4 Limit of Nash equilibria in mixed strategies

We now assume that the players play the same game FN1 , . . . , FNN as before, but there are allowed to play
in mixed strategies, i.e., they minimize over elements of P(Q) instead of minimizing over elements of Q
(which are now viewed as pure strategies). If the players play the mixed strategies π1, . . . , πN ∈ P(Q),
then the outcome of Player i (still denoted, by abuse of notation, F iN ) is

(2.5) FNi (π1, . . . , πN ) =

ˆ
QN

F

xi, 1

N − 1

∑
j 6=i

δxj

 dπ1(x1) . . . dπN (xN ) .

10



Let us recall that the notion of Nash equilibria in mixed strategies is defined in Definition 2.1.2 and that
we explained in Theorem 2.1.5 that symmetric Nash equilibria do exists.

Theorem 2.4.1. We assume that F is Lipschitz continuous. Let, for any N , (π̄N , . . . , π̄N ) be a sym-
metric Nash equilibrium in mixed strategies for the game FN1 , . . . , FNN . Then, up to a subsequence, (π̄N )
converges to a measure m̄ satisfying (2.4).

Remark 2.4.2. In particular the above Theorem proves the existence of a solution to the “mean field
equation” (2.4).

Proof. Let m̄ be a limit, up to subsequences, of the (π̄N ). Since the map xj → F (y, 1
N−1

∑
j 6=i δxj ) is

Lip(F )/(N − 1)−Lipschitz continuous, we have, by definition of the distance d1,

(2.6)

∣∣∣∣∣∣
ˆ
QN−1

F (y,
1

N − 1

∑
j 6=i

δxj )
∏
j 6=i

dπ̄N (xj)−
ˆ
QN−1

F (y,
1

N − 1

∑
j 6=i

δxj )
∏
j 6=i

dm̄(xj)

∣∣∣∣∣∣
≤ Lip(F )d1(π̄N , m̄) ∀y ∈ Q .

A direct application of the law of large numbers (see Theorem 3.2.6 below) gives

(2.7) lim
N→+∞

ˆ
QN−1

F (y,
1

N − 1

∑
j 6=i

δxj )
∏
j 6=i

dm̄(xj) = F (y, m̄) ,

where the convergence is uniform with respect to y ∈ Q thanks to the (Lipschitz) continuity of F . Since
(π̄1, . . . , π̄N ) is a Nash equilibrium, inequality (2.6) implies that, for any ε > 0 and if we choose N large
enough,ˆ

QN
F (y,

1

N − 1

∑
j 6=i

δxj )
∏
j 6=i

dm̄(xj)dm̄(xi) ≤
ˆ
QN

F (y,
1

N − 1

∑
j 6=i

δxj )
∏
j 6=i

dm̄(xj)dm(xi) + ε ,

for any m ∈ P(Q). Letting N → +∞ on both sides of the inequality gives, in view of (2.7),ˆ
Q

F (xi, m̄)dm̄(xi) ≤
ˆ
Q

F (xi, m̄)dm(xi) + ε ∀m ∈ P(Q) ,

which gives the result, since ε is arbitrary. �

We can also investigate the converse statement: suppose that a measure m̄ satisfying the equilibrium
condition (2.4) is given. In what extend can it be used in N−player games?

Theorem 2.4.3. Let F be as in Theorem 2.4.1. For any ε > 0, there exists N0 ∈ N∗ such that, if
N ≥ N0, the symmetric mixed strategy m̄, ·, m̄) is ε−optimal in the N−player game with costs (FNi )
defined by (2.5). Namely,

FNi (m̄, . . . , m̄) ≤ FNi (xi, (m̄)j 6=i) ∀xi ∈ Q.

Proof. Indeed, as explained in the proof of Theorem 2.4.1, we have

lim
N→+∞

FNi (xi, (m̄)j 6=i) = F (xi, m̄)

and this limit holds uniformly with respect to xi ∈ Q. So we can find N0 such that

(2.8) sup
xi∈Q

∣∣FNi (xi, (m̄)j 6=i)− F (xi, m̄)
∣∣ ≤ ε/2 ∀N ≥ N0.

Then, for any xi ∈ Q, we have

FNi (xi, (m̄)j 6=i) ≥ F (xi, m̄)− ε/2 ≥
ˆ
Q

F (yi, m̄)dm̄(yi)− ε/2

where the last inequality comes from the equilibrium condition (2.4) on m̄. Using again (2.8) we finally
get

FNi (xi, (m̄)j 6=i) ≥
ˆ
Q

F (yi, m̄)dm̄(yi)− ε/2 ≥ FNi (m̄, . . . , m̄)− ε.

�
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2.5 A uniqueness result

One obtains the full convergence of the measure mN
X̄N

(or π̄N ) if there is a unique measure m̄ satisfying
the condition (2.4). This is the case under the following (very strong) assumption:

Proposition 2.5.1. Assume that F satisfies

(2.9)

ˆ
Q

(F (y,m1)− F (y,m2))d(m1 −m2)(y) > 0 ∀m1 6= m2 .

Then there is at most one measure satisfying (2.4).

Remark 2.5.2. Requiring at the same time the continuity of F and the above monotonicity condition
seems rather restrictive for applications.

Condition (2.9) is more easily fulfilled for mapping defined on strict subsets of P(Q). For instance, if
Q is a compact subset of Rd of positive measure and Pac(Q) is the set of absolutely continuous measures
on Q (absolutely continuous with respect to the Lebesgue measure), then

F (y,m) =

{
G(m(y)) if m ∈ Pac(Q)
+∞ otherwise

satisfies (2.9) as soon as G : R→ R is continuous and increasing.
If we assume that Q is the closure of some smooth open bounded subset Ω of Rd, another example is

given by

F (y,m) =

{
um(y) if m ∈ Pac(Q) ∩ L2(Q)
+∞ otherwise

where um is the solution in H1(Q) of {
−∆um = m in Ω
um = 0 on ∂Ω

Note that in this case the map y → F (y,m) is continuous.

Proof of Proposition 2.5.1. Let m̄1, m̄2 satisfying (2.4). Then

ˆ
Q

F (y, m̄1)dm̄1(y) ≤
ˆ
Q

F (y, m̄1)dm̄2(y)

and ˆ
Q

F (y, m̄2)dm̄2(y) ≤
ˆ
Q

F (y, m̄2)dm̄1(y) .

Therefore ˆ
Q

(F (y, m̄1)− F (y, m̄2))d(m̄1 − m̄2)(y) ≤ 0 ,

which implies that m̄1 = m̄2 thanks to assumption (2.9). �

2.6 Example: potential games

We now consider a class of nonatomic games for which the equilibria can be reached by minimizing a
functional. To fix the idea, we now assume that Q ⊂ Rd. The heuristic idea is that, if F (x,m) can
somehow be represented as the derivative of some mapping Φ(x,m) with respect to the m−variable, and
if the problem

inf
m∈P(Q)

ˆ
Q

Φ(x,m)dx

12



has a minimum m̄, then ˆ
Q

Φ′(x, m̄)(m− m̄) ≥ 0 ∀m ∈ P(Q) .

So ˆ
Q

F (x, m̄)dm ≥
ˆ
Q

F (x, m̄)dm̄ ∀m ∈ P(Q) ,

which shows that m̄ is an equilibrium.
For instance let us assume that

F (x,m) =

{
V (x)m(x) +G(m(x)) if m ∈ Pac(Q)
+∞ otherwise

where V : Q → R is continuous and G : (0,+∞) → R is continuous, strictly increasing, with G(0) = 0
and G(s) ≥ cs for some c > 0. Then let

Φ(x,m) = V (x)m(x) +H(m(x)) if m is a.c.

where H is a primitive of G with H(0) = 0. Note that G is strictly convex with G(s) ≥ c
2s

2 − ds. Hence
the problem

inf
m∈Pac(Q)

ˆ
Q

V (x)m(x) +H(m(x)) dx

has a unique solution m̄ ∈ L2(Q). Then we have, for any m ∈ Pac(Q),

ˆ
Q

(V (x) +G(m̄(x)))m(x)dx ≥
ˆ
Q

(V (x) +G(m̄(x)))m̄(x)dx ,

so that m̄ satisfies (a slightly modified version of) the mean field equation (2.4). In particular, we have
V (x) +G(m(x)) = miny V (y) +G(m̄(y)) for any x ∈ Spt(m̄). Let us set λ = miny V (y) +G(m̄(y)). Then

m̄(x) = G−1((λ− V (x))+)

For instance, if we plug formally Q = Rd, V (x) = |x|2
2 and G(s) = log(s) into the above equality, we get

m(x) = e−|x|
2/2/(2π)d/2.

2.7 Comments

There is a huge literature on games with a continuum of players, starting from the seminal work by
Aumann [2]. Schmeidler [32], and then Mas-Colell [27], introduced a notion of non-cooperative equilibrium
in games with a continuum of agents and established several existence results in a much more general
framework where the agents have types, i.e., personal characteristics; in that set-up, the equilibria are
known under the name of Cournot-Nash equilibria. Blanchet and Carlier [4] investigated classes of
problems in which such equilibrium is unique and can be fully characterized.

Theorem 2.3.1 is borrowed from [26]. The variational approach described in section 2.6 presents strong
similarities with the potential games of Monderer and Shapley [28].
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Chapter 3

Preliminaries

In this section we give a crash course on optimal control, distance on the space of probability measures
and mean field limit. As mean field games consist in a combination of these three topics, it is important
to have a hint on all these domains separately.

3.1 Optimal control

3.1.1 The controlled problem

Let us consider a stochastic controlled problem where the state (Xs) of the system is governed by the
stochastic differential equation (SDE) with values in Rd:

(3.1) Xs = x+

ˆ s

t

b(r,Xr, αr)dr +

ˆ s

t

σ(r,Xr, αr)dBr.

In the above equation, B = (Bs)s≥0 is a N−dimensional Brownian motion (starting at 0) adapted to a
fixed filtration (Ft)t≥0, b : [0, T ]×Rd ×A→ Rd and σ : [0, T ]×Rd ×A→ Rd×N satisfy some regularity
conditions given below and the process α = (αs) is progressively measurable with values in some set A.
We denote by A the set of such processes. The elements of A are called the control processes.

The controller controls the process X through the control α in order to reach some goal: here we
consider optimal control problems, in which the controller aims at minimizing some cost J . We will
mostly focus on the finite horizon problem, where J takes the form:

J(t, x, α) = E

[ˆ T

t

L(s,Xs, αs)ds+ g(XT )

]
.

Here T > 0 is the finite horizon of the problem, L : [0, T ] × Rd × A → R and g : Rd → R are given
continuous maps (again we are more precise in the next section on the assumptions on L and g). The
controller minimizes J by using controls in A.

We introduce the value function the map u : [0, T ]× Rd → R defined by

u(t, x) = inf
α∈A

J(t, x, α) .

3.1.2 Dynamic programming and the verification Theorem

The main interest of the value function is that it indicates how the controller should choose her control in
order to play in an optimal way. We explain the key ideas in a very informal way. A rigorous treatment
of the question is described in the references indicated below.

Let us start with the dynamic programming principle, which states the following identity: for
any t1 ≤ t2,

(3.2) u(t1, x) = inf
α∈A

E
[ˆ t2

t1

L(s,Xs, αs)ds+ u(t2, Xt2)

]
.
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The interpretation is that, to play optimally at time t2, the controller can forget the past trajectory and
only remember the position Xt2 , thus reducing the problem to the computation of u(t2, Xt2).

Fix now t ∈ [0, T ). Choosing t1 = t, t2 = t + h (for h > 0 small) and assuming that u is smooth
enough, we obtain by Itô’s formula and (3.2) that

u(t, x) = inf
α∈A

E
[ˆ t+h

t

L(s,Xs, αs)ds+ u(t, x) +

ˆ t+h

t

(∂tu(s,Xs) +Du(s,Xs) · b(s,Xs, αs)

+
1

2
Tr(σσ∗(s,Xs, αs)D

2u(s,Xs)))ds
]
.

Simplifying by u(t, x), dividing by h and letting h→ 0+ gives (informally) the Hamilton-Jacobi equation

0 = inf
a∈A

[
L(t, x, a) + ∂tu(t, x) +Du(t, x) · b(t, x, a) +

1

2
Tr(σσ∗(t, x, a)D2u(t, x))

]
.

The proof of this fact is delicate in general, even more since the solution u is seldom enough differentiable
to fully justify this computation. Let us explain the argument in the case where u is assumed to be twice
differentiable in x and once in t with bounded derivatives. Fix a (time independent) control a. Then, by
dynamic programming principle and h > 0 small, we have

u(t, x) ≤ E

[ˆ t+h

t

L(s,Xs, a)ds+ u(t+ h,Xt+h)

]
.

We now use Itô’s formula to expand the term in u in the right-hand side:

u(t, x) ≤ E

[ˆ t+h

t

(L(s,Xs, a) + ∂tu(s,Xs) +Du(s,Xs) · b(s,Xs, a) +
1

2
Tr(σσ∗(s,Xs, a)D2u(s,Xs)))ds+ u(t, x)

]
.

We simplify by u(t, x) and divide by h to get:

0 ≤ E

[
1

h

ˆ t+h

t

(L(s,Xs, a) + ∂tu(s,Xs) +Du(s,Xs) · b(s,Xs, a) +
1

2
Tr(σσ∗(s,Xs, a)D2u(s,Xs)))ds

]
.

As h→ 0 and for s ∈ [t, t+ h], we have by continuity of the trajectories of the SDE that Xs → Xt = x.
So we can let h→ 0+ and obtain

0 ≤ E
[
(L(s, x, a) + ∂tu(s, x) +Du(s, x) · b(s, x, a) +

1

2
Tr(σσ∗(s, x, a)D2u(s, x)))

]
= L(s, x, a) + ∂tu(s, x) +Du(s, x) · b(s, x, a) +

1

2
Tr(σσ∗(s, x, a)D2u(s, x)).

This can be rearranged into

−∂tu(s, x)−Du(s, x) · b(s, x, a)− L(s, x, a)− 1

2
Tr(σσ∗(s, x, a)D2u(s, x)) ≤ 0.

Taking the sup over the controls a ∈ A gives the first inequality. The reverse inequality is slightly more
technical to obtain and we omit the argument.

Let us introduce the Hamiltonian H of our problem: for p ∈ Rd and M ∈ Rd×d,

H(t, x, p,M) := sup
a∈A

[
−L(t, x, a)− p · b(t, x, a)− 1

2
Tr(σσ∗(t, x, a)M)

]
.

Then the Hamilton-Jacobi equation can be rewritten as a terminal value problem:{
−∂tu(t, x) +H(t, x,Du(t, x), D2u(t, x)) = 0 in (0, T )× Rd,
u(T, x) = g(x) in Rd.
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The first equation is backward in time (the map H being nonincreasing with respect to D2u). The
terminal condition comes just from the definition of u for t = T .

Let us now introduce α∗(t, x) ∈ A as a maximum point in the definition of H when p = Du(t, x) and
M = D2(t, x). Namely

H(t, x,Du(t, x), D2u(t, x)) = −L(t, x, α∗(t, x))−Du(t, x) · b(t, x, α∗(t, x))

− 1

2
Tr(σσ∗(t, x, α∗(t, x))D2u(t, x)).(3.3)

We assume that α∗ is sufficiently smooth to justify the computation below. We are going to show that
α∗ is the optimal feedback, namely the optimal control to play at time t in the state x. Indeed, one
has the following “Verification Theorem”:

u(t, x) = J(t, x, α∗).

Proof. Let us denote by X∗ the solution to

X∗s = x+

ˆ s

t

b(r,X∗r , α
∗(r,X∗r ))dr +

ˆ s

t

σ(r,X∗r , α
∗(r,X∗r ))dBr

and set, to simplify the expression, α∗s := α∗(s,X∗s ) (note now that (α∗s) is a control, namely it belongs
to A. Strictly speaking, (α∗t ) is the optimal control, α∗ = α∗(t, x) being the optimal feedback). By Itô’s
formula, we have

g(X∗T ) = u(T,X∗T ) = u(t, x) +

ˆ T

t

(∂tu(s,X∗s ) +Du(s,X∗s ) · b(s,X∗s , α∗s)

+
1

2
Tr(σσ∗(s,X∗s , α

∗
s)D

2u(s,X∗s )))ds+

ˆ T

t

σ∗(s,X∗s , α
∗
s)Du(s,X∗s ) · dBs.

Taking expectation, using first the optimality of α∗ in (3.3) and then the Hamilton-Jacobi equation
satisfied by u, we obtain

E [g(X∗T )] = u(t, x) + E

[ˆ T

t

(∂tu(s,X∗s )−H(s,X∗s , Du(s,X∗s ), D2u(s,X∗s ))− L(s,X∗s , α
∗
s))ds

]

= u(t, x)− E

[ˆ T

t

L(s,X∗s , α
∗
s)ds

]
.

Rearranging, we find

u(t, x) = E

[ˆ T

t

L(s,X∗s , α
∗
s)ds+ g(X∗T )

]
,

which shows the optimality of α∗. �

The above arguments, although largely heuristic, can be partially justified. Surprisingly, the dynamic
programming principle is the hardest step to prove, and only holds under strong restrictions on the
probability space (but these restrictions are merely theoretical, and one can most often assume that they
are met in practice). In general, the value function is smooth only under very strong assumptions on the
system. However, under middler conditions, it is at least continuous and then it satisfies the Hamilton-
Jacobi equation in the viscosity sense. Besides, the Hamilton-Jacobi has a unique (viscosity) solution so
that it characterizes the value function. If the diffusion is strongly non degenerate (i.e., M = d and σ is
invertible with a smooth and bounded inverse) and if the Hamiltonian is smooth, then the value function
is smooth as well. In this setting the verification Theorem makes perfectly sense. We will illustrate this
case in the Subsection 4.2.
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3.1.3 Estimates on SDEs

In the previous parts, we were intentionally very fuzzy about the assumptions and the results. A complete
rigorous treatment of the problem is far beyond the aim of these notes. However, we need to clarify a
bit the definition of our problem. For this, we assume the maps b and σ to be continuous and Lipschitz
continuous in x independently of t and a: There is a constant K > 0 such that

|b(t, x, a)− b(t, y, a)|+ |σ(t, x, a)− σ(t, y, a)| ≤ K|x− y| ∀x, y ∈ Rd, t ∈ [0,+∞), a ∈ A .

Under these assumptions, for any bounded control α ∈ A, there exists a unique solution to (3.1). By a
solution we mean a progressively measurable process X such that, for any T > 0,

E

[ˆ T

t

|Xs|2ds

]
< +∞

and (3.1) holds P−a.s. More precisely, we have:

Lemma 3.1.1. Let α be a bounded control in A. Then there exists a unique solution X to (3.1) and this
solution satisfies, for any T > 0 and p ∈ [2,+∞),

E

[
sup
t∈[t,T ]

|Xt|p
]
≤ C(1 + |x|p + ‖b(·, 0, α·)‖p∞ + ‖σ(·, 0, α·)‖p∞),

where C = C(T, p, d) depends only on T , p and d.

Remark 3.1.2. In view of the above result, the cost J is well-defined provided, for instance, that the
maps L : [0, T ]× Rd ×A→ R and g : Rd → R are continuous with at most a polynomial growth.

Proof. The existence can be proved by a fixed point argument, exactly as for the McKean-Vlasov equation
(see below). Let us show the bound. We set M := ‖b(·, 0, α·)‖∞ + ‖σ(·, 0, α·)‖∞. We have, by Hölder’s
inequality

|Xs|p ≤ 3p−1

(
|x|p +

ˆ s

t

|b(r,Xr, αr)|pdr +

∣∣∣∣ˆ s

t

σ(r,Xr, αr)dBr

∣∣∣∣p) .
Thus

E
[

sup
t≤r≤s

|Xr|p
]
≤ 3p−1

(
|x|p +

ˆ s

t

E [|b(r,Xr, αr)|p] dr + E
[

sup
t≤r≤s

∣∣∣∣ˆ r

t

σ(u,Xu, αu)dBu

∣∣∣∣p]) .
Note that

|b(s,Xs, αs)| ≤ |b(s, 0, αs)|+ L|Xs| ≤M + L|Xs|

and, in the same way,

(3.4) |σ(s,Xs, αs)| ≤M + L|Xs|.

So we have ˆ s

t

E [|b(r,Xr, αr)|p] dr ≤ 2p−1(Mp(s− t) + Lp
ˆ s

t

E [|Xr|p] dr).

By the Burkholder-Davis-Gundy inequality (see Theorem IV.4.1 in [30]), we have

E
[

sup
t≤r≤s

∣∣∣∣ˆ r

t

σ(u,Xu, αu)dBu

∣∣∣∣p] ≤ CpE
[(ˆ s

t

Tr(σσ∗(r,Xr, αr))dr

)p/2]
,

where the constant Cp depends on p only. Combining Hölder’s inequality (since p/2 ≥ 1) with (3.4), we
then obtain

E
[

sup
t≤r≤s

∣∣∣∣ˆ r

t

σ(u,Xu, αu)dBu

∣∣∣∣p] ≤ Cp(s− t)p/2−12p−1

(
Mp(s− t) + Lp

ˆ s

t

E [|Xr|p] dr
)
.
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Putting together the different estimates we get therefore, for s ∈ [t, T ],

E
[

sup
t≤r≤s

|Xr|p
]
≤ C(p, T, d)

(
1 + |x|p +Mp +

ˆ s

t

E [|Xr|p] dr
)

≤ C(p, T, d)

(
1 + |x|p +Mp +

ˆ s

t

E
[

sup
t≤u≤r

|Xu|p
]
dr

)
,

where the constant C(p, T, d) depends only on p, T and d. We can then conclude by Gronwall’s Lemma.
�

3.1.4 Further reading

Several introductory courses on optimal control can be found online: for instance

• B. Bouchard, “Introduction to stochastic control of mixed diffusion processes, viscosity solutions
and applications in finance and insurance”,
https://www.ceremade.dauphine.fr/˜bouchard/bouchard.htm

• N. Touzi, “Deterministic and Stochastic Control, Application to Finance”,
http://www.cmap.polytechnique.fr/˜touzi/#Lecture

Classical references on stochastic optimal control problems are the monographs by Fleming and Rischel
[12], Fleming and Soner [13], Yong and Zhou [38].

3.2 A distance on the space of measures

3.2.1 The Monge-Kantorovitch distance

Let (X , d) be a locally compact complete metric space. We have mostly in mind X = Rd endowed with
the usual distance. We denote by P(X ) the set of Borel probability measures m on X . Let us recall that
two Borel probability measures m and m′ on X are equal if and only if

ˆ
X
φ(x)m(dx) =

ˆ
X
φ(x)m′(dx) ∀φ ∈ C0

b (X ),

where C0
b (X ) is the set of continuous and bounded maps on X . We say that a sequence (mn) of P(X )

narrowly converges to a measure m ∈ P(X ) if, for any test function φ ∈ C0
b (X ), we have

lim
n

ˆ
X
φ(x)mn(dx) =

ˆ
X
φ(x)m(dx).

Let us recall Prokhorov compactness criterium: a subset K of P(X ) is relatively compact for the sequential
narrow convergence if and only if it is tight: for any ε > 0 there exists a compact subset K of X such
that

sup
µ∈K

m(X\K) ≤ ε.

We fix from now on a point x0 ∈ X and denote by P1(X ) the set measures m ∈ P(X ) such that

ˆ
X
d(x, x0)m(dx) < +∞.

By the triangle inequality, it is easy to check that the set P1(X ) does not depend on the choice of x0.
We endow P1(X ) with the Monge-Kantorovitch distance:

d1(m1,m2) = sup
φ

ˆ
X
φ(x)(m1 −m2)(dx) ∀m1,m2 ∈ P1(X ),
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where the supremum is taken over the set of maps φ : X → R such that φ is 1−Lipschitz continuous.
Note that such a map φ is integrable against any measure in P1(X ) because it has a linear growth.

We note for later use that, if φ : X → R is Lip(φ)−Lipschitz continuous, then

ˆ
X
φ(x)(m1 −m2)(dx) ≤ Lip(φ)d1(m1,m2).

Characterization through random variables. We will repetitively use the following characteri-
zation of d1: let (Ω,F ,P) be an atomless probability space1. Then

Lemma 3.2.1. For any m1,m2 ∈ P1(X ),

(3.5) d1(m1,m2) = inf
X1,X2

E [|X1 −X2|] ,

where the infimum is taken over random variables X1 and X2 (with values in X ) such that the law of Xi

is mi.

The proof of this result exceeds the scope of these notes (see, for instance, [8] Chap. 5.1.1). An
inequality is easy: if X1 and X2 are random variables such that the law of Xi is mi, then

d1(m1,m2) ≤ E [|X1 −X2|] .

Indeed, for any 1−Lipschitz map φ : X → R,

ˆ
X
φd(m1 −m2) = E [φ(X1)− φ(X2)] ≤ E [|X1 −X2|] .

Taking the supremum in φ gives the claim. The difficult part of equality (3.5) is the reverse inequality,
which relies on the Kantorovitch duality.

We are now going to show that d1 is a distance (Lemma 3.2.2) which metricizes the weak
convergence (Proposition 3.2.4).

Lemma 3.2.2. d1 is a distance over P1(X ).

Proof. We first note that d1(m1,m2) = d1(m2,m1) ≥ 0 since one can always replace φ by −φ in the
definition. Let us show that d1(m1,m2) = 0 implies that m1 = m2. Indeed, if d1(m1,m2) = 0, then,
for any 1−Lipschitz continuous map φ, one has

´
X φ(x)(m1 −m2)(dx) ≤ 0. Replacing φ by −φ, one has

therefore
´
X φ(x)(m1 − m2)(dx) = 0. It remains to show that this equality holds for any continuous,

bounded map φ : X → R. Let φ ∈ C0
b (X ). We show in Lemma 3.2.3 below that there exists a sequence of

maps (φk) such that φk is k−Lipschitz continuous, with ‖φk‖∞ ≤ ‖φ‖∞, and the sequence (φk) converges
locally uniformly to φ. By Lipschitz continuity of φk, we have

´
X φkd(m1−m2) = 0. Since we can apply

Lebesgue convergence theorem (because the φk are uniformly bounded and m1 and m2 are probability
measures), we obtain that

´
X φd(m1 −m2) = 0. This proves that m1 = m2.

It remains to show the triangle inequality, which is immediate since

d1(m1,m3) = sup
φ

ˆ
X
φ(x)(m1 −m2 +m2 −m3)(dx)

≤ sup
φ

ˆ
X
φ(x)(m1 −m2)(dx) + sup

φ

ˆ
X
φ(x)(m2 −m3)(dx)

= d1(m1,m2) + d1(m2,m3).

�

1This means that, for any A ∈ F with P(A) > 0, there exists B ∈ F such that B ⊂ A and 0 < P(B) < P(A). In such a
space, for any m ∈ P(X ) there exists a random variable with law m.
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Lemma 3.2.3. Let φ ∈ C0
b (X ) and let us define the sequence of maps (φk) by

φk(x) = inf
y∈X

φ(y) + kd(y, x) ∀x ∈ X

Then φk ≤ φ, φk is k−Lipschitz continuous with ‖φk‖∞ ≤ ‖φ‖∞, and the sequence (φk) converges locally
uniformly to φ.

Proof. We have
φk(x) = inf

y∈X
φ(y) + kd(y, x) ≤ φ(x) + kd(x, x) = φ(x),

so that φk ≤ φ. Let us now check that φk is k−Lipschitz continuous. Indeed, let x1, x2 ∈ X , ε > 0 and
y1 be ε−optimal in the definition of φk(x1). Then

φk(x2) ≤ φ(y1) + kd(y1, x2) ≤ φ(y1) + kd(y1, x1) + kd(x1, x2) ≤ φk(x1) + ε+ kd(x1, x2).

As ε is arbitrary, this shows that φk is k−Lipschitz continuous. Note that φk(x) ≥ −‖φ‖∞. As φk ≤ φ,
this shows that ‖φk‖∞ ≤ ‖φ‖∞.

Finally, let xk → x and yk be (1/k)−optimal in the definition of φk(xk). Our aim is to show that
(φk(xk)) converges to φ(x), which will show the local uniform convergence of (φk) to φ (since X is locally
compact). Let us first remark that, by the definition of yk, we have

kd(yk, xk) ≤ φk(xk)− φ(yk) + 1/k ≤ 2‖φ‖∞ + 1.

Therefore
d(yk, x) ≤ d(yk, xk) + d(xk, x)→ 0 as k → +∞.

This shows that (φ(yk)) converges to φ(x) and thus

lim inf
k

φk(xk) ≥ lim inf
k

φ(yk) + kd(yk, xk)− 1/k ≥ lim inf
k

φ(yk)− 1/k = φ(x).

On the other hand, since φk ≤ φ, we immediately have lim sup
k

φk(xk) ≤ φ(x), from which we conclude

the convergence of (φk(xk)) to φ(x). �

Proposition 3.2.4. Let (mn) be a sequence in P1(X ) and m ∈ P1(X ). There is an equivalence between:
i) d1(mn,m)→ 0,

ii) (mn) narrowly converges to m and

ˆ
X
d(x, x0)mn(dx)→

ˆ
X
d(x, x0)m(dx).

iii) (mn) narrowly converges to m and lim
R→+∞

sup
n

ˆ
BR(x0)c

d(x, x0)mn(dx) = 0.

Sketch of proof. (i)⇒ (ii). Let us assume that d1(mn,m)→ 0. Then, for any Lipschitz continuous map
φ, we have

´
φmn(dx)→

´
φm(dx) by definition of d1. In particular, if we chose φ(x) = d(x, x0), we haveˆ

X
d(x, x0)mn(dx)→

ˆ
X
d(x, x0)m(dx). We now prove the weak-* convergence of (mn). Let φ : X → R

be continuous and bounded and let (φk) be the sequence defined in Lemma 3.2.3. Then

ˆ
φ(mn −m)(dx) =

ˆ
φk(mn −m)(dx) +

ˆ
(φ− φk)(mn −m)(dx).

Fix ε > 0. As (
´
X d(x, x0)mn(dx)) converges and m ∈ P1(X ), we can find R > 0 large such that

sup
n
mn(X\BR(x0)) +m(X\BR(x0)) ≤ 1

R
sup
n

ˆ
X
d(x, x0)mn(dx) +m(X\BR(x0)) ≤ ε.

On the other hand, we can find k large enough such that ‖φk − φ‖L∞(BR(x0)) ≤ ε, by local uniform
convergence of (φk). Finally, if n is large enough, we have |

´
φk(mn −m)(dx)| ≤ ε, by the convergence

21



of (mn) to m in d1. So∣∣∣∣ˆ
X
φ(mn −m)(dx)

∣∣∣∣ ≤ ∣∣∣∣ˆ
X
φk(mn −m)(dx)

∣∣∣∣+

∣∣∣∣∣
ˆ
X\BR(x0)

(φ− φk)d(mn −m)

∣∣∣∣∣+

∣∣∣∣∣
ˆ
BR(x0)

(φ− φk)(mn −m)(dx)

∣∣∣∣∣
≤
∣∣∣∣ˆ
X
φk(mn −m)(dx))

∣∣∣∣+ (‖φk‖∞ + ‖φ‖∞)(mn(X\BR(x0)) +m(X\BR(x0)))

+ 2‖φk − φ‖L∞(BR(x0))

≤ ε+ 2‖φ‖∞ε+ 2ε.

This shows the weak-* convergence of (mn) to m.

(ii)⇒ (iii). Let us assume that (mn) narrowly converges tom and

ˆ
X
d(x, x0)mn(dx)→

ˆ
X
d(x, x0)m(dx).

We have to check that lim
R→+∞

sup
n

ˆ
BR(x0)c

d(x, x0)mn(dx) = 0. For this we argue by contradiction, as-

suming that there is ε > 0 and a subsequence still denoted (mn) and Rn → +∞ such that, for all
n, ˆ

BRn (x0)c
d(x, x0)mn(dx) ≥ ε.

Then, for any M > 0 and any n large enough so that Rn ≥M ,ˆ
X
d(x, x0)mn(dx) =

ˆ
X

(d(x, x0) ∧M)mn(dx) +

ˆ
BM (x0)c

d(x, x0)mn(dx)−M
ˆ
BM (x0)c

mn(dx)

≥
ˆ
X

(d(x, x0) ∧M)mn(dx) + ε−Mmn(BM (x0)c).

We let n → +∞ in the above inequality to get, as (
´
X d(x, x0)mn(dx)) converges to

´
X d(x, x0)m(dx)

and (mn) converges to m narrowly,ˆ
X
d(x, x0)m(dx) ≥

ˆ
X

(d(x, x0) ∧M)m(dx) + ε−Mm(BM (x0)c)

≥
ˆ
X

(d(x, x0) ∧M)m(dx) + ε−
ˆ
BM (x0)c

d(x, x0)m(dx).

As
´
X d(x, x0)m(dx) is finite, the last term in the right-hand side tends to 0 as M tends to infinity while

the first one tends to
´
X d(x, x0)m(dx) by monotone convergence: this leads to a contradiction.

(i)⇒ (iii). Let us assume that (mn) weakly-* converges tom and that lim
R→+∞

sup
n

ˆ
BR(x0)c

d(x, x0)mn(dx) =

0. Fix ε > 0. In view of the last condition, we can find R > 0 large enough such that

sup
n

ˆ
BR(x0)c

d(x, x0)mn(dx) ≤ ε and

ˆ
BR(x0)c

d(x, x0)m(dx) ≤ ε.

Let K0 be the set of 1−Lipschitz continuous maps on X which vanish at x0. Note that, for any φ ∈ K0,
we have

|φ(x)| = |φ(x)− φ(x0)| ≤ d(x, x0).

Therefore

d1(mn,m) = sup
φ∈K0

ˆ
X
φ(x)(mn −m)(dx)

≤ sup
φ∈K0

[ˆ
BR(x0)

φ(x)(mn −m)(dx) +

ˆ
BR(x0)c

d(x, x0)(mn +m)(dx)

]

≤ sup
φ∈K0

[ˆ
BR(x0)

φ(x)(mn −m)(dx)

]
+ 2ε.(3.6)
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Let φn ∈ K0 be (1/n)−optimal for supφ∈K0

[´
BR(x0)

φ(x)(mn −m)(dx)
]
. We denote by (φ̃n) its re-

striction to BR(x0). As BR(x0) is compact and as the maps φ̃n are all 1−Lipschitz continuous with
φ̃n(x0) = 0, the sequence (φ̃n) is relatively compact by Ascoli-Arzelà Theorem. Therefore there exists a
subsequence of (φ̃n), denoted in the same way, and some 1−Lipschitz continuous map φ̃ on BR(x0), such
that (φ̃n) uniformly converges to φ on BR(x0). So, by weak-* convergence of (mn) to m we have:

lim sup
n

sup
φ∈K0

[ˆ
BR(x0)

φ(x)(mn −m)(dx)

]
≤ lim sup

n

ˆ
BR(x0)

φ̃n(x)(mn −m)(dx) +
1

n
= 0.

By (3.6), this implies that d1(mn,m) → 0 along the subsequence defined above. As this proof actually
applies to any subsequence, a standard argument allows us to conclude to the convergence of the whole
sequence. �

We repeatedly use the following compactness criterium:

Lemma 3.2.5. Let r > 1 and K ⊂ P1(X ) be such that (for some x0 ∈ X )

sup
µ∈K

ˆ
X

(d(x, x0))rµ(dx) < +∞ .

Then K is relatively compact for the d1 distance.

Note that bounded subsets of P1(X ) are not relatively compact for the d1 distance. For instance, in
X = R, the sequence of measures µn = n−1

n δ0 + 1
nδn converges narrowly to δ0, but d(µn, δ0) = 1 for any

n ≥ 1.

Proof of Lemma 3.2.5. Let C := supµ∈K
´
X (d(x, x0))rµ(dx). Fix ε > 0 and let R > (C/ε)1/(r−1) + 1.

Then we have, for any µ ∈ K:

(3.7) µ(X\BR(x0)) ≤
ˆ
X\BR(x0)

d(x, x0)µ(dx) ≤
ˆ
X\BR(x0)

(d(x, x0))r

Rr−1
µ(dx) ≤ C

Rr−1
< ε .

As BR(x0) is compact (since X is locally compact), K is tight.
Let now (µn) be a sequence in K. From the previous step we know that (µn) is tight and therefore

there is a subsequence, again denoted (µn), which narrowly converges to some µ. By (3.7) and (iii) in
Proposition 3.2.4 the convergence also holds for the distance d1. �

3.2.2 The Glivenko-Cantelli law of large numbers

We consider (Xn) a sequence of i.i.d. random variables (X−valued) on a fixed (atomless) probability
space (Ω,F ,P), with E[d(X1, x0)] < +∞. We denote by m the law of X1 and note that m ∈ P1(X ). The
law of large numbers states that, for any continuous map φ : X → R with at most a linear growth, we
have, a.s. and in L1,

lim
N→+∞

1

N

N∑
n=1

φ(Xn) = E[φ(X1)].

Our aim is to show that a slightly stronger convergence holds: let

mN
X :=

1

N

N∑
n=1

δXn

Note that mN
X is a random measure, in the sense that mN

X is a.s. a measure and that, for any Borel set
A ⊂ X , mN

X(A) is a random variable. The following result is (sometimes) known as the Glivenko-Cantelli
Theorem:
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Theorem 3.2.6. If E[d(X1, x0)] < +∞ (for some x0 ∈ X ), then, a.s. and in L1,

lim
N→+∞

d1(mN
X ,m) = 0.

Sketch of proof. Let φ : X → R be continuous with at most a linear growth (i.e., |φ(x)| ≤ ad(x, x0) + b
for some constants a, b). Then, by the law of large numbers,

lim

ˆ
X
φ(x)mN

X(dx) = lim
1

N

N∑
n=1

φ(Xn) = E[φ(X1)] a.s..

By a separability argument, it is not difficult to check that the set of zero probability in the above
convergence can be chosen independent of φ ∈ C0

b (X ). So (mN
X) converges weakly to m a.s. Choosing

now φ(x) = d(x, x0), we also have

ˆ
X
d(x, x0)mN

X(dx)→
ˆ
X
d(x, x0)m(dx) a.s..

Therefore, by Proposition 3.2.4, (mN
X) converges a.s. in d1 to m. It remains to show that this convergence

also holds in expectation. For this we note that

d1(mN
X ,m) = sup

φ

ˆ
X
φd(mN

X −m) ≤ sup
φ

1

N

N∑
i=1

φ(Xi)−
ˆ
X
φ(x)m(dx),

where the supremum is taken over the 1−Lipschitz continuous maps φ with φ(0) = 0. So

d1(mN
X ,m) ≤ 1

N

N∑
i=1

d(Xi, x0) +

ˆ
X
d(x, x0)m(dx).

As the right-hand side converges in L1 to 2E[d(X1, x0)] a.s., d1(mN
X ,m) is uniformly integrable which

implies its convergence in expectation to 0. �

3.2.3 The d2 distance

In many application, the Wasserstein distance is much more natural than the Monge-Kantorovitch one.
We define this distance only on Rd, the generalization to metric spaces being straightforward. The
Wasserstein distance is defined on the space P2(Rd) of Borel probability measures m with a finite second
order moment:

´
Rd |x|

2m(dx) < +∞. It is given by

d2(m1,m2) := inf
π

(ˆ
Rd×Rd

|x− y|2π(x, y)

)1/2

,

where the infimum is taken over the Borel probability measures π on Rd × Rd with first marginal given
by m1 and second marginal by m2:

ˆ
Rd×Rd

φ(x)π(dx, dy) =

ˆ
Rd
φ(x)m1(dx),

ˆ
Rd×Rd

φ(y)π(dx, dy) =

ˆ
Rd
φ(y)m2(dy) ∀φ ∈ C0

b (Rd).

Given an atomless probability space (Ω,F ,P), the distance can be defined equivalently by

d2(m1,m2) = inf
X,Y

(
E
[
|X − Y |2

])1/2
,

where the infimum is taken over random variables X,Y over Ω with law m1 and m2 respectively.
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3.2.4 Further reading

Classical references on the distances over the space of probability measures are the monographs by
Ambrosio, Gigli and Savaré [1], by Rachev and Rüschendorf [29], Santambrogio [31], and Villani [36],
[37]. See also Chap. V in the monograph by Carmona and Delarue [8].

It is often useful to quantify the convergence speed in the law of large numbers. Such results can be
found in the text books [29] or, in a sharper form, in [8].

3.3 Dynamics of large particle systems

We complete this preliminary part by the analysis of large particle systems. We consider system of
N−particles (where N ∈ N∗ is a large number) and we want to understand the behavior of the system
as the number N tends to infinity. We work with the following system: for i = 1, . . . , N ,

(3.8)

 dXi
t = b(Xi

t ,m
N
Xt)dt+ dBit, mN

Xt :=
1

N

N∑
j=1

δXjt

Xi
0 = Zi

where the (Bi) are independent Brownian motions, the Zi are i.i.d. random variables in Rd which are
also independent of the (Bi). The map b : Rd × P1(Rd) → Rd is assumed to be globally Lipschitz
continuous. Note that, under these assumptions, the solution (Xi) to (3.8) exists and is unique, since
this is an ordinary system of SDEs with Lipschitz continuous drift. A key point is that, because the (Zi)
have the same law and the equations satisfied by the Xi are symmetric, the Xi have the same law (they
are actually “exchangeable”).

We want to understand the limit of the (Xi) as N → +∞. The heuristic idea is that, as N is large,
the (Xi) become more and more independent, so that they become almost i.i.d. The law of large numbers
then implies that

b(Xi
t ,m

N
Xt) ≈ Ẽ

[
b(Xi

t , X̃
i
t)
]

=

ˆ
Rd
b(Xi

t , y)PXit (dy),

where X̃i
t is an independent copy of Xi

t and Ẽ is the expectation with respect to this independent copy.
Therefore we expect the Xi to be close to the solution X̄i to the McKean-Vlasov equation

(3.9)

{
dX̄i

t = b(X̄i
t ,L(X̄i

t))dt+ dBit,
X̄i

0 = Zi

where L(X) denotes the law of a random variable X. This is exactly what we are going to show. For
doing so, we proceed in 2 steps: first, we prove the existence and the uniqueness of a solution to the
McKean-Vlasov equation (3.9) and, second, we establish the convergence.

3.3.1 The well-posedness of the McKean-Vlasov equation.

Theorem 3.3.1. Let us assume that b : Rd × P1(Rd) → Rd is globally Lipschitz continuous and let
Z ∈ L2(Ω). Then the McKean-Vlasov equation{

dXt = b(Xt,L(Xt))dt+ dBt
X0 = Z

has a unique solution, i.e., a progressively measurable process such that E
[´ T

0
|Xs|2ds

]
< +∞ for any

T > 0.

Remark 3.3.2. By Itô’s formula, the law mt of a solution Xt solves in the sense of distributions the
McKean-Vlasov equation{

∂tmt − 1
2∆mt + div(mtb(x,mt)) = 0 in (0, T )× Rd

m0 = L(Z) in Rd.
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One can show (and we will admit) that this equation has a unique solution, which proves the uniqueness
in law of the process X.

Proof. Let α > 0 to be chosen later and E be the set of progressively measurable processes (Xt) such
that

‖X‖E := E
[ˆ ∞

0

e−αt|Xt|dt
]
< +∞.

Then (E, ‖ · ‖E) is a Banach space. On E we define the map Φ by

Φ(X)t = Z +

ˆ t

0

b(Xs,L(Xs))ds+Bt, t ≥ 0.

Let us check that the map Φ is well defined from E to E. Note first that Φ(X) is indeed progressively
measurable. By the L−Lipschitz continuity of b (for some L > 0),

|Φ(X)t| ≤ |Z|+
ˆ t

0

|b(Xs,L(Xs))|ds+ |Bt|

≤ |Z|+ t|b(0, δ0)|+ L

ˆ t

0

(|Xs|+ d1(L(Xs), δ0))ds+ |Bt|,

where one can easily check that d1(L(Xs), δ0) = E
[ˆ t

0

|Xs|ds
]
. So

E
[ˆ +∞

0

e−αt|Φ(X)t|dt
]
≤ α−1E[|Z|] + α−2|b(0, δ0)|+ 2LE

[ˆ +∞

0

e−αt
ˆ t

0

|Xs|dsdt
]

+

ˆ +∞

0

e−αtE [|Bt|] dt

= α−1E[|Z|] + α−2|b(0, δ0)|+ 2L

α
E
[ˆ +∞

0

e−αs|Xs|ds
]

+ Cd

ˆ +∞

0

t1/2e−αtdt,

where Cd depends only on dimension. This proves that Φ(X) belongs to E.
Let us finally check that Φ is a contraction. We have, if X,Y ∈ E,

|Φ(X)t − Φ(Y )t| ≤
ˆ t

0

|b(Xs,L(Xs))− b(Ys,L(Ys))| dt

≤ Lip(b)
(ˆ t

0

d1(PXs ,PYs)dt+

ˆ t

0

|Xs − Ys|dt
)
.

Recall that d1(PXs ,PYs) ≤ E [|Xs − Ys|] . So multiplying by e−αt and taking expectation, we obtain:

‖Φ(X)− Φ(Y )‖E = E
[ˆ +∞

0

e−αt |Φ(X)s − Φ(Y )s| dt
]

≤ 2Lip(b)

ˆ +∞

0

e−αt
ˆ t

0

E [|Xs − Ys|] dsdt

≤ 2Lip(b)

α
‖X − Y ‖E .

If we choose α > 2Lip(b), then Φ is a contraction in the Banach space E and therefore has a unique fixed
point. It is easy to check that this fixed point is the unique solution to our problem. �

3.3.2 The mean field limit

Let (Xi) be the solution to the particle system (3.8) and (X̄i) be the solution to (3.9). Let us note that,
as the (Bi) and the (Zi) are independent with the same law, the (X̄i

t) are i.i.d. for any t ≥ 0.

Theorem 3.3.3. We have, for any T > 0,

lim
N→+∞

sup
i=1,...,N

E

[
sup
t∈[0,T ]

|Xi
t − X̄i

t |

]
= 0.
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Remark: a similar result holds when there is a non constant volatility term σ in front of the Brownian
motion. The proof is then slightly more intricate.

Proof. We consider

Xi
t − X̄i

t =

ˆ t

0

(
b(Xi

t ,m
N
Xt)− b(X̄

i
t ,L(X̄i

t))
)
dt.

By the uniqueness in law of the solution to the McKean-Vlasov equation we can denote by m(t) := L(X̄i
t)

(it is independent of i). Then, setting mN
X̄t

:=
1

N

N∑
j=1

δX̄jt
and using the triangle inequality, we have

|Xi
t − X̄i

t | ≤
ˆ t

0

∣∣∣b(Xi
t ,m

N
Xt)− b(X̄

i
s,m

N
X̄s

)
∣∣∣ ds+

ˆ t

0

∣∣∣b(X̄i
s,m

N
X̄s

)− b(X̄i
s,m(s))

∣∣∣ ds
≤ Lip(b)

ˆ t

0

(|Xi
s − X̄i

s|+ d1(mN
Xt ,m

N
X̄s

))ds+ Lip(b)

ˆ t

0

d1(mN
X̄s
,m(s))ds

≤ Lip(b)
ˆ t

0

(|Xi
s − X̄i

s|+
1

N

N∑
j=1

|Xj
s − X̄j

s |)ds+ Lip(b)

ˆ t

0

d1(mN
X̄s
,m(s))ds,(3.10)

since

d1(mN
Xt ,m

N
X̄s

) ≤ 1

N

N∑
j=1

|Xj
s − X̄j

s |.

Summing over i = 1, . . . , N , we get

1

N

N∑
i=1

|Xi
t − X̄i

t | ≤ 2Lip(b)

ˆ t

0

1

N

N∑
j=1

|Xj
s − X̄j

s |ds+ Lip(b)

ˆ t

0

d1(mN
X̄s
,m(s))ds.

Using Gronwall Lemma, we find, for any T > 0, and for some constant CT depending on Lip(b),

(3.11) sup
t∈[0,T ]

1

N

N∑
i=1

|Xi
t − X̄i

t | ≤ CT
ˆ T

0

d1(mN
X̄s
,m(s))ds,

where CT depends on T and Lip(b) (but not on N). Then we can come back to (3.10), use first Gronwall
Lemma and then (3.11) to get, for any T > 0, and for some (new) constant CT depending on Lip(b) and
which might change from line to line,

sup
t∈[0,T ]

|Xi
t − X̄i

t | ≤ CT
ˆ T

0

(
1

N

N∑
j=1

|Xj
s − X̄j

s |+ d1(mN
X̄s
,m(s)))ds

≤ CT
ˆ T

0

d1(mN
X̄s
,m(s))ds.

We now take expectation to obtain

E

[
sup
t∈[0,T ]

|Xi
t − X̄i

t |

]
≤ CT

ˆ T

0

E
[
d1(mN

X̄s
,m(s))ds

]
.

One can finally check exactly as in the proof of Theorem 3.2.6 that the right-hand side tends to 0. �

3.3.3 Further reading

An introductive exposition of the topic can be found in the notes of Villani [35]. Classical references for
the mean field limit of particle systems are the monographs or texbooks by Sznitman [34], Spohn [33]
and Golse [14].
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3.4 Exercises

Exercice 3.1 (Exit time problem). Let O be an open bounded subset of Rd. Given a continuous map
x : [0,+∞)→ Rd with x(0) ∈ O, we set

τ(x) = inf{t > 0, x(t) /∈ O}

(with τ(x) = +∞ if x(t) ∈ O for any t > 0). Given x0 ∈ O, we consider the stochastic control problem

u(x0) = inf
α∈A

E

[ˆ τ(Xx0,α)

0

(
1

2
|αs|2 + 1)ds

]
,

where Xx0,α satisfies

Xx0,α
t = x0 +

ˆ t

0

αsds+Bt ∀t ≥ 0,

B is a d−dimensional Brownian motion on a stochastic basis (Ω,F ,P) and A is the set of progressively

measurable controls α from [0,+∞) to Rd such that E[
´ T

0
|αs|2ds] < +∞ for any T .

1. Choose α ≡ 0 and show that E[τ(Xx0,0)] < +∞. Deduce from this that u(x0) < +∞.

2. Derive (without proof) the dynamic programming principle: for any h > 0,

u(x0) = inf
α∈A

E

[ˆ τ(Xx0,α)∧h

0

(
1

2
|αs|2 + 1)ds+ u(Xx0,α

h )1h<τ(Xx0,α)

]
,

(where a ∧ b = inf{a, b}).

3. Deduce from this (again without proof), that, if u is of class C2 in O and is continuous in O, then
u solves

−1

2
∆u+

1

2
|Du|2 = 1 in O, u = 0 on ∂O.

4. Conversely, assume that v is of class C2 in O, is continuous in O and solves

−1

2
∆v +

1

2
|Dv|2 = 1 in O, v = 0 on ∂O.

Show that u = v and that α∗(x) = −Dv(x) is an optimal feedback for the problem.

Exercice 3.2 (A stopping-time problem). Given a smooth bounded map g : Rd → R and x0 ∈ Rd, we
consider the problem

u(x0) = inf
τ
E [g(Xx0

τ ) + τ ]

where Xt = x0 + Bt (B being a d−dimensional Brownian motion on a stochastic basis (Ω,F ,P)) and
where the infimum is taken over the set of stopping times.

1. Show that u(x0) ≤ g(x0) for any x0 ∈ Rd.

2. Derive (without proof) the dynamic programming principle: for any h > 0,

u(x0) = inf
τ
E [(g(Xx0

τ ) + τ)1τ≤h + (u(Xx0

h ) + h)1τ>h] .

3. Deduce from this (again without proof), that, if u is of class C2 in {u < g} and is continuous in
Rd, then u solves

max{−1

2
∆u− 1 , u− g} = 0 in Rd.

28



4. Conversely, assume that v is of class C2 in {v < g} and is continuous in Rd, then v solves

max{−1

2
∆v − 1 , v − g} = 0 in Rd.

Show that u = v and that τ∗(x) = inf{t ≥ 0, u(x(t)) = g(x(t))} is an optimal stopping-time for
the problem.

Exercice 3.3 (A simple comparison result). The goal of this exercise is a show a comparison principle
in a very simple setting. Let O be a bounded open subset of Rd and H : O × Rd × Rd×d → R be a
continuous Hamiltonian such that

(3.12) H(x, p,X) ≤ H(x, p, Y ) if X ≥ Y (in the sense of symmetric matrices).

Let u and v be two continuous maps on O, of class C2 in O. We assume that u and v satisfy respectively

u(x) +H(x,Du(x), D2u(x)) ≥ 0 in O, u(x) ≥ 0 on ∂O

and
v(x) +H(x,Dv(x), D2v(x)) ≤ 0 in O, v(x) ≤ 0 on ∂O

(one says that u is a super-solution while v is a sub-solution). In order to show that u ≥ v in O, we argue
by contradiction, assuming that sup(v − u) > 0.

1. Assume that H is of the form

H(x, p,M) = sup
a∈A

[
−L(x, a)− p · b(x, a)− 1

2
Tr(σσ∗(x, a)M)

]
.

Show that H satisfies (3.12).

2. We consider x̄ ∈ O a maximum point of v − u in O. Show that x̄ ∈ O.

3. Write the optimality conditions for x̄ and use the inequations satisfied by u and v, find a contra-
diction.

Exercice 3.4 (Empirical measures). Fix N ∈ N\{0}. Given x = (x1, . . . , xN ) ∈ (Rd)N , we define the
empirical measure on Rd:

mN
x :=

1

N

N∑
i=1

δxi

1. Let x = (x1, . . . , xN ) ∈ (Rd)N and y = (y1, . . . , yN ) ∈ (Rd)N . Show that, for any permutation
σ ∈ SN on {1, . . . , N}, one has

d1(mN
x ,m

N
y ) ≤

N∑
i=1

|xi − yσ(i)|.

In the rest of the exercise, we prove the reverse inequality. Let us first recall that Kantorovitch
duality Theorem (see Theorem 6.1.1 of [1] for instance), states that, for any m,m′ ∈ P1(Rd),

(3.13) d1(m,m′) = inf
π∈Π(m,m′)

ˆ
R2d

|x− y|π(dx, dy),

where Π(m,m′) is the set of Borel probability measures on R2d such that π(A × Rd) = m(A) and
π(Rd × A) = m′(A) for any Borel set A ⊂ Rd (such a measure π is called a coupling between m
and m′).

2. Show that, for any m,m′ ∈ P1(Rd), Π(m,m′) is a convex compact (for the weak-* convergence)
subset of P(R2d) and derive from this that there is a minimum in the minimization problem above.
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3. Show that any π ∈ Π(mN
x ,m

N
y ) can be represented as

π =
1

N

N∑
i,j=1

Mi,jδ(xi,yj)

where M = (Mij) belongs to the set C of doubly stochastic matrices (i.e., the set of matrices
M ∈ Rd×d such that Mij ≥ 0,

∑
jMij =

∑
jMji = 1 for any i ∈ {1, . . . , N}.

Birkhoff Theorem (that we will also admit) states that the extreme points of the convex compact
set C are the permutation matrices, i.e., the matrices M in C such that Mij = 0 or 1.

4. Show that there exists a permutation matrix M̄ ∈ C such that π̄ := N−1
∑N
i,j=1 M̄i,jδ(xi,yj) is a

minimizer in (3.13).

5. Conclude that

d1(mN
x ,m

N
y ) = inf

σ∈SN

N∑
i=1

|xi − yσ(i)|.
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Chapter 4

The second order MFG systems

This chapter is devoted to the most classical mean field game system. We first explain—in a very general
framework—the derivation and the meaning of the system and illustrate the concept through an example.
Then we prove the existence of a solution in a very particular setting. Finally we also discuss potential
MFG, for which one can obtain the equilibrium as the minimum of a functional.

4.1 Description of the system

4.1.1 Heuristic derivation of the MFG system

We describe here the simplest, standard class of mean field games. In this control problem with infinitely
many agents, each small agent controls her own dynamics:

(4.1) Xs = x+

ˆ s

t

b(r,Xr, αr,m(r))dr +

ˆ s

t

σ(r,Xr, αr,m(r))dBr,

where X lives in Rd, α is the control (taking its values in a fixed set A) and B is a given M−dimensional
Brownian motion. The difference with Subsection 3.1.1 is the dependence of the coefficients with respect
to the distribution (m(t)) of the all the players. This (time dependent) distribution (m(t)) belongs to the
set P(Rd) of Borel probability measures on Rd and is, at this stage, supposed given: we think at (m(t))
as the anticipation made by the agents on their future time dependent distribution. The coefficients
b : [0, T ] × Rd × A × P(Rd) → Rd and σ : [0, T ] × Rd × A × P(Rd) → Rd×M are assumed to be smooth
enough for the solution (Xt) to exist.

The cost of a small player is given by

J(t, x, α) = E

[ˆ T

t

L(s,Xs, αs,m(s)ds+ g(XT ,m(T ))

]
.

Here T > 0 is the finite horizon of the problem, L : [0, T ×Rd×A×P(Rd)→ R and g : Rd×P(Rd)→ R
are given continuous maps.

If we define the value function u as

u(t, x) = inf
α
J(t, x, α),

then, at least in a formal way, u solves the Hamilton-Jacobi equation{
−∂tu(t, x) +H(t, x,Du(t, x), D2u(t, x),m(t)) = 0 in (0, T )× Rd
u(T, x) = g(x,m(T )) in Rd.

where the Hamiltonian H : [0, T ]× Rd × Rd × Rd×d × P(Rd)→ R is defined by

H(t, x, p,M,m) := sup
a∈A

[
−L(t, x, a,m)− p · b(t, x, a,m)− 1

2
Tr(σσ∗(t, x, a,m)M)

]
.
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Let us now introduce α∗(t, x) ∈ A as a maximum point in the definition of H when p = Du(t, x) and
M = D2(t, x). Namely

H(t, x,Du(t, x), D2u(t, x),m(t)) = −L(t, x, α∗(t, x),m(t))−Du(t, x) · b(t, x, α∗(t, x),m(t))

− 1

2
Tr(σσ∗(t, x, α∗(t, x))D2u(t, x),m(t)).(4.2)

Recall from Subsection 3.1.1 that α∗ is the optimal feedback for the problem. Let us strongly emphasize
that u and α∗ depend on the time-dependent family of measures (m(t)).

We now discuss the evolution of the population density. For this we make two important assumptions:
First we assume that all the agents control the same system (4.1) (although not necessarily starting from
the same initial position) and minimize the same cost J . As a consequence, the dynamics at optimum of
each player is given by

dX∗s = b(s,X∗s , α
∗(s,X∗s ),m(s))ds+ σ(s,X∗s , α

∗(s,X∗s ),m(r))dBs.

Second we assume that the initial position of the agents and the noise driving their dynamics are inde-
pendent: in particular, there is no “common noise” impacting all the players. The initial distribution of
the agents at time t = 0 is denoted by m̄0 ∈ P(Rd). From the analysis of the mean field limit (in the
simple case where the coefficients do not depend on the other agents) the actual distribution (m̃(s)) of
all agents at time s is simply given by the law of (X∗s ) with L(X∗0 ) = m̄0.

Let us now write the equation satisfied by (m̃(s)). By Itô’s formula, we have, for any smooth map
φ : [0, T )× Rd → R with a compact support:

0 = E [φ(T,X∗T )] = E [φ(0, X∗0 )] +

ˆ T

0

E
[
∂tφ(s,X∗s ) + b(s,X∗s , α

∗(s,X∗s ),m(s)) ·Dφ(s,X∗s )

+
1

2
Tr(σσ∗(s,X∗s , α

∗(s,X∗s ),m(r))D2φ(s,X∗s ))
]
ds

=

ˆ
Rd
φ(0, x)m̄0(dx) +

ˆ T

0

ˆ
Rd

[
∂tφ(s, x) + b(s, x, α∗(s, x),m(s)) ·Dφ(s, x)

+
1

2
Tr(σσ∗(s, x, α∗(s, x),m(r))D2φ(s, x))

]
m̃(t, dx)ds

=

ˆ
Rd
φ(0, x)m̄0(dx) +

ˆ T

0

ˆ
Rd

[
∂tφ(s, x) +

d∑
i=1

bi(s, x, α
∗(s, x),m(s))∂xiφ(s, x)

+
1

2

d∑
i,j=1

aij(s, x, α
∗(s, x),m(r))∂2

xixjφ(s, x))
]
m̃(t, dx)ds

where a = (aij) = σσ∗. After two integration by parts (and assuming that the boundary terms vanish),
we obtain that (m̃(t)) satisfies, in the sense of distributions, ∂tm̃−

1

2

d∑
i,j=1

∂2
ij(m̃(t, x)aij(t, x, α

∗(t, x),m(t))) +

d∑
i=1

∂xi(m̃(t, x)bi(s, x, α
∗(s, x),m(s))) = 0 in (0, T )× Rd,

m̃(0) = m̄0 in Rd,

or, in a more compact way, ∂tm̃−
1

2

∑
ij

D2
ij(m̃(t, x)aij(t, x, α

∗(t, x),m(t))) + div(m̃(t, x)b(s, x, α∗(s, x),m(s))) = 0 in (0, T )× Rd,

m̃(0) = m̄0 in Rd,

where, for a vector field φ = (φi), div(φ)(x) =
∑d
i=1 ∂xiφi(x).
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At equilibrium, one expects the anticipation (m(t)) made by the agents to be correct: m̃(t) = m(t).
Collecting the above equation leads to the MFG system:
−∂tu(t, x) +H(t, x,Du(t, x), D2u(t, x),m(t)) = 0 in (0, T )× Rd,

∂tm−
1

2

∑
ij

D2
ij(m(t, x)aij(t, x, α

∗(t, x),m(t))) + div(m(t, x)b(s, x, α∗(s, x),m(s))) = 0 in (0, T )× Rd,

m(0) = m̄0, u(T, x) = g(x,m(T )) in Rd,

where α∗ is given by (4.2) and a = σσ∗.

In order to simplify a little this system, let us assume that M = d and σ =
√

2Id. We set (warning!
abuse of notation!)

H(t, x, p,m) := sup
a∈A

[−L(t, x, a,m)− p · b(t, x, a,m)]

and note that, by the Envelope Theorem (see Lemma 4.1.1 below), one can expect to get (under suitable
assumptions):

DpH(t, x,Du(t, x),m(t)) = −b(t, x, α∗(t, x),m(t)).

In this case the MFG system becomes
−∂tu(t, x)−∆u(t, x) +H(t, x,Du(t, x),m(t)) = 0 in (0, T )× Rd,
∂tm−∆m(t, x)− div(m(t, x)DpH(t, x,Du(t, x),m(t)) = 0 in (0, T )× Rd,
m(0) = m̄0, u(T, x) = g(x,m(T )) in Rd,

Here is the Envelope Theorem:

Lemma 4.1.1. Let A be a compact metric space, O be an open subset of Rd and f : A × O → R be
continuous and with Dxf continuous on A×O. Then the marginal map

V (x) = inf
a∈A

f(a, x)

is differentiable at each point x ∈ O at which infimum in V (x) is reached at a unique point ax ∈ A. Then

DV (x) = Dxf(ax, x).

Proof. Let x ∈ O be such that the infimum in V (x) is a unique point ax ∈ A. Then an easy compactness
argument shows that, if ay is a minimum point of V (y) for y ∈ O and y → x, then ay → ax.

Fix y ∈ O. Note first that, as ax ∈ A,

V (y) ≤ f(ax, y) = f(ax, x) +Dxf(ax, zy) · (y − x) = V (x) +Dxf(ax, zy) · (y − x),

for some zy ∈ [x, y].
Conversely,

V (x) ≤ f(ay, x) = f(ay, y) +Dxf(ay, z
′
y) · (x− y) = V (y) +Dxf(ay, z

′
y) · (x− y),

for some z′y ∈ [x, y].
By continuity of Dxf and convergence of ay, we infer that

lim
y→x

|V (y)− V (x)−Dxf(ax, x) · (y − x)|
|y − x|

≤ lim inf
y→x

|Dxf(ax, zy)−Dxf(ax, x)|+
∣∣Dxf(ay, z

′
y)−Dxf(ax, x)

∣∣ = 0.

�
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4.1.2 A simple example of optimal trading

We discuss here a toy example of optimal trading. Let us warn the reader that this example does not fit
the framework described above. However, it can be solved explicitly and illustrates quite well the mean
field interactions.

A continuum of investors decide to buy or sell a given tradable instrument. The decision is a signed
quantity Q0 to buy (in such a case Q0 is negative: the investor has a negative inventory at the initial
time t = 0) or to sell (when Q0 is positive). All investors have to buy or sell before a given terminal time
T , and we assume that they have the same risk aversion parameters φ and A.

Each investor will control its trading speed αt through time, in order to fulfill its goal. The price St
of the tradable instrument is submitted to two kinds of moves: an exogenous innovation supported by a
standard Wiener process Bt (with its natural probability space and the associated filtration Ft), and the
permanent market impact generated linearly from the buying or selling pressure θµt where µt is the net
sum of the trading speed of all investors and θ > 0 is a fixed parameter.

(4.3) dSt = θµt dt+ σ dBt.

In principle one should expect the term (µt) to be stochastic and adapted to the filtration generate by
B, which, in this setting, should be interpreted as a common noise. Because of the specific structure of
the problem it is not the case here: so in the rest of the example we consider (µt) as deterministic.

The state of each investor is described by two variables: its inventory Qt and its wealth Xt (starting
with X0 = 0 for all investors). The evolution of Q reads

(4.4) dQt = αt dt,

since for a seller, Q0 > 0 (the associated control α will be mostly negative) and the wealth suffers from
linear trading costs (or temporary, or immediate market impact, parametrized by κ):

(4.5) dXt = −αt(St + κ · αt) dt.

Meaning the wealth of a seller will be positive (and the faster you sell—i.e. α is largely negative—, the
smaller the sell price).

The cost function of each investor is made of the wealth at T , plus the value of the inventory penalized
by a terminal market impact, and minus a running cost quadratic in the inventory:

(4.6) Vt := sup
α

E

[
XT +QT (ST −A ·QT )− φ

ˆ T

t

(Qs)
2 ds

]
.

The Hamilton-Jacobi-Bellman satisfied by the valued function V = V (t, s, q, x;µ) associated to (4.6)
is

(4.7) 0 = ∂tV − φ q2 +
1

2
σ2∂2

ssV + θµ∂sV + sup
α
{α∂qV − α(s+ κα)∂xV }

with terminal condition
V (T, x, s, q;µ) = x+ q(s−Aq).

To find V , we will use the following ansatz:

(4.8) V = x+ qs+ v(t, q;µ).

Thus the HJB on v is
−θµ q = ∂tv − φ q2 + sup

α

{
α∂qv − κα2

}
,

with terminal condition
v(T, q;µ) = −Aq2

and the associated optimal feedback is

(4.9) α(t, q) =
∂qv(t, q)

2κ
.
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Further simplification In view of the equation, we look for v(t, q) as a quadratic function of q:

v(t, q) = h0(t) + q h1(t)− q2 h2(t)

2
.

Then the equation for v can be split in three parts

(4.10)
0 = −2κh′2(t)− 4κφ+ (h2(t))2,

2κθµ(t) = −2κh′1(t) + h1(t)h2(t),
−(h1(t))2 = 4κh′0(t),

One also has to add the terminal condition: as VT = x+ q(s−Aq), v(T, q) = −Aq2. This implies that

(4.11) h0(T ) = h1(T ) = 0, h2(T ) = 2A.

Defining the mean field. In our model, the net trading flow µ is the average of the optimal feedback
in the population. If the initial inventories of the investors is distributed as the random variable Q̃0, by
(4.9) the inventories at time t of these investors is the random variable given by

Q̃t = Q̃0 +

ˆ t

0

∂qv(s, Q̃s)

2κ
ds = Q̃0 +

1

2κ

ˆ t

0

(−h2(s)Q̃s + h1(s))ds.

Calling E(t) the expectation of Q̃t, we find that E solves the ODE

E′(t) = −h2(t)

2κ
E(t) +

h1(s)

2κ
, E(0) = E0 := E

[
Q̃0

]
while

µ(t) = E

[
∂qv(s, Q̃s)

2κ

]
=

1

2κ
E
[
−h2(t)Q̃t + h1(t)

]
= E′(t).

The full system To summarize, we find the system:

0 = −2κh′2(t)− 4κφ+ (h2(t))2,
2κθE′(t) = −2κh′1(t) + h1(t)h2(t),
−(h1(t))2 = 4κh′0(t),

E′(t) = −h2(t)
2κ E(t) + h1(t)

2κ ,
h0(T ) = h1(T ) = 0, h2(T ) = 2A, E(0) = E0.

Note that this is a forward-backward system and thus the standard theory of ODEs does not directly
apply.

An example of resolution The (backward) equation for h2 can be solved separately. Once h1 is
known, one can also find h0. Let us now show that one can reduce the system of equations satisfied
(h1, E) to a single equation. We have

h1(t) = 2κE′(t) + h2(t)E(t),

so that

h′1(t) = 2κE′′(t) + h2(t)E′(t) + h′2(t)E(t)

= −θE′(t) +
h2(t)

2κ
h1(t) = −θE′(t) +

h2(t)

2κ
(2κE′(t) + h2(t)E(t)).

Thus

0 = −2κE′′(t)− θE′(t) + (−h′2(t) +
h2

2(t)

2κ
)E(t)

= −2κE′′(t)− θE′(t) + 2φE(t).

35



with boundary conditions

E(0) = E0, 0 = h1(T ) = 2κE′(T ) + h2(T )E(T ) = 2κE′(T ) + 2AE(T ).

To summarize we find the problem

(4.12)

{
−2κE′′(t)− θE′(t) + 2φE(t) = 0 in (0, T ),
E(0) = E0, 2κE′(T ) + 2AE(T ) = 0.

Let us consider the Hilbert space H := {x ∈ H1([0, T ]), x(0) = 0}. Then by the equation satisfied by
x(t) = E(t)− E0, we have, for any y ∈ H,

0 =

ˆ T

0

y(t)(−2κx′′(t)− θx′(t) + 2φ(x(t) + E0))dt

=
[
−2y(t)x′(t)

]T
0

+

ˆ T

0

(2κx′(t)y′(t)x′′(t)− θx′(t)y(t) + 2φx(t)y(t))dt+ E0)

ˆ T

0

y(t)dt

=
2A

κ
(x(T ) + E0)y(T ) +

ˆ T

0

(2κx′(t)y′(t)− θx′(t)y(t) + 2φx(t)y(t))dt+ E0

ˆ T

0

y(t)dt

Let us consider on H the bilinear form

A(x, y) :=
2A

κ
x(T )y(T ) +

ˆ T

0

(2κx′(t)y′(t)x′′(t)− θx′(t)y(t) + 2φx(t)y(t))dt.

One easily checks that it is bilinear continuous on H ×H. Moreover,

A(x, x) =
2A

κ
(x(T ))2 +

ˆ T

0

(2κ(x′(t))2 − θx′(t)x(t) + 2φ(x(t))2)dt

= (
2A

κ
− θ)(x(T ))2 +

ˆ T

0

(2κ(x′(t))2 + 2φ(x(t))2)dt

So A is coercive (at least if) if θ ≤ 2A
κ . From Lax-Milgram Theorem we deduce that, if ξ is the linear

form

ξ(y) := −2AE0

κ
y(T )− E0

ˆ T

0

y(t)dt ∀y ∈ H,

there exists a unique x̄ ∈ H such that

A(x̄, y) = ξ(y) ∀y ∈ H.

One can check by standard arguments that this is equivalent to saying that x̄ solves system (4.12).

4.2 Analysis of a second order quadratic MFG

We discuss the existence of a solution of the MFG system in the simple setting of second order equations
with a quadratic Hamiltonian:

(4.13)


(i) −∂tu−∆u+

1

2
|Du|2 = F (x,m(t)) in Rd × (0, T )

(ii) ∂tm−∆m− div (m Du) = 0 in Rd × (0, T )

(iii) m(0) = m0 , u(x, T ) = G(x,m(T )) in Rd

Our aim is to prove the existence of classical solutions for this system and give some interpretation in
terms of game with finitely many players.

For this our main assumption is that F and G are regularizing on the set of probability measures on
Rd. To make our life simple, we assume that all measures considered in this section have a finite first order
moment: let P1 be the set of such Borel probability measures m on Rd such that

´
Rd |x|dm(x) < +∞.

The set P1 can be endowed with following (Kantorovitch-Rubinstein) introduced in Subsection 3.2.
Here are our main assumptions on F , G and m0: we suppose that there is some constant C0 such

that
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1. (Bounds on F and G) F and G are uniformly bounded by C0 over Rd × P1.

2. (Uniform regularity of G) G(·,m) is bounded in C2+α(Rd) (for some α ∈ (0, 1)), uniformly with
respect to the measure m.

3. (Lipschitz continuity of F and G)

|F (x1,m1)− F (x2,m2)| ≤ C0 [|x1 − x2|+ d1(m1,m2)] ∀(x1,m1), (x2,m2) ∈ Rd × P1 .

and

|G(x1,m1)−G(x2,m2)| ≤ C0 [|x1 − x2|+ d1(m1,m2)] ∀(x1,m1), (x2,m2) ∈ Rd × P1 .

4. The probability measure m0 is absolutely continuous with respect to the Lebesgue measure, has a
C2+α density (still denoted m0) which satisfies

´
Rd |x|

2m0(x)dx < +∞.

A pair (u,m) is a classical solution to (4.13) if u,m : Rd × [0, T ] → R are continuous, of class C2 in
space and C1 in time and (u,m) satisfies (4.13) in the classical sense. The main result of this section is
the following:

Theorem 4.2.1. Under the above assumptions, there is at least one classical solution to (4.13).

The proof is relatively easy and relies on basic estimates for the heat equation as well as some remarks
on the Fokker-Planck equation (4.13-(ii)).

4.2.1 On the Fokker-Planck equation

Let b : Rd × [0, T ]→ R be a given vector field. Our aim is to analyse the Fokker-Planck equation

(4.14)

{
∂tm−∆m+ div (m b) = 0 in Rd × (0, T )
m(0) = m0

as an evolution equation is the space of probability measures. We assume here that the vector field
b : Rd × [0, T ]→ Rd is continuous, uniformly Lipschitz continuous in space, and bounded.

Definition 4.2.2 (Weak solution to (4.14)). We say that m is a weak solution to (4.14) if m ∈
L1([0, T ],P1) is such that, for any test function ϕ ∈ C∞c (Rd × [0, T )), we have

ˆ
Rd
φ(x, 0)dm0(x) +

ˆ T

0

ˆ
Rd

(∂tϕ(x, t) + ∆ϕ(x, t) + 〈Dϕ(x, t), b(x, t)〉) m(t, dx) = 0 .

In order to analyse some particular solutions of (4.14), it is convenient to introduce the following
stochastic differential equation (SDE)

(4.15)

{
dXt = b(Xt, t)dt+

√
2dBt, t ∈ [0, T ]

X0 = Z0

where (Bt) is a standard d−dimensional Brownian motion over some probability space (Ω,A,P) and
where the initial condition Z0 ∈ L1(Ω) is random and independent of (Bt). Under the above assumptions
on b, there is a unique solution to (4.15). This solution is closely related to equation (4.14):

Lemma 4.2.3. If L(Z0) = m0, then m(t) := L(Xt) a weak solution of (4.14).

Proof : This is a straightforward consequence of Itô’s formula, which says that, if ϕ : Rd×[0, T ]→ R
is bounded, of class C2 in space and C1 in time, then

ϕ(Xt, t) = ϕ(Z0, 0)

+

ˆ t

0

[ϕt(Xs, s) + 〈Dϕ(Xs, s), b(Xs, s)〉+ ∆ϕ(Xs, s)] ds+

ˆ t

0

〈Dϕ(Xs, s), dBs〉 .
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Taking the expectation on both sides of the equality, we have, since

E
[ˆ t

0

〈Dϕ(Xs, s), dBs〉
]

= 0

because t→
´ t

0
〈Dϕ(Xs, s), dBs〉 is a martingale,

E [ϕ(Xt, t)] = E
[
ϕ(Z0, 0) +

ˆ t

0

[ϕt(Xs, s) + 〈Dϕ(Xs, s), b(Xs, s)〉+ ∆ϕ(Xs, s)] ds

]
.

So by definition of m(t), we get

ˆ
Rd
ϕ(x, t)m(t, dx) =

ˆ
Rd
ϕ(x, 0)m0(dx)

+

ˆ t

0

ˆ
Rd

[ϕt(x, s) + 〈Dϕ(x, s), b(x, s)〉+ ∆ϕ(x, s)]m(s, dx) ds ,

i.e., m is a weak solution to (4.14). �

This above interpretation of the continuity equation allows to get very easily some estimates on the
map t→ m(t) in P2.

Lemma 4.2.4. Let m be defined as above. There is a constant c0 = c0(T ), such that

d1(m(t),m(s)) ≤ c0(1 + ‖b‖∞)|t− s| 12 ∀s, t ∈ [0, T ] .

Proof : Recalling the definition of d1 we note that the law γ of the pair (Xt, Xs) belongs to
Π(m(t),m(s)), so that

d1(m(t),m(s)) ≤
ˆ
R2d

|x− y|dγ(x, y) = E [|Xt −Xs|] .

Therefore, if for instance s < t,

E [|Xt −Xs|] ≤ E
[ˆ t

s

|b(Xτ , τ)| dτ +
√

2 |Bt −Bs|
]

≤ ‖b‖∞(t− s) +
√

2(t− s)

�

Moreover we also obtain some integral estimates:

Lemma 4.2.5. There is a constant c0 = c0(T ) such that

ˆ
Rd
|x|2m(t, dx) ≤ c0(

ˆ
Rd
|x|2m0(dx) + 1 + ‖b‖2∞) ∀t ∈ [0, T ] .

Proof : Indeed:

ˆ
Rd
|x|2m(t, dx) = E

[
|Xt|2

]
≤ 2E

[
|X0|2 +

∣∣∣∣ˆ t

0

b(Xτ , τ)dτ

∣∣∣∣2 + 2 |Bt|2
]

≤ 2

[ˆ
Rd
|x|2m0(dx) + t2‖b‖2∞ + 2t

]
�
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4.2.2 Proof of the existence Theorem

Before starting the proof of Theorem 4.2.1, let us recall some basic existence/uniqueness result for the
heat equation

(4.16)

{
wt −∆w + 〈a(x, t), Dw〉+ b(x, t)w = f(x, t) in Rd × [0, T ]
w(x, 0) = w0(x) in Rd

For this it will be convenient to denote by Cs+α (for an integer s ≥ 0 and α ∈ (0, 1)) the set of maps
z : Rd× [0, T ]→ R such that the derivatives ∂ktD

l
xz exist for any pair (k, l) with 2k+ l ≤ s and such that

these derivatives are bounded and α−Hölder continuous in space and (α/2)−Hölder continuous in time.
If we assume that, for some α ∈ (0, 1), a : Rd× [0, T ]→ R, b, f : Rd× [0, T ]→ R and w0 : Rd → R belong
to Cα, then the above heat equation is has a unique weak solution. Furthermore this solution belongs to
C2+α (Theorem 5.1 p. 320 of [22]).

We will also need the following interior estimate (Theorem 11.1 p. 211 of [22]): if a = b = 0 and
f is continuous and bounded, any classical, bounded solution w of (4.16) satisfies, for any compact set
K ⊂ Rd × (0, T ),

(4.17) sup
(x,t),(y,s)∈K

|Dw(x, t)−Dw(y, s)|
|x− y|β + |t− s|β/2

≤ C(K, ‖w‖∞)‖f‖∞ ,

where β ∈ (0, 1) depends only on the dimension d while C(K, ‖w‖∞) depends on the compact set K, on
‖w‖∞ and on d.

Let C1 be a large constant to be chosen below and C be the set of maps µ ∈ C0([0, T ],P1) such that

(4.18) sup
s6=t

d1(µ(s), µ(t))

|t− s| 12
≤ C1

and

sup
t∈[0,T ]

ˆ
Rd
|x|2m(t, dx) ≤ C1 .

Then C is a convex closed subset of C0([0, T ],P1). It is actually compact, because the set of probability
measures m for which

´
Rd |x|

2dm(x) ≤ C1 is finite, is compact in P1 (see Lemma 3.2.5).

To any µ ∈ C we associate m = Ψ(µ) ∈ C in the following way: Let u be the unique solution to

(4.19)

{
−∂tu−∆u+

1

2
|Du|2 = F (x, µ(t)) in Rd × (0, T )

u(x, T ) = G(x, µ(T )) in Rd

Then we define m = Ψ(µ) as the solution of the Fokker-Planck equation

(4.20)

{
∂tm−∆m− div (m Du) = 0 in Rd × (0, T )

m(0) = m0 in Rd

Let us check that Ψ is well-defined and continuous. To see that a solution to (4.19) exists and is
unique, we use the Hopf-Cole transform: setting w = eu/2 we easily check that u is a solution of (4.19)
if and only if w is a solution of the linear (backward) equation{

−∂tw −∆w = wF (x, µ(t)) in Rd × (0, T )

w(x, T ) = eG(x,µ(T ))/2 in Rd

Note that the maps (x, t) → F (x,m(t)) and x → eG(x,µ(T ))/2 belong to C1/2 and C2+α respectively,
because µ satisfies (4.18) and from our assumptions on F and G. Therefore the above equation is uniquely
solvable and the solution belongs to C2+α with α = 1

2 , which in turn implies the unique solvability of
(4.19) with a solution u which belongs to C2+α. Recall that the maps x→ F (x, µ(t)) and x→ G(x, µ(T ))
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are bounded by C0, so that a straightforward application of the comparison principle implies that u is
bounded by (1 + T )C0. In the same way, since moreover the maps x → F (x, µ(t)) and x → G(x, µ(T ))
are C0−Lipschitz continuous (again by our assumptions on F and G), u is also C0−Lipschitz continous.
Hence Du is bounded by C0.

Next we turn to the Fokker-Planck equation (4.20), that we write into the form

∂tm−∆m− 〈Dm,Du(x, t)〉 −m∆u(x, t) = 0 .

Since u ∈ C2+α, the maps (x, t) → Du(x, t) and (x, t) → ∆u(x, t) belong to Cα, so that this equation is
uniquely solvable and the solution m belongs to C2+α. Moreover, in view of the discussion of subsection
4.2.1, we have the following estimates on m:

d1(m(t),m(s)) ≤ c0(1 + C0)|t− s| 12 ∀s, t ∈ [0, T ]

and ˆ
Rd
|x|2m(t, dx) ≤ c0(1 + C2

0 ) ∀t ∈ [0, T ] ,

where c0 depends only on T . So if we choose C1 = max{c0(1 + C0), c0(1 + C2
0 )}, m belongs to C.

We have just proved that the mapping Ψ : µ → m = Ψ(µ) is well-defined. Let us check that it is
continuous. Let µn ∈ C converge to some µ. Let (un,mn) and (u,m) be the corresponding solutions.
Note that (x, t) → F (x, µn(t)) and x → G(x, µn(T )) locally uniformly converge to (x, t) → F (x, µ(t))
and x → G(x, µ(T )). Then one gets the local uniform convergence of (un) to u by standard arguments
(of viscosity solutions for instance). Since the (Dun) are uniformly bounded, the (un) solve an equation
of the form

∂tun −∆un = fn

where fn = 1
2 |Dun|

2 − F (x,mn) is uniformly bounded in x and n. Then the interior regularity result
(4.17) implies that (Dun) is locally uniformly Hölder continuous and therefore locally uniformly converges
to Du. This easily implies that any converging subsequence of the relatively compact sequence mn is a
weak solution of (4.20). But m is the unique weak solution of (4.20), which proves that (mn) converges
to m.

We conclude by Schauder fixed point Theorem that the continuous map µ → m = Ψ(µ) has a fixed
point in C. Then this fixed point is a solution of our system (4.13). �

4.2.3 Uniqueness

Let us assume that, besides the assumptions given at the beginning of the section, the following conditions
hold:

(4.21)

ˆ
Rd

(F (x,m1)− F (x,m2))d(m1 −m2)(x) ≥ 0 ∀m1,m2 ∈ P1, m1 6= m2

and

(4.22)

ˆ
Rd

(G(x,m1)−G(x,m2))d(m1 −m2)(x) ≥ 0 ∀m1,m2 ∈ P1 .

Theorem 4.2.6. Under the above conditions, there is a unique classical solution to the mean field
equation (4.13).

Proof. Before starting the proof, let us notice that we can use as a test function for m any map w which
is of class C2: indeed, the result follows easily by regularizing and truncating w by cut-off functions of
the form φε(t)ψR(x) where

φε(t) =

 1 if t ≤ T − ε
1 + (T − ε− t)/ε if T − ε ≤ t ≤ T
0 if t ≥ T

and ψR(x) =

 1 if |x| ≤ R
R+ 1− |x| if R ≤ |x| ≤ R+ 1
0 if |x| ≥ R+ 1
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Let now consider (u1,m1) and (u2,m2) two classical solutions of (4.13). We set ū = u1 − u2 and
m̄ = m1 −m2. Then

(4.23) − ∂tū−∆ū+
1

2

(
|Du1|2 − |Du2|2

)
− (F (x,m1)− F (x,m2)) = 0

while
∂tm̄−∆m̄− div (m1Du1 −m2Du2) = 0 .

Let us use ū as a test function in the second equation. Since ū is C2 we have (recall the remark at the
begining of the proof)

−
ˆ
Rd

(m̄ū)(T ) +

ˆ
Rd
m0ū(0) +

ˆ T

0

ˆ
Rd

(∂tū+ ∆ū) dm̄−
ˆ T

0

ˆ
Rd
〈Dū,m1Du1 −m2Du2〉 = 0

Let us multiply equality (4.23) by m̄, integrate over Rd × (0, T ) and add to the previous equality. We
get, after simplification and using that m̄(0) = 0,

−
ˆ
Rd

(m1(T )−m2(T )) (G(m1(T ))−G(m2(T )))

+

ˆ T

0

ˆ
Rd

(m̄
2

(
|Du1|2 − |Du2|2

)
− m̄ (F (x,m1)− F (x,m2))− 〈Dū,m1Du1 −m2Du2〉

)
= 0 .

Let us recall that ˆ
Rd

(m1(T )−m2(T )) (G(m1(T ))−G(m2(T ))) ≥ 0 ,

and also note that

m̄

2

(
|Du1|2 − |Du2|2

)
− 〈Dū,m1Du1 −m2Du2〉 = −m1 +m2

2
|Du1 −Du2|2.

So we find ˆ T

0

ˆ
Rd

m1 +m2

2
|Du1 −Du2|2 ≤ 0,

which shows that Du1 = Du2 m1− and m2−a.s. Thus m1 and m2 solve the same Kolmogorov equation,
which, by uniqueness, shows that m1 = m2. As u1 and u2 solve the same Hamilton-Jacobi equation, we
infer that u1 = u2 as well. �

4.2.4 Potential MFGs

In this part we consider a specific class of MFGs where the equilibria come from a minimization problem.
Namely we assume that there exist continuous maps F ,G : P2(Rd)→ R such that

F(m′)−F(m) =

ˆ 1

0

ˆ
Rd
F (x, (1− t)m+ tm′)(m−m′)(dx) ∀m,m′ ∈ P2(Rd)

and the symmetric equality holds for G and G. The above equality means that F is “the derivative” of
F . We will discuss this idea in details in the next chapter.

For instance, if F (x,m) =
´
Rd φ(x, y)m(dy), where φ is continuous, bounded and symmetric, it is not

difficult to show that one can take:

F(m) =
1

2

ˆ
Rd
φ(x, y)m(dy)m(dx).

We consider the problem

inf
m,v
J (m, v) where J (m, v) :=

1

2

ˆ T

0

ˆ
Rd
|v(t, x)|2m(t, x)dxdt+

ˆ T

0

F(m(t))dt+ G(m(T )),
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the minimum being taken over the set of smooth maps (m, v) : [0, T ]× Rd → R× Rd such that

(4.24) ∂tm−∆m+ div(mv) = 0 in (0, T )× Rd, m(0, x) = m0(x).

Our aim is to show the following result:

Proposition 4.2.7. Assume that (m̄, v̄) is a smooth minimizer of the above problem with m > 0. Then
there exists a map ū = ū(t, x) such that the pair (ū, m̄) is a solution to the MFG system (4.13).

Sketch of proof. Let (m, v) satisfy the constraint (4.24). Then, for any λ > 0,

(mλ, vλ) := ((1− λ)m̄+ λm,
(1− λ)m̄v̄ + λmv

(1− λ)m̄+ λm
)

satisfies the constraint (4.24). By optimality of (m̄, v̄) we have

0 ≤ J (mλ, vλ)− J (m̄, v̄) =

ˆ T

0

ˆ
Rd

(
|(1− λ)m̄v̄ + λmv|2

2((1− λ)m̄+ λm)
− |v̄|2m̄)dxdt

+

ˆ T

0

(F(mλ(t))−F(m̄(t)))dt+ G(mλ(T ))− G(m̄(T ))

=

ˆ T

0

ˆ
Rd

(
|(1− λ)m̄v̄ + λmv|2

2((1− λ)m̄+ λm)
− |v̄|2m̄)dxdt

+

ˆ T

0

ˆ 1

0

ˆ
Rd
F (x, (1− s)m̄(t) + smλ(t))(mλ − m̄)(t, x)dxdsdt

+

ˆ 1

0

ˆ
Rd
G(x, (1− s)m̄(T ) + smλ(T ))(mλ − m̄)(T, x)dxds

Note that mλ tends to m̄ as λ→ 0+. So, dividing by λ and letting λ→ 0+ gives

0 ≤
ˆ T

0

ˆ
Rd

((v − v̄) · v̄m̄+
1

2
|v̄|2(m− m̄))dxdt

+

ˆ T

0

ˆ
Rd
F (x, m̄(t))(m− m̄)(t, x)dxdsdt+

ˆ 1

0

ˆ
Rd
G(x, m̄(T ))(m− m̄)(T, x)dxds.(4.25)

Let u be the solution to the backward equation

(4.26)

{
−∂u−∆u− v ·Du = F (x, m̄(t)) + 1

2 |v̄(t, x)|2 in (0, T )× Rd,
u(T, x) = G(x, m̄(T )) in Rd.

Plugging this relation into (4.25), we have

0 ≤
ˆ T

0

ˆ
Rd

((v − v̄) · v̄m̄+ (−∂u−∆u− v ·Du)(m− m̄))dxdt

+

ˆ 1

0

ˆ
Rd
G(x, m̄(T ))(m− m̄)(T, x)dxds

=

ˆ T

0

ˆ
Rd

((v − v̄) · v̄m̄+ u(∂t(m− m̄)−∆(m− m̄))− v ·Du(m− m̄))dxdt

=

ˆ T

0

ˆ
Rd

((v − v̄) · v̄m̄+Du · (mv − m̄v̄)− v ·Du(m− m̄))dxdt

=

ˆ T

0

ˆ
Rd

(v − v̄) · v̄m̄+ m̄Du · (v − v̄)dxdt.

Now we choose v = v̄ + hz for h > 0 and z smooth and let uh be the associated solution to the HJ
equation (4.26). As h→ 0+, uh converges to ū solution to{

−∂ū−∆ū− v̄ ·Dū = F (x, m̄(t)) + 1
2 |v̄(t, x)|2 in (0, T )× Rd,

ū(T, x) = G(x, m̄(T )) in Rd.
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Then

0 =

ˆ T

0

ˆ
Rd
z · v̄m̄+ m̄Dū · zdxdt.

As z is arbitrary, (meaning that, for any h > 0, there exists a unique classical solution to (4.26) associated
with the drift v = v̄ + hz) and m̄ > 0, we obtain that Dū = −v̄. This proves that ū actually solves{

−∂ū−∆ū+ 1
2 |Dū(t, x)|2 = F (x, m̄(t)) in (0, T )× Rd,

ū(T, x) = G(x, m̄(T )) in Rd.

and m̄ solves
∂tm̄−∆m̄− div(mDū) = 0 in (0, T )× Rd, m(0, x) = m0(x).

So the pair (ū, m̄) is a solution to (4.13). �

4.2.5 Application to games with finitely many players

Before starting the discussion of games with a large number of players, let us fix a solution (u,m) of
the mean field equation (4.13) and investigate the optimal strategy of a generic player who considers the
density m “of the other players” as given. He faces the following minimization problem

inf
α
J (α) where J (α) = E

[ˆ T

0

1

2
|αs|2 + F (Xs,m(s)) ds+G (XT ,m(T ))

]
.

In the above formula, Xt = X0 +
´ t

0
αsds+

√
2Bs, X0 is a fixed random intial condition with law m0 and

the control α is adapted to some filtration (Ft). We assume that (Bt) is an d−dimensional Brownian
motion adapted to (Ft) and that X0 and (Bt) are independent. We claim that the feedback strategy
ᾱ(x, t) := −Du(x, t) is optimal for this optimal stochastic control problem.

Lemma 4.2.8. Let (X̄t) be the solution of the stochastic differential equation{
dX̄t = ᾱ(X̄t, t)dt+

√
2dBt

X̄0 = X0

and α̃(t) = ᾱ(X̄t, t). Then

inf
α
J (α) = J (α̃) =

ˆ
RN

u(x, 0) dm0(x) .

Proof : This kind of result is known as a verification Theorem: one has a good candidate for an
optimal control, and one checks, using the equation satisfied by the value function u, that this is indeed
the minimum. Let α be an adapted control. We have, from Itô’s formula,

E[G(XT ,m(T ))] = E[u(XT , T )]

= E

[
u(X0, 0) +

ˆ T

0

(∂tu(Xs, s) + 〈αs, Du(Xs, s)〉+ ∆u(Xs, s)) ds

]

= E

[
u(X0, 0) +

ˆ T

0

(
1

2
|Du(Xs, s)|2 + 〈αs, Du(Xs, s)〉 − F (Xs,m(s))) ds

]

≥ E

[
u(X0, 0) +

ˆ T

0

(−1

2
|αs|2 − F (Xs,m(s))) ds

]

This shows that E [u(X0, 0)] ≤ J (α) for any adapted control α. If we replace α by α̃ in the above
computations, then, since the process (Xt) becomes (X̄t), the above inequalities are all equalities. So
E [u(X0, 0)] = J (ᾱ) and the result is proved. �
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We now consider a differential game with N players which consists in a kind of discrete version of the
mean field game. In this game player i (i = 1, . . . , N) is controlling through his control αi a dynamics of
the form

(4.27) dXi
t = αitdt+

√
2dBit

where (Bit) is a d−dimensional brownian motion. The initial condition Xi
0 for this system is also random

and has for law m0. We assume that the all Xi
0 and all the brownian motions (Bit) (i = 1, . . . , N) are

independent. However player i can choose his control αi adapted to the filtration (Ft = σ(Xj
0 , B

j
s , s ≤

t, j = 1, . . . , N}). His payoff is then given by

JNi (α1, . . . , αN )

= E

ˆ T

0

1

2
|αis|2 + F

Xi
s,

1

N − 1

∑
j 6=i

δXjs

 ds+G

Xi
T ,

1

N − 1

∑
j 6=i

δXjT


Our aim is to explain that the strategy given by the mean field game is suitable for this problem. More
precisely, let (u,m) be one classical solution to (4.13) and let us set ᾱ(x, t) = −Du(x, t). With the closed
loop strategy ᾱ one can associate the open-loop control α̃i obtained by solving the SDE

(4.28) dX̄i
t = ᾱ(X̄i

t , t)dt+
√

2dBit

with random initial condition Xi
0 and setting α̃it = ᾱ(X̄i

t , t). Note that this control is just adapted to the
filtration (F it = σ(Xi

0, B
i
s, s ≤ t}), and not to the full filtration (Ft) defined above.

Theorem 4.2.9. For any ε > 0, there is some N0 such that, if N ≥ N0, then the symmetric strategy
(α̃1, . . . , α̃N ) is an ε−Nash equilibrium in the game JN1 , . . . ,JNN : Namely

JNi (α̃1, . . . , α̃N ) ≤ JNi ((α̃j)j 6=i, α) + ε

for any control α adapted to the filtration (Ft) and any i ∈ {1, . . . , N}.

Remark 4.2.10. This result is very close to one-shot games and its proof is mainly based on the stability
property of the mean field equation. In some sense it is rather “cheap”: the difficult question is in what
extent Nash equilibria for differential games in feedback strategies give rise to a mean field equation. This
question is for a large extent open.

Proof : Fix ε > 0. Since the problem is symmetrical, it is enough to show that

(4.29) JN1 (α̃1, . . . , α̃N ) ≤ JN1 ((α̃j)j 6=1, α) + ε

for any control α, as soon as N is large enough. Let us denote by X̄j
t the solution of the stochastic differ-

ential equation (4.28) with initial condition Xj
0 . We note that the (X̄j

t ) are independent and identically
distributed with law m(t) (the law comes from Lemma 4.2.3). Therefore, using (as in subsection 2.4) the
law of large numbers 3.2.6, there is some N0 such that, if N ≥ N0,

(4.30) E

 sup
|y|≤1/

√
ε

∣∣∣∣∣∣F
y, 1

N − 1

∑
j≥2

δX̄js

− F (y,m(t))

∣∣∣∣∣∣
 ≤ ε

for any t ∈ [0, T ] and

(4.31) E

 sup
|y|≤1/

√
ε

∣∣∣∣∣∣G
y, 1

N − 1

∑
j≥2

δX̄jT

−G(y,m(T ))

∣∣∣∣∣∣
 ≤ ε .
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For the first inequality, one can indeed choose N0 independent of t because, F being C0−Lipschitz
continuous with respect to m, we have

E

 sup
|y|≤
√
ε

∣∣∣∣∣∣F
y, 1

N − 1

∑
j≥2

δX̄jt

− F
y, 1

N − 1

∑
j≥2

δX̄js

∣∣∣∣∣∣


≤ E

C0d1

 1

N − 1

∑
j≥2

δX̄jt
,

1

N − 1

∑
j≥2

δX̄js


≤ 1

N − 1

∑
j≥2

E
[∣∣∣X̄j

t − X̄j
s

∣∣∣] ≤ c0(1 + ‖ᾱ‖∞)(t− s)1/2 ,

where the last inequality easily comes from computations similar to that for Lemma 4.2.4.
Let now α be a control adapted to the filtration (Ft) and Xt be the solution to

dXt = αtdt+
√

2dB1
t

with random initial condition X1
0 . Let us set K = 2(T‖F‖∞ + ‖G‖∞) + E[

´ T
0

1
2 |ᾱ

1
s|2ds]. Note that, if

E[
´ T

0
1
2 |αs|

2ds] ≥ K, then (4.29) holds.

Let us now assume that E[
´ T

0
1
2 |αs|

2ds] ≤ K. We first estimate E[supt∈[0,T ] |Xt|2]:

E

[
sup
t∈[0,T ]

|Xt|2
]
≤ 2E

[
|X1

0 |2 +

ˆ T

0

1

2
|αs|2ds+ 2 sup

t∈[0,T ]

|Bt|2
]
≤ 2E[|X1

0 |2] + 2K + 4T

where the last estimates comes from the Burkholder-Davis-Gundy inequality. Denoting by K1 the right-
hand side of the above inequality we obtain therefore that

P

[
sup
t∈[0,T ]

|Xt| ≥ 1/
√
ε

]
≤ K1ε .

Let us now fix N ≥ N0 and estimate JN1 ((α̃j)j 6=1, α) by separating the expectation for the F and G
terms according to the fact that supt∈[0,T ] |Xt| ≥ 1/

√
ε or not. Taking into account (4.30) and (4.31) we

have

JN1 ((α̃j)j 6=2, α) ≥ E

[ˆ T

0

1

2
|αs|2 + F

(
Xi
s,m(t)

)
+G

(
Xi
T ,m(T )

)]
− (1 + T )ε

−2P

[
sup
t∈[0,T ]

|Xt| ≥ 1/
√
ε

]
(T‖F‖∞ + ‖G‖∞)

≥ JN1 ((α̃j)j 6=1)− Cε

for some constant C independent of N and α, where the last inequality comes from the optimality of ᾱ
in Lemma 4.2.8. �

4.3 Comments

Existence: Existence of solutions for the MFG system can be achieved either by Banach fixed point
Theorem (as in the papers by Caines, Huang and Malhamé [20], under a smallness assumption on the co-
efficients or on the time interval) or by Schauder arguments (we used this argument in Theorem 4.2.1), as
in Lasry and Lions [24, 25]). For MFG systems with local coupling functions, i.e., when F = F (x,m(t, x)),
one can also use variational methods (see Subsection 4.2.4) similar to the techniques for optimal transport
problems (see [25]).

Uniqueness: Concerning the uniqueness of the solution, one can distinguish two kinds of regimes. Of
course the Banach fixed point argument provides directly uniqueness of the solution of the MFG system.
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However, as explained above, it mostly concerns local in time results. For the large time uniqueness, one
can rely on the monotonicity conditions (4.21) and (4.22). These conditions first appear in [24, 25].

Nash equilibria for the N−player games: the use of the MFG system to obtain ε−Nash equilibria (The-
orem 4.2.9) has been initiated—in a slightly different framework—in a series of papers due to Caines,
Huang and Malhamé: see in particular [17] (for linear dynamics) and [20] (for nonlinear dynamics).
In these papers, the dependence with respect of the empirical measure of dynamics and payoff occurs
through an average, so that the CTL implies that the error term is a order N−1/2 (instead of N−1/(d+4)

as in Theorem 4.2.9). The genuinely non linear version of the result given above is a variation on a result
by Carmona and Delarue [7].

The reverse statement, namely in what extend the MFG system pops up as the limit of Nash equilib-
ria, is much more difficult and investigated in [5].

Extensions: it is difficult to discuss all the extensions of the MFG systems since the number of papers
on this subject has grown exponentially in the last years. We give here only a brief overview.

The ergodic MFG system has been introduced by Lasry and Lions in [23] as the limit, when the
number of players tends to infinity, of Nash equilibria in ergodic differential games. As explained in Lions
[26], this system also pops up as the limit, as the horizon tends to infinity, of the finite horizon MFG
system.

The natural issue of boundary conditions has not been thoroughly investigated up to now. For the
PDE approach, the authors have mostly worked with periodic data (as we did above), which completely
eliminates this question. In the “probabilistic literature” (as in the work by Caines, Huang and Malhamé),
the natural set-up is the full space. Beside these two extreme cases, little has been written (see however
Cirant [10], for Neumann boundary condition in ergodic multi-population MFG systems).

The interesting MFG systems with several populations were introduced in the early paper by Caines,
Huang and Malhamé [20] and revisited by Cirant [10] (for Neumann boundary conditions) and by
Kolokoltsov, Li and Yang [21] (for very general diffusions, possibly with jumps).

A very general MFG model (the so-called extended MFG) for a single population is described in
Gomes, Patrizi and Voskanyan [15] and Gomes and Voskanyan[16]. There the velocity of the population
is a nonlocal function of the (repartition of) actions of the players. See also Chapter I.4.6 of the monograph
by Carmona and Delarue [8]. The example in Subsection 4.1.2 is also of this form and borrowed from
the paper [6].
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Chapter 5

The master equation

In this chapter we consider a mean field game problem and investigate in what extend the optimal feedback
for the players depends on the time, the current position of the player and the current distribution of the
other players. Compared to the standard MFG system (where the action of a player depends on time
and position only), having such a feedback would yield a more robust strategy: it would allow to take
into account errors in the computation of the mean field.

This question can be answered by the “master equation”, which subsume in a single function the two
unknowns of the MFG system. The price to pay, however, is the fact that this equation is in infinite
dimension: Actually it lives in the space of measures. Let us also point out that the master equation
allows to handle MFG problems with common noise; it is also the good object to understand the limit,
as the number of players tends to infinity, of Nash equilibria in differential games. Unfortunately, these
two last points largely exceed the scope of these notes and won’t be discussed.

As the master equation is an equation in the space of measures (which is not a vector space), one
has first to understand the notion of derivative in this space. Then one will discuss some aspects of
the master equation for classical MFG system (without common noise). We briefly present at the end a
simple example of common noise, to stress out the difference with the classical setting.

5.1 Derivatives in the space of measures

5.1.1 Derivatives in the L2 sense

Here we work in Rd and consider the space P2 of Borel probability measures with finite second order
moment, endowed with the Wasserstein distance d2.

Definition 5.1.1. We say that U : P2 → Rk is C1 in the L2 sense if there exists a bounded continuous

map
δU

δm
: P2 × Td → Rk such that, for any m,m′ ∈ P2,

U(m′)− U(m) =

ˆ 1

0

ˆ
Rd

δU

δm
((1− s)m+ sm′, y) d(m′ −m)(y).

We say that δU/δm is the L2−derivative of U .

Remark 5.1.2. 1. Another way to write the above relation is to require that, for any m,m′ ∈ P2,

lim
t→0+

U((1− t)m+ tm′)− U(m)

t
=

ˆ
Rd

δU

δm
(m, y) d(m′ −m)(y).

2. We have required δU/δm to be bounded for simplicity. This restriction could be relaxed: as we
work in P2, we could ask to δU/δm to have at most a quadratic growth at infinity in the space
variable.
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3. Note that δU
δm is defined only up to an additive constant. To fix the idea, it is often convenient to

assume that ˆ
Rd

δU

δm
(m, y)m(dy) = 0 ∀m ∈ P2.

5.1.2 The intrinsic derivative

Definition 5.1.3. We say that U : P2 → Rk is C1 in the intrinsic sense U is C1 in the L2 sense and
if δU/δm is differentiable with respect to the space variable with DyδU/δm continuous and bounded on
Rd × P2.

Then we define the intrinsic derivative DmU : P2 × Rd → Rd as

DmU(m, y) := Dy
δU

δm
(m, y).

There are several ways to understand the intrinsic derivative. The first one is through displacements
in the space P2. Let us recall that, if Φ : Rd → Rd is Borel measurable and m is a Borel probability
measure on Rd, then the image of m by Φ is the probability measure Φ]m defined by

ˆ
Rd
φ(x)Φ]m(dx) :=

ˆ
Rd
φ(Φ(x))m(dx) ∀φ ∈ C0

b (Rd).

If Φ has at most a linear growth at infinity and m ∈ P2, then Φ]m is also in P2.

Proposition 5.1.4. Let Φ : Rd → Rd be Borel measurable with at most a linear growth at infinity and
assume that U is C1 in the intrinsic sense. Then

lim
h→0+

U((id+ hΦ)]m)− U(m)

h
=

ˆ
Rd
DmU(m, y) · Φ(y) m(dy) ∀m ∈ P2.

Proof. We have, setting mh
t := (1− t)m+ t(id+ hΦ)]m,

U((id+ hΦ)]m)− U(m) =

ˆ 1

0

ˆ
Rd

δU

δm
(mh

t , y)((id+ hΦ)]m−m)(dy)dt

=

ˆ 1

0

ˆ
Rd

(
δU

δm
(mh

t , y + hΦ(y))− δU

δm
(mh

t , y)) m(dy)dt

= h

ˆ 1

0

ˆ 1

0

ˆ
Rd
Dy

δU

δm
(mh

t , y + shΦ(y)) · Φ(y) m(dy)dtds.

As h → 0+, mh
t → m in P2 and y + shΦ(y) → y. Using the continuity of DyδU/δm = DmU and

dominated convergence theorem gives the result. �

Next we investigate another interpretation of the intrinsic derivative. It is the link with function of
many variable. Let U : P2 → R and, for a (large) integer N , let us introduce UN : (Rd)N → R defined by

UN (x) = U(mN
x ) ∀x = (x1, . . . , xN ) ∈ (Rd)N , mN

x :=
1

N

N∑
i=1

δxi .

The map UN is nothing but the restriction of U to the space of empirical measures of size N .

Proposition 5.1.5. Assume that U is C1 in the intrinsic sense. Then UN is C1 on (Rd)N and

DxiU
N (x) =

1

N
DmU(mN

x , xi) ∀x = (x1, . . . , xN ) ∈ (Rd)N .
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Proof. We have, for any x,y ∈ (Rd)N ,

UN (y)− UN (x) = U(mN
y )− U(mN

x ) =

ˆ 1

0

ˆ
Rd

δU

δm
((1− t)mN

x + tmN
y , z)(m

N
y −mN

x )(dz)dt

=
1

N

N∑
i=1

ˆ 1

0

(
δU

δm
((1− t)mN

x + tmN
y , yi)−

δU

δm
((1− t)mN

x + tmN
y , xi))dt

=
1

N

N∑
i=1

ˆ 1

0

ˆ 1

0

DmU((1− t)mN
x + tmN

y , (1− s)xi + syi) · (yi − xi)dtds

=
1

N

N∑
i=1

ˆ
Rd
DmU(mN

x , xi) · (yi − xi) +R(y),

where

|R(y)| = | 1

N

N∑
i=1

ˆ 1

0

ˆ 1

0

(DmU((1− t)mN
x + tmN

y , (1− s)xi + syi)−DmU(mN
x , xi)) · (yi − xi)dtds|

≤ 1

N

N∑
i=1

ˆ 1

0

ˆ 1

0

|DmU((1− t)mN
x + tmN

y , (1− s)xi + syi)−DmU(mN
x , xi)||yi − xi|dtds.

As DmU is continuous, we can find, for any ε > 0, some η > 0 such that

|DmU(m, z)−DmU(mN
x , xi)| ≤ ε, ∀|z − xi| ≤ η, d2(m,mN

x ) ≤ η, i = 1, . . . , N.

So, if |y − x| := maxi |yi − xi| ≤ η, we obtain d2(mN
y ,m

N
x ) ≤ η and |R(y)| ≤ |y − x|ε. This proves that

UN is differentiable with DxiU
N (x) = DmU(mN

x , xi). This latter map being continuous, UN is also C1.
�

The intrinsic derivative allows to quantify the Lipschitz regularity of U .

Proposition 5.1.6. Assume that U is C1 in the intrinsic sense and that there exists C0 > 0 such that
ˆ
Rd
|DmU(m, y)|2m(dy) ≤ C2

0 ∀m ∈ P2.

Then U is C0−Lipschitz continuous.

Proof. By density, we just need to prove the result for empirical densities. Let N be a large integer,
x,y ∈ (Rd)N and let us define UN as in Proposition 5.1.5. From Lemma 5.1.7 below, there exists a
permutation σ on {1, . . . , N} such that

d2(mN
y ,m

N
x ) =

(
1

N

N∑
i=1

|yσ(i) − xi|2
)1/2

and we set ỹ = (yσ(1), . . . , yσ(N)). Let now zt = (z1,t, . . . , zN,t) = (1− t)x + tỹ. We have, by Proposition
5.1.5, ∣∣∣∣ ddtUN (zt)

∣∣∣∣ =
∣∣∇UN (zt) · (ỹ − x)

∣∣ =

∣∣∣∣∣ 1

N

N∑
i=1

DmU(mN
zt , zi,t) · (ỹi − xi)

∣∣∣∣∣
≤

(
1

N

N∑
i=1

|DmU(mN
zt , zi,t)|

2

)1/2(
1

N

N∑
i=1

|ỹi − xi|2
)1/2

=

(ˆ
Rd
|DmU(mN

zt , z)|
2mN

zt(dz)

)1/2

d2(mN
y ,m

N
x ) ≤ C0d2(mN

y ,m
N
x ).
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Therefore

|U(mN
y )− U(mN

x )| = |UN (y)− UN (x)| ≤
ˆ 1

0

| d
dt
UN (zt)|dt ≤ C0d2(mN

y ,m
N
x ),

which proves the Lipschitz continuity of U with constant C0. �

Lemma 5.1.7. Let N be a positive integer, x,y ∈ (Rd)N and let mN
x and mN

y be the associated empirical
measures. Then there exists a permutation σ on {1, . . . , N} such that

d2(mN
y ,m

N
x ) =

(
1

N

N∑
i=1

|yσ(i) − xi|2
)1/2

.

Proof. Let π be a transport plan from mN
x to mN

y . Note that π is simply characterized by the πij where
πij := π(xi, yj). The (πij) are nonnegative and satisfy

N∑
k=1

πik =

N∑
k=1

πkj =
1

N
.

This means that (Nπij) is a bi-stochastic matrix. Conversely, given a bi-stochastic matrix (aij), the plan

π :=
1

N

N∑
i,j=1

aijδ(xi,yj)

is a transport plan from mN
x to mN

y .
We denote by BN the set of such matrices. Let us recall that this is a compact convex set and that

the Birkhoff-von Neumann theorem states that its extremal points are the permutation matrices, i.e., the
matrices in BN with entries in {0, 1}. Then

d2
2(mN

x ,m
N
y ) = inf

π

ˆ
Rd×Rd

|x− y|2π(dx, dy) = inf
(aij)∈BN

1

N

N∑
i,j=1

aij |xi − yj |2,

which is a linear optimization problem. Therefore the minimum is reached at an extremal point of BN
and thus at a permutation matrix. �

A last way to understand the intrinsic derivative is through the lifting of the map to a space of
random variables. More precisely, let us fix a probability space (Ω,F ,P) sufficiently rich (a “standard
probability space”). Note that L2(Ω) is then a Hilbert space. Given a map U : P2 → R, we define its
lifting Ũ : L2(Ω)→ R by

Ũ(X) := U([X]) ∀X ∈ L2(Ω),

where [X] denotes the law of X.

Proposition 5.1.8. Assume that U is C1 in the intrinsic sense. Then Ũ is C1 (i.e., Fréchet differentiable
with a continuous Fréchet derivative) in L2(Ω) with

∇Ũ(X) = DmU([X], X) ∀X ∈ L2(Ω).

Conversely, if the map Ũ is C1 in L2(Ω), then U is C1 in the intrinsic sense.

(Partial) proof of Proposition 5.1.8. We only prove first statement. The converse is more difficult and
exceeds the scope of these notes. See, for instance, the presentation in Carmona and Delarue’s monograph
[8].
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Let X,Y ∈ L2(Ω). Then

Ũ(Y )− Ũ(X) = U([Y ])− U([X]) =

ˆ 1

0

ˆ
Rd

δU

δm
((1− t)[X] + t[Y ], x)([Y ]− [X])(dx)dt

=

ˆ 1

0

E
[
δU

δm
((1− t)[X] + t[Y ], Y )− δU

δm
((1− t)[X] + t[Y ], X)

]
dt

=

ˆ 1

0

ˆ 1

0

E [DmU((1− t)[X] + t[Y ], (1− s)X + sY ) · (Y −X)] dsdt

= E [DmU([X], X) · (Y −X)] +R(Y ),

where

|R(Y )| =
∣∣∣∣ˆ 1

0

ˆ 1

0

E [(DmU((1− t)[X] + t[Y ], (1− s)X + sY )−DmU([X], X)) · (Y −X)] dsdt

∣∣∣∣
≤
ˆ 1

0

ˆ 1

0

E1/2
[
|DmU((1− t)[X] + t[Y ], (1− s)X + sY )−DmU([X], X)|2

]
E1/2

[
|Y −X|2

]
dsdt.

By the dominated convergence theorem the term

ˆ 1

0

ˆ 1

0

E1/2
[
|DmU((1− t)[X] + t[Y ], (1− s)X + sY )−DmU([X], X)|2

]
dsdt

tends to 0 as Y → X in L2(Ω), which proves the Fréchet differentiability of Ũ at X. The continuity of
the derivative is then straightforward. �

We complete this section by an Itô’s formula. We consider an Itô process of the form

dXt = btdt+ σtdBt,

where B is a Brownian motion on (Ω,F ,P), with associated filtration (Ft), (bt) and (σt) are progressively
measurable processes, such that, for any T > 0,

E

[ˆ T

0

|bs|2 + |σs|2 ds

]
< +∞.

We also assume that X0 is random, independent of B and satisfies E[|X0|2] < +∞. Under the above
assumption, the map t→ [Xt] is continuous in P2 because

d2
2([Xs], [Xt]) ≤ E[|Xt −Xs|2] ≤ E

[∣∣∣∣ˆ t

s

brdr + σrdBr

∣∣∣∣2
]
≤ 2E

[∣∣∣∣ˆ t

s

brdr

∣∣∣∣2
]

+ 2E

[∣∣∣∣ˆ t

s

σrdBr

∣∣∣∣2
]

≤ 2(t− s)E
[ˆ t

s

|br|2 dr
]

+ 2E
[ˆ t

s

|σr|2dr
]
.

Proposition 5.1.9. Assume that U : P2 → R is C1 in the intrinsic sense and assume that DyDmU
exists and is continuous and bounded. Then

U([Xt]) = U([X0]) +

ˆ t

0

E
[
DmU([Xs], Xs) · bs +

1

2
Tr(σsσ

∗
sDyDmU([Xs], Xs))

]
ds.

Remark 5.1.10. The formula can be easily generalized to a time dependent map U = U(t,m). In this
case the partial derivative ∂tU also appears in the integral.
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Proof. Fix s, t > 0 and set ms,t(r) := (1− r)[Xs] + r[Xt] for r ∈ [0, 1]. Then

U([Xt]) = U([Xs]) +

ˆ 1

0

δU

δm
(ms,t(r), x)([Xt]− [Xs])(dx)dr

= U([Xs]) +

ˆ 1

0

E
[
δU

δm
(ms,t(r), Xt)−

δU

δm
(ms,t(r), Xs))(dx)

]
dr.

As δU/δm is C2 with bounded derivatives in the space variable, we obtain by Itô’s formula:

U([Xt]) = U([Xs]) +

ˆ 1

0

ˆ t

s

E
[
DmU(ms,t(r), Xl) +

1

2
Tr(σlσ

∗
lDyDmU(ms,t(r), Xl))

]
dldr.

To obtain the final expression, we decompose the interval [0, t] through a grid tk = kt/n (where n is large
and k ∈ {0, . . . , n}) and write

U([Xt]) = U([X0]) +

n−1∑
k=0

ˆ 1

0

ˆ tk+1

tk

E
[
DmU(mk(r), Xl) +

1

2
Tr(σlσ

∗
lDyDmU(mk(r), Xl))

]
dldr,

where we have set mk
r := m

tk,tk+1
r to simplify the expression. As n→ +∞ and tk → l, m

tk,tk+1
r converges

to [Xl] uniformly on r ∈ [0, 1], so that

U([Xt]) = U([X0]) +

ˆ t

0

E
[
DmU([Xl], Xl) +

1

2
Tr(σlσ

∗
lDyDmU([Xl], Xl))

]
dl.

�

5.2 The first order Master equation

To fix the ideas (and the notations), we consider here the MFG system of Section 4.2. We consider the
second order MFG system with a quadratic Hamiltonian:

(5.1)


(i) −∂tu−∆u+

1

2
|Du|2 = F (x,m) in (0, T )× Rd

(ii) ∂tm−∆m− div (m Du) = 0 in (0, T )× Rd
(iii) m(0) = m0 , u(x, T ) = G(x,m(T )) in Rd

Let us recall that this system corresponds to a problem in which each agent has a dynamic of the form

dXt = αtdt+
√

2dBt

(where (αt) is the control with values in Rd and B a Brownian motion) and a cost of the form

J(α) = E

[ˆ T

0

1

2
|αt|2 + F (Xt,m(t)) dt+G(XT ,m(T ))

]
.

As we explain below, the master equation associated with the above MFG problem is the following
equation, where U : [0, T ]× Rd × P2 → R is the unknown:

(5.2)


−∂tU(t, x,m)−∆xU(t, x,m) +

1

2
|DxU(t, x,m)|2 −

ˆ
Rd

divyDmU(t, x,m, y) m(dy)

+

ˆ
Rd
DmU(t, x,m, y) ·DxU(t, y,m) m(dy) = F (x,m)

in (0, T )× Rd × P2

U(T, x,m) = G(x,m) in Rd × P2
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Note that this equation consists in two parts: the part involving only local terms (local derivatives),
which are exactly the ones which appear in the Hamilton-Jacobi equation of the MFG system; and the
part with nonlocal terms (the two integrals) which involve derivatives with respect to the measure. This
later part corresponds to the Kolmogorov equation in the MFG system.

By a (classical) solution we mean a map U such that the function and all its derivatives involved in
the equation exist, are Lipschitz continuous and bounded. Note for later use that these condition implies
that DxU is Lipschitz continuous in (x,m) and bounded.

Proposition 5.2.1. Assume that U is a classical solution to the master equation (5.2). Let m0 ∈ P2.

(i) there exists a (weak) solution to the McKean-Vlasov equation

∂tm−∆m− div(mDxU(t, x,m(t))) = 0 in (0, T )× Rd, m(0) = m0,

(ii) if we set u(t, x) = U(t, x,m(t)), then the pair (u,m) solves the MFG system (5.1).

Proof. Existence of a solution to the McKean-Vlasov equation can be achieved through the SDE

dXt = X0 −
ˆ t

0

DxU(t,Xt, [Xt])dt+
√

2dBt,

where [X0] = m0. As the map DxU = DxU(t, x,m) is bounded and Lipschitz continuous in (x,m), this
solution exists and is unique. It is then easy to check that m(t) = [Xt] is a weak solution to the equation.
This proves (i).

To prove (ii), we use Itô’s formula in Proposition 5.1.9: For a fixed x ∈ Rd, we have

U(T, x, [XT ]) = U(t, x, [Xt]) +

ˆ T

t

E
[
∂tU(s, x, [Xs])−DmU(s, x, [Xs], Xs) ·DxU(t,Xs, [Xt])

+ Tr(DyDmU(s, x, [Xs], Xs))
]
ds

= U(t, x,m(t)) +

ˆ T

t

∂tU(s, x,m(s))

−
ˆ t

0

ˆ
Rd
DmU(s, x,m(s), y) ·DxU(t, y,m(s))m(s, dy)ds

+

ˆ t

0

ˆ
Rd

divyDmU(s, x,m(s), y))m(s, dy))ds.

So using the equation satisfied by U , we obtain:

G(x, [XT ]) = U(t, x,m(t)) +

ˆ T

t

−∆U(s, x,m(s)) +
1

2
|DxU(s, x,m(s))|2 − F (x,m(s)) ds.

Recalling the definition of u and m, we conclude that the pair (u,m) solves the MFG system. �

Let us now state an existence result for the solution to the master equation:

Theorem 5.2.2. Assume that F and G are monotone and have smooth derivatives in space and measure
(up to order 3 in space and to order 2 in measure). Then there exists a solution to the master equation.

Rough ideas of proof. In view of the discussion of Proposition 5.2.1, it is natural to state, for any
(t0, x,m0) ∈ [0, T ]× Rd × P2,

U(t0, x,m0) = u(t0, x)

where (u,m) is the solution to the MFG system (5.1) on the time interval [t0, T ] and with the initial
condition m(t0) = m0. Note that, if (u,m) is such a solution, then, calling (ũ, m̃) the restriction of (u,m)
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to the time interval [t0 + h, T ] (for h > 0 small) gives a solution of MFG (5.1) on [t0 + h, T ] with initial
condition m̃(t0 + h) = m(t0 + h). This implies that U(t0 + h, x,m(t0 + h)) = ũ(t0 + h, x) = u(t0 + h, x).
Assuming that U is smooth enough and taking the derivative of this equality at h = 0 yields:

∂tu(t0, x) = ∂tU(t0, x,m0) +

ˆ
Rd

δU

δm
(t0, x,m0, y)∂tm(t0, y)dy

= ∂tU(t0, x,m0) +

ˆ
Rd

δU

δm
(t0, x,m0, y)(∆m(t0, y) + div(m(t0, y)Du(t0, y)))dy

= ∂tU(t0, x,m0) +

ˆ
Rd

divyDmU(t0, x,m0, y)m0(y)dy −
ˆ
Rd
DmU(t0, x,m0, y) ·Du(t0, y)m0(y)dy,

where we used the equation of m in the second line and integrations by part in the last one. Note that
DxU = Du and D2

xxU = D2u. So, by the equation satisfied by u and the above equality we obtain:

∂tu(t0, x) = −∆U(t0, x,m0) +
1

2
|DxU(t0, x,m0)|2 − F (x,m0)

= ∂tU(t0, x,m0) +

ˆ
Rd

divyDmU(t0, x,m0, y)m0(y)dy −
ˆ
Rd
DmU(t0, x,m0, y) ·Du(t0, y)))m0(y)dy.

This shows that U is a solution to the master equation (5.2).
The (relatively) difficult part of the proof, that we will not present here, is the fact that the map U

is smooth enough to justify the above computation. The interested reader can find the argument (for a
probability approach) in [9] and [8] and in [5] for a PDE approach. �

5.3 An elementary problem with common noise

In many applications, the system is perturbed by randomness which affect all agents simultaneously. We
call this a “common noise”. This is the case for instance in the simple example of optimal trading of
Subsection 4.1.2: Indeed, in this example, the fluctuation of the price of the tradable instrument affects
all the traders. It turns out that, by the specific form of the cost, this common noise plays no role in the
analysis. However, this is more an exception than a rule. Another very interesting example is the case
of a crowd of small agents facing a “major agent”: if the dynamics of the major agent is random, this
randomness might affect all the small agents.

We consider here a problem in which the agents face a common noise which, in this elementary
example, is a random variable Z on which the coupling cost F depends: F = F (x,m,Z). The exact
value of Z is revealed to the agents at time T/2 (to fix the ideas).

As before the agents directly control their drift: Let us recall that this system corresponds to a
problem in which each agent has a dynamic of the form

dXt = αtdt+
√

2dBt

(where (αt) is the control with values in Rd and B a Brownian motion). In contrast to the previous
discussions, the control αt is now adapted to the filtration generated by B and to the noise Z when
t ≥ T/2. The cost is now of the form

J(α) = E

[ˆ T

0

1

2
|αt|2 + F (Xt,m(t),W ) dt+G(XT ,m(T ))

]
.

As all the agents will probably choose their optimal control in function of the realization of Z (of course
after time T/2), one expect the distribution of players to be random after T/2 and to depend on the
noise Z.

On the time interval [T/2, T ], the agents have to solve a classical control problem (which depends on
Z and on (m(t))):

u(t, x) := inf
α

E

[ˆ T

t

1

2
|αt|2 + F (Xt,m(t),W ) dt+G(XT ,m(T )) | Z

]
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which depends on the realization of Z and solves the HJ equation (with random coefficients):{
−∂tu−∆u+

1

2
|Du|2 = F (x,m(t), Z) in (T/2, T )× Rd

u(T, x, Z) = G(x,m(T )) in Rd.

On the other hand, on the time interval [0, T/2), the agent has no information on Z and, by dynamic
programming, one has

u(t, x) := inf
α

E

[ˆ T/2

t

1

2
|αt|2 + F̄ (Xt,m(t)) dt+ u(T/2+, XT/2)

]
,

where F̄ (x,m) = E [F (x,m,Z)] (recall that m(t) is deterministic on [0, T/2]). Thus, on the time interval
[0, T/2], u solves {

−∂tu−∆u+
1

2
|Du|2 = F̄ (x,m(t)) in (0, T/2)× Rd

u(T/2−, x) = E
[
u(T/2+, x)

]
in Rd

As for the associated Kolmogorov equation, on the time interval [0, T/2] (where the optimal feedback
−Du is purely deterministic) we have as usual:

∂tm−∆m− div (m Du(t, x)) = 0 in (0, T/2)× Rd, m(0) = m0.

while on the time interval [T/2, T ], m becomes random (as the control −Du) and solves

∂tm−∆m− div (m Du(t, x, Z)) = 0 in (T/2)× Rd, m(T/2−) = m(T/2+).

Note the relation: m(T/2−) = m(T/2+), which means that the dynamics of the crowed is continuous in
time.

Let us point out some remarquable features of the problem. First the pairs (u,m) are no longer
deterministic, and are adapted to the filtration generated by the common noise (here this filtration is
trivial up to time T/2 and is the σ−algebra generated by Z after T/2). Second the map u is discontinuous:
this is due to the shock of information at time T/2.

5.4 Comment

Most formal properties of the Master equation have been introduced and presented by Lions in [26].
Lions discusses also the existence and uniqueness of the solution in several framework. The most general
reference on this subject is the monograph of Carmona and Delarue [8] (see also the interesting but mostly
formal approach in the monograph by Bensoussan, Frehse and Yam [3]). One of the main interests of the
master equation is that it allows to understand in a rigorous way the limit of Nash equilibria in N−player
differential games as N → +∞: see [5] and [8].
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