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Single Quantum Dot Tracking Based on Perceptual
Grouping Using Minimal Paths

in a Spatiotemporal Volume
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Abstract—Semiconductor quantum dots (QDs) are new fluo-
rescent probes with great promise for ultrasensitive biological
imaging. When detected at the single-molecule level, QD-tagged
molecules can be observed and tracked in the membrane of live
cells over unprecedented durations. The motion of these individual
molecules, recorded in sequences of fluorescence images, can re-
veal aspects of the dynamics of cellular processes that remain
hidden in conventional ensemble imaging. Due to QD complex
optical properties, such as fluorescence intermittency, the quan-
titative analysis of these sequences is, however, challenging and
requires advanced algorithms. We present here a novel approach,
which, instead of a frame by frame analysis, is based on perceptual
grouping in a spatiotemporal volume. By applying a detection
process based on an image fluorescence model, we first obtain an
unstructured set of points. Individual molecular trajectories are
then considered as minimal paths in a Riemannian metric derived
from the fluorescence image stack. These paths are computed with
a variant of the fast marching method and few parameters are
required. We demonstrate the ability of our algorithm to track
intermittent objects both in sequences of synthetic data and in
experimental measurements obtained with individual QD-tagged
receptors in the membrane of live neurons. While developed
for tracking QDs, this method can, however, be used with any
fluorescent probes.

Index Terms—Active contours, cellular imaging, energy mini-
mization, group marching, minimal paths, perceptual grouping,
quantum dot, single-molecule tracking (SMT).

I. INTRODUCTION

IMAGING techniques have become central in the develop-
ment of cell biology since they offer a tool of choice to de-

cipher the complex mechanisms controlling the organization of
live cells [1], [2]. The ability to observe biological processes
in real time is essential to determine their spatial and temporal
dynamics. Important mechanisms such as molecular diffusion,
gene expression, protein-protein interactions or cell signaling
can now be detected optically [2], [3]. The need to quantita-
tively analyze them has, thus, spurred a large effort which in-
volves techniques from cell biology, biochemistry, physics, or
computer science.
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Several technologies have contributed to rapid advances in
the field of biological imaging: i) the advent of genetically en-
coded markers, such as green fluorescent protein (GFP) and its
variants, has truly revolutionized the biochemical methods re-
quired to selectively label molecules or cellular compartments
and record their properties in living systems [4]; ii) following
progress in opto-electronics, optical instruments have signifi-
cantly gained in sensitivity and dynamics; and iii) the acqui-
sition and processing of large amount of data have been made
possible by the ever enhanced capabilities of computers.

Recent achievements in nanosciences have also been pre-
dicted to make a decisive impact on biological detection [5].
New nanomaterials are progressively entering the world of
cell biology and their enhanced physical (optical, electrical,
or mechanical) properties offer great promise for advanced
imaging. Among these nanomaterials, semiconductor quantum
dots (QDs) are certainly the most prominent example [6], [7].
Their interest for biological imaging stems from a combination
of photophysical properties. First, they possess both a large ab-
sorption and a narrow emission spectrum, and are, thus, ideally
suited for multicolor detection. Second, their photostability,
far superior to conventional fluorophores (fluorescent proteins
or organic dyes), overcomes the traditional limitation of pho-
todegradation in fluorescent labeling. Finally, the synthesis
and engineering of nanoparticles with different semiconductor
materials and structures have expanded the range of possible
emission wavelengths to the red and infrared regions, more
appropriate for imaging in tissues or animals [8]. The potential
of QDs as biological probes has now been demonstrated in
many cases and their applications, in live cells or organisms,
are rapidly multiplying [6], [7].

Among the variety of experimental techniques aiming at
measuring molecular dynamics in live cells [3], single-particle
tracking (SPT) is certainly one of the most sensitive. In this
approach, a marker is specifically attached to a protein of
interest whose lateral motion is then recorded with high spatial
(about 10 nm) and temporal resolution (in the millisecond
range). Such trajectories contain a wealth of information on the
local organization of the membrane. In particular, they may po-
tentially reveal transient interactions or temporary confinement
that remain hidden with conventional imaging.

SPT was initially developed using large labels such as
micron-sized latex beads or 40-nm gold nanoparticles [9].
Progress in single-molecule biophysics have recently allowed
their replacement by smaller fluorescent probes (GFPs, fluo-
rophores, or QDs) that enable investigations at a truly molecular
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Fig. 1. (a) Time trace of the fluorescence intensity for a single QD. (b) Two-dimensional (2-D) fluorescence image. The image has been saturated for clarity,
as indicated by the inverted gray scale map on the right. The circles correspond to the result of the detection stage. (c) Illustration of the peak selection on a
fluorescence image profile. The two spot candidates (located along the same line x ) pass the detection test.

scale. For single-molecule tracking (SMT), QDs are probably
the most favorable probe since they combine a relatively small
size (5–15 nm) with a remarkable brightness and a superior
photostability, allowing long-term acquisition with a good
signal-to-noise ratio (SNR). Using these nanoprobes, indi-
vidual glycine receptors have for instance been tracked in the
membrane of live neurons for durations over 20 min [10].

While very promising for the study of cell dynamics, the de-
velopment of SMT raises, however, new challenges in terms of
image processing. In these experiments, the motion of several
tagged molecules is simultaneously recorded and needs to be
quantitatively analyzed. The image sequences can be composed
of up to thousands of frames and contain a number of molecules
which varies from a couple to hundreds, depending on experi-
mental conditions and protocols. This number may also fluc-
tuate in consecutives frames since molecules can enter and exit
the field of view. Using QDs as fluorescent probes raises addi-
tional difficulties. Due to complex physical processes, the QD
fluorescence is intermittent, i.e., its emission intensity randomly
alternates between bright and dark periods [see Fig. 1(a)] [11]. It
means that tagged-molecules might temporarily disappear from
the field of view. A robust processing tool is, therefore, required
to account for all the specificities of SMT measurements and
automatically extract relevant information from huge amounts
of data.

Common approaches to motion tracking in dynamic flu-
orescence imaging analyze sequentially each frame of the
image stack in a two-stage procedure [12]–[15]. For each
frame, fluorescent spots are first detected and localized. These
spots are then associated with trajectories obtained from the
previous frames. In SMT experiments, the number of photons
emitted by the probe is intrinsically limited and images can
be noisy. Therefore, the detection stage is generally based on
a noise removal process, such as anisotropic diffusion [12],
wavelet thresholding [13] or matched filtering based on a model
of the optical system [14], [15]. Since the probes are much
smaller than their emission wavelength, the fluorescence spots
correspond to diffraction-limited patterns. Neither shape nor
intensity are, therefore, appropriate to identify the same particle
over multiple frames. So, the only information available for the

association stage is location. Finding corresponding points in
an image sequence solely with location information is referred
to as the motion correspondence problem. This problem has
been addressed with numerous methods, either in a statistical
[16]–[18] or heuristic framework [19]–[21]. These approaches
critically rely on the detection stage and can fail when am-
biguities occur due to events like fusion of objects, missing
detections, false detections or appearance/disappearance of
multiple targets.

So far, no definitive approach has been established to simulta-
neously track multiple fluorescent spots which might transiently
disappear. In this paper, we present a robust method to fulfill this
challenging task. Our method does not use the traditional frame
by frame approach, but considers the fluorescence image stack
as a single three-dimensional (3-D) spatiotemporal volume. In
this representation, molecular trajectories are viewed as 3-D
curves which we consider as minimal paths in an image-de-
pendent metric and seek to retrieve using an energy minimiza-
tion technique [22]. First, fluorescent spots are detected in each
frame of the sequence, using a model of the diffraction-limited
pattern. The only required parameter is a threshold defined as the
minimal SNR allowed for detection. This step gives rise to a set
of points in the spatiotemporal volume. These points are not ran-
domly scattered but exhibit significant amount of organization.
The problem of motion correspondence is then mapped into a
perceptual grouping one, given an unstructured set of points and
the image sequence. The underlying idea is to use the fluores-
cence image to guide the grouping process, taking into account
the fluorescence signal which exists but is too low to have been
detected. We sequentially find pairs of points (among the set
of detected spots) that have to be linked and the paths that join
them, such that these paths are geodesics in a Riemannian metric
computed from the 3-D image. Our approach naturally allows
the inference of the fluorescent probe trajectory even when the
fluorescence signal is below the detection threshold. It does not
require an a priori knowledge of the number of molecules to
track and accept going in or out from the field of view. It incor-
porates a model of the molecule dynamics in order to prevent
unlikely matchings and reduce the problem complexity. Finally,
an additional stage is applied to process the set of minimal paths,
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in order to get true molecular trajectories with a localization ac-
curacy of a few nanometers.

Our approach has been primarily developed to account for flu-
orescence intermittency in single-QD tracking measurements. It
is, however, not limited to this case and can be used to analyze
the motion of other punctual objects (other fluorescent markers,
small GFP-tagged organelles, etc.), more particularly when their
signal exhibit large intensity fluctuations. When tracking indi-
vidual objects in live cells, these fluctuations can originate in the
photophysical properties of the probes as well in displacements
along the axial optical direction.

The remainder of this paper is organized as follows. In Sec-
tion II, we present the detection stage. In Section III, we discuss
the motion correspondence problem and describe our new ap-
proach based on minimal paths in order to link the fluorescent
spots which have been detected. We also discuss the design of
a practical implementation of this method. In Section IV, we
explain how true molecular trajectories are extracted from the
set of reconstructed tracks. Finally, in Sections V and VI, we
present tracking results obtained from synthetic and real-world
data, respectively.

In the following, we consider the fluorescence image stack
as a single 3-D spatiotemporal volume with spatial
coordinates and where is the frame index. The size of
this volume will be noted . For the sake of clarity,
the frame is also denoted as .

II. DETECTION OF FLUORESCENT SPOTS

In this section, we propose an approach to automatically de-
tect fluorescent spots. Our method is based on a model of the
fluorescence image and allows the localization of spots with
subpixel accuracy. The detection stage is sequentially applied
to each of the 2-D images which constitute the whole se-
quence.

A. Fluorescence Image Model

The size of a QD being much smaller than its wavelength ,
it acts as a punctual source of light. The response of the optical
system (the point spread function, PSF) can, therefore, be ap-
proximated by an isotropic 2-D gaussian function with a stan-
dard deviation , where de-
notes the Airy radius and the numerical aperture. Such a
PSF can be discretized on a small support of size ,
where and are proportional to . In our simulations
and experiments (detailed in Sections V and VI), the size of a
(square) pixel is nm, and nm,
so that nm pixels and .

Neglecting the motion of the QDs during acquisition, a planar
fluorescence image is a snapshot of the sample at a given time
and results from the convolution of the PSF with the spatial dis-
tribution of point sources [see Fig. 1(b)].

The intensity of each pixel in the image corresponds to the
number of detected photons added to a constant baseline offset

. We assume that fluorescence images are affected by the su-
perposition of two independent noises: shot noise and dark noise
[23]. Shot noise, due to the quantum nature of light, is Poisson

distributed with a variance equal to the number of detected pho-
tons. Dark noise refers to the noise caused by background pho-
tons, CCD readout noise and dark current. We model it by an
additive zero-mean gaussian distribution with a variance in-
dependent of the number of detected photons. The uncertainty
in the intensity is given by

B. Estimation of the Background and

Let us assume that most of the pixels of corresponds to
the image background. It is not a strong assumption if the con-
centration of tagged molecules is moderate. One can assume
that the intensity distribution of the image is the mixture of two
gaussian probability density functions (PDFs): a narrow one,
which describes the intensity distribution of the background,
and a broader one, which describes the distribution of photons
emitted by the QDs.

An estimate of the background mean value in can be ob-
tained by applying the well-known EM algorithm [24] to the
intensity distribution of an averaged version of . This esti-
mate, noted , is given by the mean of the PDF with the
smallest mean and the biggest weight among the two gaussian
PDFs obtained after convergence of the EM algorithm. The av-
eraged image, noted , results from the convolution of with
a mask taking a constant value on its support of size

. Note that decreases over due to the residual
autofluorescence and asymptotically tends to the baseline offset

. If the illumination field is homogeneous over the field of
view, is an accurate estimate of the background for the
whole plane image .

Let be the standard deviation of in a neigh-
borhood of size . Therefore, is the square root of
the convolution product between and a mask taking
a constant value on its support of size

. Here again, one can assume that the PDF for grey
levels in is the mixture of two gaussian PDFs. Let be
the mean of the gaussian PDF with the biggest weight among
the two PDFs obtained by applying the EM algorithm to the in-
tensity distribution of . The value of is expected to be
an estimate of in the image .

C. Template Matching and Correlation Peak Selection

The fluorescent spots to detect present two convenient prop-
erties: They are isotropic and have a known spread. For such
template matching, one of the most efficient method is the nor-
malized cross-correlation. In our case, the template is the PSF,
i.e., an isotropic 2-D gaussian function with standard deviation

, discretized on a support of size . Let us note that
is this template, is its intensity mean over the support, and

is its intensity standard deviation. The normalized cross-cor-
relation image is computed in the following manner (here,
denotes the correlation operator):
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Note that the computation of , and is really fast using
the fast Fourier transform. The function is a similarity mea-
sure between the template and the fluorescence image . To
obtain a set of candidate spot locations, we apply to a local
maximum detection in a 3 3 neighborhood.

Some correlation maxima are due to noise in the fluorescence
image, so one needs to select the most reliable ones among the
set of candidate spot locations. Let be the coordinates
of one of the correlation maxima. We can estimate the uncer-
tainty in the intensity by

Let be a confidence
interval where is a threshold corresponding to the minimal
SNR allowed for detection. One decides that a spot is located at

in the frame if [see Fig. 1(c)]

D. Spot Location Refinement

In order to rapidly get a subpixel estimate of the location of
each detected spot, we apply a three point estimator in the -
and - directions. Let be the pixel coordinates of a
spot detected in the frame . The subpixel coordinate of that
spot along the axis, denoted , is estimated according to the
following relation, based on the assumption that the spot profile
is gaussian

where . The same
process is performed in the orthogonal direction, in order to
get a subpixel coordinate . The accuracy of this three point
estimator, evaluated from Monte Carlo simulations, is about
0.1 pixel (about 20 nm) along each axis for a SNR greater than
10.

III. GROUPING SPOTS TO FORM TRAJECTORIES

Applying the detection algorithm to each frame of the stack
leads to a set of points in the 3-D spatiotemporal volume [see
Fig. 4(b)]. In this section, we present a method which aims at
clustering this cloud of points into a set of tracks, so that each
track describes the motion of one fluorescent probe.

A. Definition

A track is a 3-D curve described by a list of points
defined in the 2-D+T space and ordered by increasing coordi-
nates. For a given point of a track, the spatial coordi-
nates and can take real values (spatial position is given with
subpixel accuracy), but the temporal coordinate can only take
an integer value corresponding to a frame index. The first point
of a track (i.e., the point with the minimal coordinate) is called
tail, and the last one head. A track is defined in each successive
frame between the frame of its tail and the frame of its head.

Our goal is to find tracks defined over time range as large as
possible. For this, we first obtain short tracks as sets of spots

detected in consecutive frames. We then group and complete
these tracks to form wholes trajectories of molecules.

B. Tracking Constraints

A uniqueness constraint is adopted: each detected spot is as-
sociated to no more than one track and each track is associated
to exactly one spot detected in a given frame.

In order to build a track, a first step is to link together neigh-
boring spots detected in consecutive frames. In case the trajec-
tory is not continuously visible, a spot could also be linked to
another one in a distant frame, providing it is not too far spatially
from the first one. We now detail a spatiotemporal likelihood cri-
terion based on a physical model of molecule dynamics, in order
to determine whether two spots belong to the same trajectory.

Early models of the plasma membrane (notably the fluid mo-
saic model [9]) postulated that proteins, homogeneously dis-
tributed within the membrane, move by free diffusion in a lipid
bilayer. Although SMT experiments have revealed a large di-
versity in the motion of individual membrane molecules, the
most general assumption is still that protein dynamics is a planar
Brownian motion. In a homogeneous 2-D system, the proba-
bility distribution that a single-Brownian molecule moves by
a distance in a time period is

where is the diffusion coefficient of the molecule. Let be
the probability that the maximal distance covered by this mole-
cule in frame is

where is the temporal sampling period. If the value of is
a priori fixed, then where is expressed in
pixel frame and is a constant. To each
detected spot, we can, therefore, associate a paraboloidic search
region [see Fig. 2(a)] defined by every point satisfying

(1)

where are the spot coordinates, is a constant
solely dependent of the probability (which is assumed to be
given) and is an estimate of the diffusion coefficient of the
molecule represented by the spot. In the association process, the
likelihood constraint states that two spots can only be linked if
at least one of them belongs to the search region associated to
the other.

C. Trajectories Completed by Minimal Paths

The small size of QDs and large fluctuations of their intensi-
ties preclude any association of detected spots based on an ap-
pearance identification. Matching points over multiple frames
solely using position information is known to be a NP-hard
problem. To overcome this difficult problem, we propose to use
the low fluorescence signal, too weak to have been detected, to
guide the association process.

Rather than adopting the usual frame by frame approach, we
consider the fluorescence image stack as a single 3-D spatiotem-
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poral volume. In this volume, the tracks we want to retrieve are
3-D curves. To construct these curves, we iteratively find pairs
of points (among the set of detected spots) that have to be linked
and the paths that join them, such that these paths are geodesics
in a Riemannian metric computed from the 3-D image .

Our grouping method is divided into two main steps. First, we
sequentially match spots detected in successive frames using,
at each iteration, a nearest-neighbor criterion in the sense of a
weighted distance. This step leads to a set of partial tracks,1 a
partial track being only composed of points detected in consecu-
tive frames. Due to missing detections and blinking of QDs, sev-
eral partial tracks defined on disjoint temporal intervals might
correspond to the trajectory of the same molecule. Then, par-
tial tracks are linked with minimal paths to constitute completed
tracks. This second step can be seen as an extension to visual
tracking of the more general approach aiming at completing
curves with minimal paths [25], [26]. However, many original
aspects have been included in our method. For instance, the con-
struction of minimal paths takes into account information from
both image features and tracking constraints. Moreover, each
time a minimal path is added to a trajectory, image information
is removed along the path in order to avoid trajectories to merge.

D. Image Dependent Metric

The motion correspondence problem is formulated as the
search for a set of minimal paths in a metric space that depends
on features of the 3-D image. Consequently, a relevant metric
has to be defined. As explained below (see Section III-F), a
minimal path between two given points is a curve joining them,
along which the integral of a potential is minimal. Since
we wish the minimal path to correspond to the temporal trace
of fluorescent particle, the path should follow high values of
the fluorescence image. Therefore, we can simply define the
potential as the inverse of the fluorescence image

Thus, is a 3-D volume of size taking low values
where the fluorescence signal is high. Other functions of can
also be considered in order to get a potential enhancing bright
spots with respect to the background or vessel-like structures in
the 3-D image [27]. In this paper, however, we limit ourselves
to the simple expression above.

E. Construction of Partial Tracks

Pairs of spots detected in two consecutive frames and satis-
fying the likelihood constraint are sequentially matched to con-
stitute a set of partial tracks. At each iteration the pair of spots
with the minimal association cost is chosen, this cost being
given by the integral of the potential along the line segment
separating the two spots.

To apply the likelihood constraint, the radius of a circular
search area, which corresponds to the maximal distance covered
by a molecule between two frames, is computed from the prob-
ability , which is an input parameter, and from an estimate of
the diffusion coefficient. If the partial track is sufficiently long,
the diffusion coefficient assigned to the spot which is the tail

1Both partial and completed tracks are defined as tracks (see Section III-A).

Fig. 2. (a) For each spot, a paraboloidic search region is defined in the
spatiotemporal volume. (b) If molecule dynamics vary over time, the spatial
spread of search regions associated to the tail and the head of a single-partial
track may highly differ, reflecting the dynamical change.

(or the head) of a partial track can be easily estimated by using
a windowed version of the mean-square displacement function
(see the Appendix for details). It, thus, enables the algorithm
to dynamically adapt the search regions in order to account for
sudden variations in the molecule dynamics [see Fig. 2(b)]. Oth-
erwise, an arbitrary value, , is assigned to the spot.

The proposed algorithm is given in Table I. It automatically
stops when every pair of spots satisfying the likelihood con-
straint has been linked. Fig. 4(c) shows some typical results ob-
tained with this approach.

The advantages of this algorithm are threefold. First, the as-
sociation is done globally in the whole spatiotemporal volume.
Therefore, it is more robust than a frame by frame method which
only use the information obtained from the previous frames.
Second, it is much less sensitive to false detections since it re-
moves isolated spurious points among the set of detected spots.
Finally, it is a fast algorithm, easy to implement.

F. Background on Minimal Paths

Before explaining how partial tracks are linked, we give a suc-
cinct description of prior works related to minimal paths. En-
ergy minimization techniques have been applied to a variety of
problems in image processing and computer vision. Since the
original work on snakes [28], they have notably been used for
boundary detection. In brief, an active contour model, or snake,
is a curve that deforms its shape in order to minimize, along it-
self, an energy combining an internal part (which smooths the
curve) and an external part (which guides the curve toward some
particular features of the image). Given an initial curve, the min-
imization of the energy often leads to local minima. To be less
sensitive to local minima, Cohen and Kimmel [29] have pro-
posed to modify this energy and, provided that two endpoints of
the curve are initially given, to find the global minimum of

(2)

where represents the arc-length parameter, is a regulariza-
tion term2 and a positive potential which takes lower values

2It has been shown in [29] that increasing w decreases the curvature magni-
tude of the geodesics minimizing (2). Thus, the constantw controls the smooth-
ness of the minimal path and can be considered as a regularization term.
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TABLE I
ALGORITHM TO CONSTRUCT PARTIAL TRACKS

near desired features in a 2-D image. This energy is sim-
ilar to the one of geodesics [30].

The solution of this minimization problem is obtained
through the computation of the minimal action map , which is
the minimal energy integrated along a path between the starting
point and any given point of the plane

where is the set of all paths between and . Since we
assumed , the action map has a convex like behavior
and only one local minimum: the starting point . The geodesic
path connecting and a point is easily found by a backprop-
agation from to , solving

with and

where is the length of the curve . This backpropagation is a
simple gradient descent on from until is reached.

Noting that the minimal action map satisfies the Eikonal
equation

and (3)

Fig. 3. (a) Potential P . Low values are displayed in a dark-gray tone. We seek
a minimal path joining the two points defined in the top right and the bottom left
of the image. (b) Minimal action mapU obtained by simultaneously propagating
two fronts until a shock occurs. A backpropagation onU from the meeting point,
which is a saddle-point of U , gives the minimal path joining the two sources.

the map can be efficiently computed with the fast marching
method (FMM) [22], [29], [31]. This algorithm is particularly
appropriate to get the minimal path between two points because
the computation of the map in the whole grid is not required.
Indeed, the minimal path between and can be computed
using the FMM by simultaneously expanding wavefronts from

and until a shock occurs between the two fronts [25], [26].
The minimal path passes by the point where the two fronts meet,
which is a saddle-point of . Therefore, a backpropagation on

from this meeting point to and provides the searched
path (see Fig. 3).

This property has been used in [25] to reconstruct a set of
significant curves given an unstructured set of points. A similar
approach is adopted here to find the partial tracks that have to
be matched and the paths that link them.

G. Completion of Partial Tracks

Preprocessing: Once the partial tracks have been obtained,
we remove them from the potential [see Fig. 4(d)] in order to
prevent minimal paths from following the same fluorescence
traces. The potential is modified along every partial
track in the following way. If no fluorescence signal had been
recorded at , would have taken a value close to

where is an estimate of the background in the image .
For each point belonging to a partial track, we attribute
to the potential the value in the vicinity of .
This vicinity corresponds to the size of a fluorescent spot in a
planar image, so the potential modification is made in a neigh-
borhood of size around .

Tracking Constraints: To obtain completed tracks, we se-
quentially find the minimal path joining the tail of a partial track
to the head of another one. The set of tails and heads of partial
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Fig. 4. Illustration of the association process. The motion of four Brownian
particles has been simulated along a single line of a synthetic image stack. Every
displayed image is a sectioning view of the stack showing the xz plane where
this motion occurs. (a) Fluorescence image showing the fluorescence trace of
the four particles. (b) Cloud of points issued from the detection stage. (c) Partial
tracks obtained by clustering the cloud of points issued from the detection stage.
(d) Potential P , defined as the inverse of the fluorescence image, after removal
of signal along each partial track. (e)–(g) Minimal action map U obtained at
different iterations. (h) Tracks resulting from the completion of partial tracks
with minimal paths. The trajectories of moving particles are correctly found
and completed where no fluorescence signal is present.

tracks constitute a set of sources from which fronts are simulta-
neously propagated, according to the Eikonal equation (3). Two
kinds of expanding wavefronts are distinguished [see Fig. 4(g)].

• From the tail of a partial track, a front is propagated in the
downward direction (in the direction of decreasing ).

• From the head of a partial track, a front is propagated in
the upward direction (in the direction of increasing ).

If we want the likelihood constraint to be satisfied, the range of
influence3 of each source must necessarily be the search region
associated with the source. Consequently, each front propaga-
tion is restricted to a paraboloidic domain defined by (1). Fur-
thermore, the uniqueness constraint implies that the tail (or the
head) of a partial track should not be linked to more than one
extremity of another partial track.

Adding Minimal Paths: The condition for a head and a tail
to be connected is that their fronts meet before other fronts.
Fronts are propagated until a downward front and an upward
front meet. A backpropagation on from the meeting point
gives the minimal path which links the tail of a partial track
to the closest (in the sense of a weighted distance) head of an-
other partial track. The potential is then corrected using
along the minimal path that has just been found. As explained
in the beginning of the section, its prevents two minimal paths
which link two different pairs of partial tracks from following
the same fluorescence trace. The two sources which have been
joined are removed from the set of sources, and the minimal ac-
tion map is updated by removing the two meeting fronts. The
whole process (backpropagation on to get the minimal path,

3The range of influence of a source p is the set of points of the solution
domain which can be influenced by p .

modification of , updating of and propagation of fronts) is
iterated until no shock between opposite fronts (i.e., backward
and upward fronts) occurs anymore.

Solving the 3-D Eikonal Equation: Our approach requires to
solve the Eikonal equation in a 3-D grid [32]. Classic finite dif-
ference schemes for the (3) tend to overshoot and are unstable.
Rouy and Tourin [33] showed that the correct viscosity solution

for is given by the following Godunov upwind differ-
ence scheme

(4)

The FMM is a single-pass algorithm solving the isotropic
Eikonal equation in a consistent, accurate and efficient way [26],
[29], [31], [32], [34]. In order to solve (3), grid points are se-
lected in the order of increasing values of . The computational
complexity is of order of for grid points in the
3-D image, where the factor comes from a heapsort al-
gorithm.

We have privileged one of the variants of the FMM, called
group marching method (GMM) [35]. Rather than sorting the
solution in a narrow band to march forward a single grid point,
the GMM advances a group of points in order to get a faster algo-
rithm. To fix instability, at each iteration the points of the narrow
band are updated twice, in two opposite orders. The heapsort
algorithm is not required anymore, and the computational com-
plexity drops to . Note that computing a minimal path
with the GMM is faster than the Dijkstra’s approach [36], which
is a method to obtain the shortest paths in a graph,
and does not suffer from the metrication error inherent to graph
algorithms on a discrete grid [29]. The original GMM is detailed
in Table II.

Constraints on Front Propagation: Some improvements
must be added to the original GMM to force each front to
propagate upward or downward into a paraboloidic domain.
For every grid point at which has been computed, we have
to know the source from which depends. It is easy to keep
track of the source during the front propagation by generating
a source index map . When is updated with the (4),
we simply set , where is the source index of the
6-connexity neighbor of which is Alive and has the minimal
value of . Then, to be given a value, each grid point must
satisfy the paraboloid constraint, which is detailed in Table III.

To check if a downward front and an upward front meet at
a given iteration of the GMM loop, we have to find a pair of
neighbors that have different source indexes such that at least
one of the two points was moved from the Trial to the Alive set
at the previous iteration. Then, a backpropagation on from
the meeting point gives the minimal path. The gradient descent
is made with subpixel accuracy using a trilinear interpolation to
estimate derivatives with a centred difference scheme. To force
the coordinate of the minimal path to take an integer value
(corresponding to a frame index), we can either locally adapt the
gradient descent step or reparameterize the minimal path using
spline interpolation.
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TABLE II
ALGORITHM FOR 3-D GROUP MARCHING

TABLE III
PARABOLOID CONSTRAINT IN 3-D GROUP MARCHING

Illustration: Fig. 4 shows a representative example of our
grouping process. This approach enables the detection and com-
pletion of trajectories of moving particles, even where the fluo-
rescence signal is missing or too low to have been detected.

IV. GETTING TRUE MOLECULAR TRAJECTORIES

The algorithm performs an additional stage to analyze the
completed tracks. There are two main reasons to know whether
each point of a track corresponds to a true fluorescent probe or
not, and, if so, to get a precise estimate of the particle position:
i) although the detection and association stages give the position
of fluorescent particles with a subpixel accuracy, a much better

precision can be achieved. A fluorescent particle can in fact be
localized with an arbitrarily high accuracy if a sufficient number
of photons has been collected [23]. ii) During the completion
of partial tracks, the particle positions are extrapolated based
on the properties of the minimal paths. They do not necessarily
correspond to true positions of the probes, in particular during
phases when the QD emission is completely off and not only
below the detection threshold.

A set of potential particle positions is deduced from the set of
completed tracks. If a fluorescence signal truly exists at position

, an accurate estimate of the position of
the probe in the 2-D image can be obtained by fitting the
experimental data in the vicinity of with the following
gaussian model:

(5)

where are the model parameters. Therefore,
we apply around each potential particle position a
nonlinear gaussian least-squares fit in a neighborhood of size

. One decides that the fluorescent probe truly exists if
the fit has converged. For the experimental results presented in
Section VI, an isolated QD can, thus, be localized with an ac-
curacy of 0.025–0.050 pixel (5–10 nm). Furthermore, this ap-
proach allows the discrimination of several fluorescent parti-
cles separated by a distance smaller than the resolution limit,
using a mixture of gaussian models rather than (5) in the fit
process. In this case, the localization accuracy depends on the
true point-to-point distance, but is still below the resolution limit
[14].

V. VALIDATION OF THE ALGORITHM

In order to evaluate the efficiency of our tracking algorithm
and validate its use, we first tested it on sequences of synthetic
images. We describe here the method which we used to simu-
late the diffusive motion of blinking objects and the quantitative
results that we obtained.

A. Model Used to Generate Synthetic Data

Sequences of synthetic images were obtained by simulating
the motion of punctual objects. Each particle was repre-
sented as a gaussian spot with a fixed width and a mean
amplitude . A noise-free image was obtained by integrating
in each pixel the signal of all the gaussian spots. In accordance
with our fluorescence image model (see Section II-A), a con-
stant baseline offset , a gaussian background noise (with
standard deviation ), and a Poisson-distributed photon noise
were added to the intensity value of each pixel of each image.
Between frames, the position of the center of each spot evolved
according to an isotropic Brownian motion (with diffusion co-
efficient ). To avoid boundary problems, each image in the
sequence had a size 80 80 pixels and was considered as a
subimage within a larger frame with size 120 120 pixels in
which the particles were allowed to diffuse. Each time one of
them escaped by diffusion from the larger frame, a new object
was created with a random position. In addition, we assumed
that the particles were not interacting and had all the same dif-
fusion coefficient in a given sequence.
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TABLE IV
VALIDATION RESULTS: DETECTION RATE R

We used a standard method to describe the fluorescence in-
termittency. Each probe was modeled as a two-level system ran-
domly alternating between an “On” and an “Off” state

. The dynamics of the system was governed by
(resp. ) the rate at which it switched from the “Off” (resp.
“On”) to the “On” (resp. “Off”) state. In this simple Poisson
process, the durations of the “On” and “Off” periods follow ex-
ponential distributions. At a given time, each probe has a prob-
ability , which we term the extinction
parameter, to be in an “Off” state.

In each sequence, the initial conditions were set by randomly
selecting for each spot its position within the 120 120 pixel
image and determining its fluorescence state (“On” or “Off”) by
means of a binomial distribution with parameter .

In our simulations, we chose the values of the different param-
eters in order to remain as close as possible to the experimental
conditions. In the sequence of synthetic images, the pixel size

and the width took the values given in Section II-A.
The temporal sampling period is and the gaussian noise stan-
dard deviation were, respectively, equal to 75 ms and 5, their
values in the experiments. We tested our algorithm by simu-
lating sequences with the following values.

• SNR , 10 or 15. The last value
is a minimum for what is usually obtained in single-QD
imaging.

• Mean number of punctual objects in the view field:
, 20 or 30, corresponding to the

different densities of immunolabeling.
• Diffusion coefficient: , or m s

m s pixel frame . These values corre-
spond to slow, intermediate and rapid diffusion in the
plasma membrane [9], [10].

• Extinction parameter: , 0.1 or 0.3 (with a fixed
value frame ), varying between no inter-
mittency and a significant fraction of the time (30%) in
the “Off” state.

For each set of the four parameters listed above, six sequences,
each composed of 100 images, were simulated and analyzed.

B. Results

The whole tracking algorithm has been applied to the se-
quences of synthetic images. The values given to the few pa-
rameters required by the algorithm are the following:

• detection threshold: ;
• initial diffusion coefficient: m s;

• probability of allowed displacements: ;
• regularization term: .

Both detection and tracking performances were quantitatively
evaluated. The efficiency with which fluorescent spots are de-
tected was evaluated using a detection rate defined as the
mean of the ratio , where is the number of parti-
cles which are visible (in the “On” state) in a given frame and

is the number of points of reconstructed trajectories which
belong to that frame. To analyze the performance of tracking,
we use the track-based error , introduced in [37], and de-
fined as , where is the total number of
reconstructed trajectories and the number of reconstructed
trajectories for which the start and end points correspond to the
same true trajectory.

The results for the detection rate and the track-based error
(mean and standard deviation) obtained from the analysis of

synthetic data are summarized in Tables IV and V, respectively.
The detection rate is very good, even when the SNR is low and
the density of spots is high, showing the robustness and ability
of our algorithm for detecting fluorescent spots in realistic ex-
perimental conditions.

The track-based error indicates that our algorithm is able to
reconstruct individual molecular trajectories efficiently, even
when the tracked objects vanish from the field of view for
quite long periods. The algorithm begins to fail when either the
number of spots is too high or the duration of “Off” states is too
long. It can also fail, but to a lesser extent, when spots are very
close. Note that solving the motion correspondence problem
when the trajectories of two diffusive particles cross each other
is particularly challenging, since no information about the
direction of motion can be used to retrieve the trajectory of
each particle.

Running time highly depends on the number of spots and
the extinction probability, and varies from tens of seconds to
3 min per sequence (on a 1.8-GHz Athlon processor). Solving
the Eikonal equation in a 3-D grid is undoubtedly the main com-
putational expense of our tracking approach. So, the algorithm
complexity is of the same order than the GMM.

VI. EXPERIMENTAL RESULTS

In this section, we apply our tracking algorithm to data ob-
tained in experiments on the membrane dynamics of single-
glycine receptors in live cultured neurons. The motivations for
these experiments, as well as the methods and protocols which
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TABLE V
VALIDATION RESULTS: TRACK-BASED ERROR E

have been used, are discussed in more details in [10]. In brief,
subunits of glycine receptors were sequentially labeled with

primary antibodies (mab2b, Alexis Chemicals) targeting an ex-
tracellular epitope, biotynilated anti-mouse Fab fragments and
streptavidin-coated QDs (QD605, QDots corp). The concentra-
tion of the reagents and the corresponding incubation times were
adjusted such that very few receptors are labeled and individual
QDs can be easily distinguished. The low surface density en-
sures that a single receptor is labeled by at most one QD. How-
ever, we can not exclude that a single QD is bound to more
than one receptor, possibly due to the divalence of the primary
antibody. Note that the methods used to label glycine recep-
tors are fairly standard and can be easily adapted to track the
motion of any transmembrane proteins having an extracellular
epitope. Data were taken at room temperature with an epiflu-
orescence inverted microscope (Olympus IX70) equipped with
an oil-immersion objective (60 , ). Images were
recorded with a low-noise back-illuminated CCD Camera (Mi-
croMax EBFT512, Roper Scientific). The QDs were excited
by a mercury lamp (excitation filter 525DF45, dichroic filter
560DRLP, Omega Filters) and their fluorescence detected with
a band emission filter (595DF60 or 605WB20, Omega Filters).

Sequences of fluorescence images were acquired for glycine
receptors diffusing in the dendritic membrane. In this part of the
neuronal cell, far from the cell body, the autofluorescence is very
low and the detection is not limited by background noise. In ad-
dition, we recorded the motion of receptors on dendrites with
a thickness smaller than the axial resolution (about m) so
that the diffusion of the tagged proteins along the optical axis
did not lead to defocusing of the fluorescence spots. In these
experiments, the difficulty in tracking the molecules originates
essentially in the intensity fluctuations and the fluorescence in-
termittency of the probes.

The tracking algorithm has been applied to several sequences
constituted of hundreds frames. These sequences and tracking
results are available in our website.4 The values of the algorithm
parameters were similar to the ones used for the validation (see
Section V), except for the detection threshold which was
equal to 8.

Figs. 5 and 6 present some results obtained with small image
stacks for a better clarity. A trajectory is displayed by linking

4Available: www.lkb.ens.fr/recherche/optetbio/image/index.htm.

Fig. 5. Illustration of the proposed approach for the tracking of individual
glycine receptors in the membrane of live neurons. The tracking method has
been applied to a small stack of size N �N �N , where N = 76 pixels,
N = 37 pixels, and N = 100 frames. (a) First frame of the fluorescence
image stack, saturated for clarity. (b) Sectioning view of the image stack
resulting from a maximal intensity projection (MIP) in the yz plane.
Trajectories are surimposed to the fluorescence trace of QDs in motion.
(c) Sectioning view of the image stack resulting from a MIP in the xz plane.
Trajectories are surimposed to the fluorescence trace of QDs in motion.
(d) Three-dimensional representation of the trajectories in a spatiotemporal
volume.

points for which the gaussian fit has converged. Therefore, a
segment joining points with distant coordinates corresponds to
an extinction of the QD (see Fig. 6). This illustrates the ability
of our algorithm to track fluorescent probes which transiently
disappear.

VII. CONCLUSION

In this paper, we present a novel approach for tracking point
objects using minimal paths in a spatiotemporal volume. The al-
gorithm is based on a relevant model of fluorescence image and
molecular dynamics in membrane and requires few parameters.
Solving the multiframe motion correspondence problem is par-
ticularly complex since the number of solutions to be examined
is subject to combinatorial explosion. In order to overcome this
difficult challenge in a reasonable computation time, we pro-
pose to use a greedy algorithm which is locally (but not glob-
ally) optimal. The robustness and efficiency of our perceptual
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Fig. 6. Three-dimensional representation in a spatiotemporal volume of
glycine receptors trajectories. These trajectories are issued from the tracking
of QDs in a stack of size N � N � N , where N = 113 pixels,
N = 97 pixels, and N = 300 frames. A trajectory is displayed by linking
points for which the gaussian fit has converged. The motion of individual
proteins in the membrane is clearly observable over several tens of seconds,
with a spatial resolution of a few nanometers. Despite the blinking of QDs,
which is characterized by the sudden interruption of some trajectories (as the
one indicated by the arrow), our approach enables an automatic reconstruction
of each individual motion.

grouping approach has been illustrated by analyzing synthetic
and real-world data.

Future studies will include a systematic comparison of results
obtained with our method and other algorithms, both with syn-
thetic and experimental data. We will also apply our method to
tracking experiments for which the SNR is lower and the back-
ground noise becomes a limiting factor.

Although more specially developed in the context of QD
tracking, our approach can, however, be applied with other
fluorescent probes and should be useful for many experiments
in the growing field of SMT experiments.

APPENDIX

ESTIMATION OF THE DIFFUSION COEFFICIENT

Consider a trajectory defined by the successive positions
of a particle for . The

second moment of the probability distribution of displacements
is the mean square displacement (MSD) of this par-

ticle, denoted by

This MSD can be estimated with a discrete time sequence

where is the temporal sampling period and
. Consequently, a least-squares fit to gives an estimate of

the diffusion coefficient [9], [38]. Note that the accuracy of

this estimation can be improved using a weighted least-squares
fit [39]. If a dynamical change can occur, one have better to es-
timate an instantaneous diffusion coefficient using a windowed
version of . For instance, in the algorithm given in Table I, the
diffusion coefficient associated to the tail of a partial track is ob-
tained by fitting the MSD computed only with the first points of
the partial track.
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