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Abstract. In this paper, we propose a novel method for tracing object
boundaries automatically based on a method called PointFlow in image
induced vector fields. The PointFlow method comprises two steps: edge
detection and edge integration. Basically, it uses an ordinary differential
equation for describing the movement of points under the action of an
image-induced vector field and generates induced trajectories. The tra-
jectories of the flows allow to find and integrate edges and determine
object boundaries. We also extend the work of the original PointFlow
method and make it adaptable to images with complicated scenes. In
addition, the PointFlow method can be applied to infer certain illusory
contours.

We tested our method on real image dataset. Compared with the other
classical edge detection and integration models, our point flow method
is better at providing precise and continuous curves. The experimental
results clearly exhibit the robustness and effectiveness of the proposed
method.
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1 Introduction

Edge detection focuses on finding the sharp discontinuities and aims at capturing
places where important changes occur in images. It plays an important role in
image processing and computer vision. Since the early years of image processing,
numerous methods were proposed to detect edges, such as the Sobel operator,
Prewitt operator, Canny and the Haralick edge detector and so on [12]. The
early edge detectors focus on the change of image brightness or image graylev-
el. However, many visually salient edges or contours do not simply correspond
to gradients, but also to the texture edges or illusory contours. Therefore, re-
searchers try to apply multiple features such as brightness, color, texture .etc to
their edge detectors [10,9, 1].



In [4], a semi-automatic method to detect boundaries of objects is proposed
by using simulation of particle motion in an image induced vector field. But
users of the method were required to provide the location of starting points
and the number of time steps to be carried out. In addition, users needed to
adjust the parameters to achieve a good result. In [7], a similar model is used to
track and detect the most important edges, in order to produce artistic one-liner
renderings of objects appearing in images. In [6] a c-evolute model is presented
for the particle motion in [4] to approximate the edge curves. More recently,
Kimmel and Bruckstein [5] proposed to incorporate the Haralick/Canny edge
detector into a variational edge integration process.

In this paper, we are interested in providing a process of tracking object
boundaries automatically. Imagine that a magnetic vector field is induced by
the image. As the input, a number of points which are arranged randomly in
the image and are considered as small magnetized iron pieces. When the field is
applied, the iron pieces start moving following the direction of the magnetic field.
We record the trajectories of these points and use them to obtain the edges on the
images. The movement of the points can be described by an ordinary differential
equation.

The construction of the vector field is a crucial step for PointFlow method.
To trace the image boundaries, the vector field must be designed edge-oriented.
After obtaining the vector field, we initiate the flow from a number of random
points in the image plane. These points are then attracted towards and along
the significant edges in the image. Note that the flow process will not end until a
stopping criterion is met. An integration process allows to refine the trajectories
and make the result more robust.

Additionally, the PointFlow method can be extended to infer the illusory
contours under the assumption that the illusory contours are a missing part of
a regular shape and it can be approximated by an arc of certain radian.

The contribution of this paper is that we propose a PointFlow method to
detect and integrate edges. Commendably, the edges that are extracted are con-
tinuous and precise. Moreover, the PointFlow method can be applied to the
inference of illusory contours.

The paper is organised as follows: Section.2 introduces the core algorith-
m of the PointFlow method. Section.3 details how to construct the vector field.
Section.4 shows some experiments results on real images. Section.5 describes how
the PointFlow method could be used to infer the illusory contours. Section.6 dis-
plays some inference results by using the PointFlow method. Section.7 provides
some concluding remarks and possible directions for the future work.

2 PointFlow Method

The PointFlow method first uses an ordinary differential equation (ODE) to
describe the motion of a moving point under a vector field V within a period of



time. In a 2D domain, the ODE is defined as follows:

d(P(t))

=V (1)

where P(t) = (z(t),y(t)) is a point function which describes the location of a
moving point at time ¢ and starting from a given point pg at time ¢t = 0. Within
time AT, the trajectory of P under the effect of the vector field V will be record-
ed, where V is a vector field that controls the speed and direction of the points.
The flow will not stop until some stopping criterion is met. Figure.1l displays the
flowchart of applying the PointFlow method to trace image boundaries.
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Fig. 1. The flowchart of the PointFlow. The left column presents a 2D Gaussian image
and the magnitude of its gradient. A linear combination of their gradients are used
to form the vector field V. 10 random points are used as the starting points, moving
under the effect of the vector field. The top-right dashed-box shows the movement of
a single point, the blue curve is the trajectory and the red point is the end point. The
flow terminates when it hit its own trajectory. Then, we re-initiate the flow from the
end (red) point to obtain a complete and precise contour of the Gaussian image. The
other points move in the same way. Right below shows the result.

3 Construction of Vector Field

3.1 Vector Field by Using Graylevel

To design an edge-oriented vector field, two kinds of forces are necessary: one
towards the edges and the other one along the edges. This can be realized simply
by combining the tangent vector of the points on the image (along the edges)
V; = VIT and the gradient of the norm of the gradient of the image Vo, =
V(||VI]|) (towards the edges). Then the vector field is written as: V.= (V1 +£V,
or V' = (V| — £V, empirically, ¢ = £ = 0.5.

Three stopping and reflowing criteria are defined for the flow:



1. When the trajectory of flow hits itself. The kind of end points are the first
type of end points, labelled as “E1”. For points labeled as “F1”, we re-
initiate the movement from these points in the same vector field V. The
trajectories by re-initiating will result in closed curves, which are boundaries
or contours of objects in images.

2. When the flow hits the boundary of the image. These kinds of end points are
the second type of end points, labelled as “E2”. For points labeled as “E2”,
we re-initiate the movement from these points in the vector field V'. Thus a
complete boundary from the boundary of the image will be detected.

3. When the flow hits a pixel where the gradient is zero. If it is at the source
point where the gradient is very close to zero, we will remove this source
point.

For the other cases, we will not consider the flow unless it merges with other
flows. This is a case for junction points. Generally speaking, if a junction point
is not revisited by any flow, it will start moving on both direction V and V'
until it meets a stopping criterion.

Figure.2 displays some tests on real natural gray images. From (a) and (b),
we can see that nearly all the curves and boundaries are perfectly extracted. But
in (c), the contour of the seastar is not extracted while a lot of white spots on
its back are detected. This is because in (a) and (b) the scenes are monotonous,
and the subject can be easily distinguished by the graylevel. While in (c), the
most salient changes in graylevel are the differences between the white spots and
the background.

Fig. 2. Experiment on some gray images.

3.2 Vector Field by Using Multiple Features

As described above, in natural images, it is not always sufficient by only using
the gradient of the graylevel to form the vector field. It is necessary to combine
some other features to form the vector field. In this section, the BSDS500 dataset
[1] is used for extracting the high level feature such as the texture and spectral
features.

In [9], the authors proposed a Pb (probability of boundary) edge detector
where they introduced several features, i.e. color, texture to detect the contours.
In [1], the authors not only use the features in [9] but also introduced a spec-
tral feature and combine them into a global feature to detect the contours, the



detector is known as the gPb (global probability of boundary) contour detector.
To compute the gradient on each pixel of each feature channel, it is implemented
by setting discs on each pixel (z,y) of each feature channel and comparing the
histogram difference of each half-disc g and h using different orientations.

5 1 (9(0) — h(i)?
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Normally, eight orientations are used to describe the directions of the gradient,
where the orientation 6 = [0, 7/8,7/4,37/8,7/2,57/8,3w /4, Tn/8].

To improve the performance of PointFlow in complicated scenes, we use the
same feature in [1]. The color channels contain three channels which correspond
to the CIE Lab colorspace including the brightness, color a and color b channels.
The fourth channel is the texture channel, to obtain the texture feature, the
primary thing is to compute the texton map. Firstly, each input training image
from the BSDS dataset is convolved with a set of 17 Gaussian derivative, shown
in Figure.3.

Fig. 3. 17 filters for computing the texture [1].

Then each pixel is associated with a 17-dimensional vector of responses. A
K-means cluster is then used to define the clustering center, with K = 64. For
the test image, we convolve them with the set of 17 Gaussian derivatives, too.
The pixel which is nearest to one of the 64 cluster center will be given the
corresponding texton label.

Let us denote the gradient signal G;(z,y,0), where i represents the feature
channel and @ is the orientation. We also use the multi-scale and spectral features
that were described in [1].

For the multi-scale features, each channel gradient G; is computed at three
scales s = [§,0,20], where s controls the radius of the disc for computing the
histogram difference in Eq. (2). o = 5 pixels for brightness channel and o = 10
pixels for color a, color b and texture channel. The multi-scale gradient signals
at each orientation can be combined linearly as follows:

mG(x,y,H) = Zzai,sGi,s(xay)g) (3)

where o; , are the weights at different scale s and different feature channel 7 and
it is learned by gradient ascent on the F-measure on the BSDS500 dataset.
The spectral features are used to obtain the most salient curves and it is
obtained by a spectral clustering technique. A sparse symmetric matrix W which
describes the affinity of two pixels of which the distance is within a fixed radius



r is provided according to mG. The spectral signals sG then are obtained by
solving a Laplacian system of W, details can be found in [1].

By combining the multi-scale and spectral features, we can get the global
signal at each orientation gG(z,y,6).

Figure.4 shows the feature map gG of eight orientations.
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Fig. 4. Gradient magnitude of eight orientations, from (a) to (h), the orientation 6 =
[0,7/8,7/4,37/8,7/2,57/8, 3w /4, Tm /8]

After computing the multiple features at each orientation, we can construct
the vector field based on these features. For each single pixel, we will retain
the largest value among the eight values as the gradient magnitude, and the
corresponding orientation denotes the direction of the gradient:

v(z,y) = gGmax(x,y,0) * (cos(d),sin(6)) (4)

so that: Vo = vt. To compute the second-order derivative, we use the gradient
of gGmax(x,y), that is: Vi = V(gGmax)-

Figure.5 shows an example of using multiple features to construct the vector
field and its corresponding contour detection result. Compared with Figure.2
(¢), the result in Figure.5 (c) is more clean and complete.

Fig. 5. Experiment on a real color image. From left to right are the original color
image, the trajectories generated from 2000 random points and the result of detection
of contours.



4 Experiments on Edge Detection

4.1 Data Settings

We test our PointFlow method on the images from the Berkeley Segmentation
Dataset[8]. The number of random source points is set to be N = 2000 for each
image. For vector fields using graylevel, we use a Gaussian filter to smooth the
images, the standard deviation of the filter is o = 2, and the size is 4 x 4.

In addition, there are numerous ways to approximate numerically the solu-
tion to the first-order ODE Eq.(1), such as the Euler method, backward Euler
method, first-order exponential integrator method and so on [2]. To make the
solutions smoother and with less oscillations, we use the Runge-Kutta algorithm
to solve Eq.(1).

4.2 Experiments Results and Discussions

Figure.6 are some results on the vector field generated by using only graylevel.
From the results, we can see that for simple scenes, such as (a) and (d), by using
graylevel to construct the vector is enough to obtain a complete and clean de-
tection result. While in the complicated scenes, though that a lot of details are
extracted, the result are not quite satisfying, this is because the object bound-
aries are affected by a lot of factors, e.g. colors, shadows, textures and so on.

(d) () (f)

Fig. 6. some results on the BSD Dataset.

In addition, Figure.7 shows some results obtained by using different vector
fields. The top row displays the results by only using gray-level feature to con-
struct the vector field and the bottom row shows the results by using multiple
features to construct the vector field. From Figure.7, we can see that by using
the multiple features (obtained from the gPb detector), we can get more com-
plete and clean results, while by using the single feature (graylevel or color), we
are able to obtain more details.



Fig. 7. some comparisons between using single feature (graylevel) and multiple features
. Top row displays the results by only using color feature to construct the vector field;
bottom row shows the results by using multiple features to construct the vector field.

5 Inference of Illusory Contours

The illusory contours (or subjective contours) are visual illusions that evoke
the perception of an edge without brightness or color changes on that edge.
Speaking of the illusory contours, the first image comes into our mind would
be the Kanizsa’s Triangle, shown in Figure.12 (a). We can perceive from the
spatially separated fragments in Figure.12 (a) that there are hidden triangles
and circles, but in the view of images, there are no complete triangles or circles.
Then we cannot help to ask that why we can perceive these unreal outline, can
we make the computers sense these phenomena. According to [11], it is believed
that for us human beings, the early visual cortical regions such as the primary
visual cortex (V1) and secondary visual cortex (V2) are responsible for forming
illusory contours.

For the computers, how can they perceive the illusory contours like humans
remains our problem. By observing the illusory contours shown in Figure.11 (a)
and Figure.12 (a), (d), we can find that the illusory contours are usually an
unseen curve that connects two corner points. Here comes the question: is it
possible for a point to flow on the illusory contour rather than on the boundary
of an object when it meets a corner point? The answer is yes.

5.1 Inertia-Driven PointFlow and Circle Hough Transform

In our opinion, the illusory contours are always small missing parts of regular
and predictable shapes. For these kind of illusory contours, it can be completed
by an arc with a specific radian. Even for a straight line, it can be described as
an arc of a circle of which the radius is infinite. So the main task of inferring
the illusory contours is to find an appropriate arc that connects two specific
terminals.



In this paper, we assume that the terminals of an illusory contour are always
caused by abrupt changes in curvature of a closed curve. These terminals are
also called the corner points.

After obtaining the corner points, we make the point flow at the same velocity
(angular velocity) v as it did before it hits the corner point, instead of flowing
on the image induced vector field.

Due to the fact that the point flow on a field without any forces after hitting
the corner point, the behavior of the point is like inertia-driven, so we call this
process “Flow with inertia”.

The idea that a missing curve in illusory contour images can be completed
by an arc reminds us of the Circle Hough Transform (CHT)[3]. The CHT is
a technique for detecting circular objects in images. In a 2D space, a circle of
which the center locates at (a,b) with a radius r can be described by:

(z—a)* +(y—b)?* =1 ()

The parameter space is 3D, (a,b,r). And the corresponding circle parameters
can be identified by the intersection of a number of conic surfaces which are
caused by the circle on the image.

(a) (b) (c)
Fig. 8. Detection of circles by CHT, from left to right, (a) the original image; (b)

projection on (a, b, r) space (r = 95); (¢) circle detection result, shown in red.

From the example in Figure.8, we can see that the CHT has the ability
to infer obvious circles. In the experiment section, we will compare the circle
detection results by our inertia-driven flow and the circle hough transform.

5.2 Corner Points via Flowing
The trajectories formed by the motion of these points are continuous, thus we

can detect the corner points by taking the change of curvature into consideration,
where the curvature at a point p of a curve [ is defined as:

) = |57 )
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where A is the angle and dA stands for the change of angle, T represents time
and d7 is the change of time. In this paper, each point driven by the vector field
moves in a unit time every step.

A potential corner point may exist at places where there is abrupt change
of curvature of a trajectory. It can be determined that whether the potential
corner point is a true corner point or not by setting a threshold for the curvature.
Figure.9 demonstrates the process of finding corners by taking the curvature into
consideration.

(a) ) T (@)

Fig. 9. An example for detecting the corner points. (a) the original image; (b) the cyan
curve is the detection result by using PointFlow method; (c) the plot of curvature of
the detected curve; (d) the corresponding corner points.

5.3 Flow with inertia

After finding the corner points, we can infer the illusory contours by deciding
that whether two corner points can be connected by an arc. As mentioned above,
each movement of a single point p takes a unit time, then after AT, there should
be AT + 1 points on the trajectory. In addition, we are introducing a kind of
“inertia” here, which means that when a point flows to a corner point, it will no
longer move according to the vector field, but continues to flow according to the
trajectory it just passed through.

The following three steps describe how to infer the illusory contours by Point-
Flow in detail.

1. Compute the angular velocity. For a trajectory L; which passes through two
corner points peor, and peor, successively, in order to guarantee the accuracy
and robustness, N points {p,},n = [1,..., N] are chosen on L; to compute
the angular velocity. First, the angular displacement from these N points to
corner point peor, is computed.

N
o(l,,) = acos <a,7b_>
b

—
lallll®]
—

where [, is a piece of L; from p;,, to peor,, a stands for the tangent vector
—

~

of the curve at the corner point p.,r, and b represents the tangent vector
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at nth point. A toy model can be found in Figure.10 (a). So the angular
velocity for [,, is:
In
oty — )

n) = o N !
length(pcomapn) ( )

2. Flow with inertia. Based on the assumption that the missing part of the
illusory contours can be simulated by an arc, we propose a kind of “inertia”
which contains an angular velocity w(l,,) and the initial speed vo = V(peor, )-
Now peor, is considered as the starting point of the trajectory generated by
the inertia. With the inertia, the velocity v of the point can be obtained by
a rotation matrix:

cos(w(ln)) sin(w(l))]’
O —sin(w(ly,)) cos(w(ly)) )

Vi =V

where ¢ is the time of flowing, and it also represents the number of flowing
steps. When w(l,,) = 0, the inertia will generate a straight line, when w(l,,) #
0, the inertia will generate an arc with corresponding radian.

3. Let us denote the trajectory generated by inertia [;,., and the starting point
of line is the corner point peor,. After time AT}, which is a time limit provid-
ed by the users, if [;,, is still not connected to any corner point, ;. will be
ignored. If it is connected to some corner point according to the three con-
ditions below, it is an illusory contour. Decisions will be made at each move
of ljne, and the end point of [;,. at each step is labeled as pey. To decide
whether /;,. can be an illusory contour or not, there are three conditions:

— The length of ;. is larger than a threshold that we set:

len(line) > B

— The distance between p.,, and a corner point p.., should be small e-
nough:
len(peur, Peor) < €

— line can be connected to Py in a smooth enough way. Let us take
Figure.10 (b) as an example. Let ¢ be the tangent vector of l;,. at
—

Pewr (the blue arrow), d the tangent vector at peor, (the red arrow).

_

The angle ¢ between ¢ and d can be represented by the cosine value:

_(A2.d)

o= ("=
Ieljidl )

OW line is in accordance with L;.
If the above three conditions are satisfied, [;,. can be considered as the arc
which fill in the missing part of the illusory contours.

). If ||p]| > 0, 6 = 0.9 empirically, then the direction of the

6 Experiment on the Inference of Illusory Contours

6.1 Data Settings

We test our method for inferring the illusory contours on three illusory images.
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Fig.10. An example for the flow driven by inertia, (a) describes how the angular
displacement is obtained in Step.1; (b) shows how l;n. can be an illusory contour.

The first image is shown in Figure.11(a), the size is 400 x 400. We can perceive
that there are 4 circles in this image: a big black one and three small white ones.
For inferring the circles, we use twice the Circle Hough Transform (of which
the radius ranges from 30 to 100 pixels and 50 to 120 pixels) and our inference
method respectively.

The other two images are shown in Figure.12 (a) and (d), the size of both
images is 400 x 400. It can be perceived by users that in Figure.12 (a) there
exist a hidden triangle and three small circles and in Figure.12 (d) there are four
circles as well as a square.

6.2 Experiment Result and Analysis

Figure.11 (b) and (c) display the circle detection result by using the CHT and
PointFlow respectively. From the result (b), we can see that the CHT detect only
the small circles. Due to that the big black circle has a lot of missing parts, no
matter what radius we use, it cannot be detected. While in (c), our method has
inferred and completed all the four circles. By using the CHT to detect circles,
users have to provide a range of radii and a very large radius may result in bad
results. While inference by PointFlow is automatical and effective.

(a) (b) (c)

Fig. 11. Experiment on a synthetic image, from left to right, (a) the original image (b)
the circle detection result by using CHT (c) the inference result by using our method.
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From Figure.12(c) and (f), it can be seen that all the illusory parts (either
the straight lines of the triangle and the square or the curved arcs of the circles)
are inferred by using our inertia-driven PointFlow method.

4 4 A
9 9
¢ ¢9
¢I¢9¢

Fig. 12. Experiment on synthetic images, from left to right: (a) and (d) are the original
image, (b) and (e) are the corresponding detected corner points, (¢) and (f) the inferred
illusory contours.

The results in Figure.11 and Figure.12 demonstrate that our inference algo-
rithm is efficient at inferring the straight and smooth arcs. The disadvantage
of this method lies in that it will fail when there is an obstacle on an illusory
contours, or the illusory contours could no longer be represented by an arc.

7 Conclusion and Future Work

This paper proposes a novel method called PointFlow for automatically modeling
the process of tracking object boundaries in images and inferring illusory con-
tours. The PointFlow method is realized by using an ordinary differential equa-
tion, where an image-induced vector field is the most crucial factor for boundary
detection and integration. In this paper, the vector field can be constructed sim-
ply based on the gradient of the graylevel of the image, or via combining multiple
features. Compared with the classical edge detectors, the PointFlow achieves a
very satisfying result. For the inference of the illusory contours, we have intro-
duced an “inertia-driven” flow, it has an ability to find the missing part of the
illusory contours. In future, we would like to adapt the PointFlow method to
infer more complicated illusory contours by using higher-level features.
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