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several versions of these inequalities on the Euclidean space, for the Lebesgue
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do not cover all aspects of the topic, we hope to contribute to establishing the

state of the art.
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1 Introduction

Let dγ = γ(x) dx with γ(x) = (2 π)−d/2 e−|x|2/2 be the normalized Gaussian proba-
bility measure. The Gaussian logarithmic Sobolev inequality on Rd reads as

∫

Rd

|∇v|2 dγ ≥ 1

2

∫

Rd

|v|2 log |v|2 dγ (1)

for any function v ∈ H1(Rd, dγ) such that ‖v‖L2(Rd,dγ) = 1. Moreover, by Jensen’s

inequality, we know that the right-hand side of (1) is nonnegative.
If v is a smooth and compactly supported function, then an elementary computa-

tion shows that (1) written for v is equivalent for u = v
√
γ to the Euclidean logarithmic

Sobolev inequality on Rd,

∫

Rd

|∇u|2 dx ≥ 1

2

∫

Rd

|u|2 log |u|2 dx +
d

4
log
(
2 π e2

)
(2)

which, by density, holds for any function u ∈ H1(Rd, dx) such that ‖u‖L2(Rd) = 1.
However, even if u is smooth and compactly supported, it does not mean that∫
Rd |u|2 log |u|2 dx is uniformly bounded from below, whatever ‖u‖H1(Rd,dx) is.

On Rd, one can take advantage of scalings. For any λ > 0, let us consider

uλ(x) := λd/4 u
(√
λx
)

∀x ∈ R
d .

Inequality (2) applied to uλ becomes

∫

Rd

|∇u|2 dx ≥ 1

2λ

∫

Rd

|u|2 log |u|2 dx+
d

4λ
log
(
2 π e2 λ

)
(3)

for any function u ∈ H1(Rd, dx) such that ‖u‖L2(Rd) = 1. After optimizing on λ > 0,
we obtain the Euclidean logarithmic Sobolev inequality in scale invariant form;

∫

Rd

|∇u|2 dx ≥ π d e

2
exp

(
2

d

∫

Rd

|u|2 log |u|2 dx
)

(4)

for any function u ∈ H1(Rd, dx) such that ‖u‖L2(Rd) = 1.

Logarithmic Sobolev inequalities have a long history. The Gaussian logarithmic
Sobolev inequality (1) is due to L. Gross in [1] and its equivalence with (2) is well-
known, while its scale invariant form (4) appeared in [2, Inequality (2.3)] in dimension
d = 1 and in [3, Theorem 2] for any d ≥ 1. Among earlier related results, one has
to quote [4]. We refer to [5, Section 1.3.2] and also to [6–8] for further background
references in information theory and to [9] for the equality case, as well as an early
stability result. The equality case can also be deduced from [10]. See [11–15] and
references therein for more recent results and [16–19] for related books.
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The goal of this paper is to review some stability properties of Inequalities (1), (2),
(3) and (4), mostly in strong norms. In the case of (1), the Gaussian deficit is defined by

δ[v] :=

∫

Rd

|∇v|2 dγ − 1

2

∫

Rd

|v|2 log |v|2 dγ

and we aim either at an improved inequality showing that δ[v] is bounded from below
by a functional evaluated on v under a constraint (otherwise (1) would not be optimal),
or by a distance to the manifold of optimal functions (see Theorem 9). For Sobolev’s
inequality, the issue was raised by H. Brezis and E. Lieb in [20]. In [21], P.-L. Lions
proved a sequential stability property: a normalized sequence of optimizing functions
(un)n∈N converges in Ḣ1(Rd, dx) to an Aubin-Talenti function via the concentration-
compactness method. Soon after, G. Bianchi and H. Egnell proved in [22] that for
some constant κd > 0, the deficit associated with Sobolev’s inequality is bounded
from below by κd d(v,M)2 where d is the distance induced by Ḣ1(Rd, dx) and M is
the manifold of the Aubin-Talenti functions. A lower bound on κd is known from [23].
For the logarithmic Sobolev inequality, it is therefore natural to ask whether there is
a quantitative stability property for (1), that is, whether there is some κ > 0 such that

δ[v] ≥ κ d(v,M)2 ∀ v ∈ H1(Rd, dγ) ,

where M is now the manifold of optimal functions for (1) and for which distance d

this stability inequality holds true. Going back to [12, 24], results are know when d is
a Wasserstein distance. It is also true if d is induced by L2(Rd, dγ) according to [23]
and it is not true without additional assumptions if d is based on H1(Rd, dγ). We
shall give details on known stability results in Section 3 and elaborate on examples of
instabilities based on [25, 26] in Section 4. We also try to emphasize some differences
between (1), (2), (3) and (4).

2 H1 spaces and logarithmic Sobolev inequalities

Let us start by collecting some observations on the differences between the H1

spaces with respect to Lebesgue and Gaussian measures and the consequences for the
corresponding forms of the logarithmic Sobolev inequalities on Rd.

2.1 Integrability and averages in the Euclidean case

The Euclidean logarithmic Sobolev inequality (2) on Rd can be written for any function
u ∈ H1(Rd, dx) such that ‖u‖L2(Rd) = 1. As already noted, this is not enough to prove

that
∫
Rd |u|2 log |u|2 dx is uniformly bounded from below as shown by the following

examples.

• Example 1. Assume that d = 1 and let u be a smooth function on R with compact
support in (0, 1). Let

un :=
1√
n

n−1∑

k=0

u(x+ k) (5)
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so that ‖un‖L2(R) = ‖u‖L2(R) and ‖∇un‖L2(R) = ‖∇u‖L2(R) for any n ≥ 1, while

∫

R

|un|2 log |un|2 dx =

∫

R

|u|2 log |u|2 dx− ‖u‖2L2(R) logn→ −∞ as n→ +∞ .

• Example 2. On R
d, let us consider the function

u(x) =
(
1 + |x|2

)− d
4
(
log
(
2 + |x|2

))− a
2 ∀x ∈ R

d

for some a ∈ (1, 2). This function is smooth and such that as |x| → +∞

|x|2 |∇u(x)|2 ∼ d2 |u(x)|2 = O
(
|x|−d (log |x|)−a

)
,

|u(x)|2 log |u(x)|2 = O
(
|x|−d (log |x|)1−a

)
.

It is easy to check that u ∈ H1(Rd, dx) is such that lim
R→+∞

∫

|x|<R

|u|2 log |u|2 dx = −∞.

It is therefore a natural question to ask under which additional condition on u ∈
H1(Rd, dx) one can guarantee that |u|2 log |u|2 ∈ L1(Rd). If this is the case, let us
observe that we can choose λ > 0 such that

∫
Rd |uλ|2 log |uλ|2 dx = 0 where uλ :=

λd/2 u(λ·) because

∫

Rd

|uλ|2 log |uλ|2 dx =

∫

Rd

|u|2 log |u|2 dx + d logλ ‖u‖2L2(Rd)

uniquely determines λ. Interestingly, we have a reciprocal result that goes as follows.
Let us consider the Gagliardo-Nirenberg-Sobolev inequality

‖∇u‖θL2(Rd) ‖u‖
1−θ
L2(Rd) ≥ CGNS(d, p) ‖u‖Lp(Rd) ∀u ∈ H1(Rd, dx) (6)

where θ = d (p− 2)/(2 p) and CGNS(d, p) > 0 is the optimal constant. The exponent p
is larger than 2, with the additional restriction that p ≤ 2 d/(d − 2) if d ≥ 3. If d ≥ 3
and p = 2 d/(d− 2), then θ = 1 and (6) is the classical Sobolev inequality.

Proposition 1. With this notation and p as above, if u is a smooth and compactly
supported function such that

∫
Rd |u|2 log |u|2 dx = 0, then

∫

Rd

∣∣ |u|2 log |u|2
∣∣ dx ≤ 2

(
‖∇u‖θL2(Rd) ‖u‖

1−θ
L2(Rd)

)p

(p− 1) e CGNS(d, p)p
.

By density of smooth and compactly supported functions in H1(Rd, dx), the result of
Proposition 1 also holds in H1(Rd, dx).
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Proof. A simple optimization shows that

inf
t>1

t log t

tp
=

1

(p− 1) e

for any p > 2. As a consequence with t = |u|2, we have

−
∫

|u|≤1

|u|2 log |u|2 dx =

∫

|u|≥1

|u|2 log |u|2 dx ≤
‖u‖pLp(Rd)

(p− 1) e
,

which completes the proof using
∫
Rd

∣∣ |u|2 log |u|2
∣∣ dx = 2

∫
|u|≥1 |u|2 log |u|2 dx and (6).

We can deduce a criterion of integrability from Proposition 1.

Corollary 2. If u ∈ H1(Rd, dx) \ {0}, then
(i) either for any sequence (un)n∈N of smooth and compactly supported functions on R

d

such that limn→+∞

(
‖∇u−∇un‖2L2(Rd) + ‖u− un‖2L2(Rd)

)
= 0, we have

lim
n→+∞

∫

R

|un|2 log |un|2 dx = −∞ ,

(ii) or the function u is such that |u|2 log |u|2 ∈ L1(Rd).

Proof. If (i) does not hold, then one can find a sequence (un)n∈N such that

λn = exp

(
−1

d

∫
Rd |un|2 log |un|2 dx

‖un‖2L2(Rd)

)

converges to some λ ≥ 0. It is then clear that ũn = λ
d/2
n un

(√
λn ·

)
satisfies

the conditions of Proposition 1:
∫
Rd |ũn|2 log |ũn|2 dx = 0, while we notice that∫

Rd |∇ũn|2 dx ∼ λn
∫
Rd |∇un|2 dx→ 0 as n → +∞ if λ = 0. This contradicts (2)

applied to ũn. As a consequence, we have that λ is a positive real number such
that (ũn)n∈N converges to ũ = λd/2 u

(√
λ ·
)

in H1(Rd, dx). Using Proposition 1
and Fatou’s lemma, we conclude that |ũ|2 log |ũ|2 ∈ L1(Rd) and as a consequence,
|u|2 log |u|2 ∈ L1(Rd).

2.2 Integrability and moments. Gaussian and Euclidean cases

If v is a smooth and compactly supported function, we already observed in Section 1
that (1) written for v is equivalent to (2) written for u =

√
γ v. However, using an

integration by parts, we can notice that

‖∇v‖2L2(Rd,dγ) =

∫

Rd

∣∣∣∇u+
x

2
u
∣∣∣
2

dx = ‖∇u‖2L2(Rd) +
1

4

∫

Rd

|x|2 |u|2 dx− d

2
‖u‖2L2(Rd)

(7)
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involves a second moment of |u|2. In the case of the example of un given by (5), we
have in particular that

∫

Rd

|x|2 |un|2 dx ∼ 1

n

n−1∑

k=0

k2 ‖u‖2L2(Rd) → +∞ as n → +∞ .

It turns out that a second moment condition is a sufficient condition to guarantee that
|u|2 log |u|2 ∈ L1(Rd). Here is a statement and a proof of this classical result that goes
back to [27, Sec. 7].

Proposition 3. If u is a smooth, compactly supported function, and moreover such
that

∫
Rd |u|2 log |u|2 dx is finite and

∫
Rd |x|2 |u|2 dx < ∞, then |u|2 log |u|2 ∈ L1(Rd)

and

∫

Rd

∣∣ |u|2 log |u|2
∣∣ dx ≤

∫

Rd

|u|2
(
log |u|2 + |x|2

)
dx + d log(2 π) ‖u‖2L2(Rd) +

2

e
.

Proof. Let S :=
∫
Rd |u|2 log |u|2 dx, S± :=

∫
±(|u|−1)≥0

|u|2 log |u|2 dx so that ±S± ≥ 0,

and K :=
∫
Rd |x|2 |u|2 dx. We have S = S+ + S− and

∫

Rd

∣∣ |u|2 log |u|2
∣∣ dx = S+ − S− = S − 2S− .

Using Jensen’s inequality, we obtain

S− +
1

2
K +

d

2
log(2 π)

∫

|u|≤1

|u|2 dx ≥
∫

|u|≤1

|u|2
γ

log

( |u|2
γ

)
dγ

≥
(∫

|u|≤1

|u|2 dx
)

log

(∫

|u|≤1

|u|2 dx
)

≥ −1

e
.

As a consequence we obtain

∫

Rd

∣∣ |u|2 log |u|2
∣∣ dx ≤ S + 2

(
1

2
K +

d

2
log(2π)

∫

|u|≤1

|u|2 dx+
1

e

)
,

which completes the proof.

Similar estimates can be found in [28]. By taking (2) into account, we deduce that

∫

Rd

∣∣ |u|2 log |u|2
∣∣ dx ≤ 2

e
+ ‖u‖2L2(Rd) log

(
‖u‖2L2(Rd)

)

+ 2 ‖∇u‖2L2(Rd) +

(
d

2
log(2 π) − d

)
‖u‖2L2(Rd) +

∫

Rd

|x|2 |u|2 dx

6



for any u ∈ H1(Rd, dx) such that
∫
Rd |x|2 |u|2 dx is finite. This second moment condi-

tion is automatically satisfied in the Gaussian case. Using (7), we obtain the following
result.

Corollary 4. If v ∈ H1(Rd, dγ), then |v|2 log |v|2 is in L1(Rd, dγ) and we have

∫

Rd

∣∣ |v|2 log |v|2
∣∣ dγ ≤ 2

e
+ 6 ‖∇v‖2L2(Rd,dγ) + d log

(
2π e2

)
‖v‖2L2(Rd,dγ)

+ ‖v‖2L2(Rd,dγ) log
(
‖v‖2L2(Rd,dγ)

)
.

2.3 Improved inequalities under second moment conditions

Based on ideas of [13, 29] and [14, Proposition 1], the following result holds.

Lemma 5. Let d ≥ 1. With ϕ defined by

ϕ(t) :=
d

4

[
exp

(
2 t

d

)
− 1 − 2 t

d

]
∀ t ∈ R , (8)

we have

∫

Rd

|∇v|2 dγ − 1

2

∫

Rd

|v|2 log |v|2 dγ ≥ ϕ

(∫

Rd

|v|2 log |v|2 dγ +
d

2
− 1

2

∫

Rd

|x|2 |v|2 dγ
)

(9)
for any v ∈ H1(Rd, dγ) such that ‖v‖L2(Rd,dγ) = 1 and

∫
Rd |x|2 |v|2 dγ <∞.

Notice that (9) holds true even if
∫
Rd |x|2 |v|2 dγ = ∞, in which case the right-hand

side is 0.

Proof. For completeness, let us give a short proof based on [14]. After subtracting the
right-hand side of (1), that is,

1

2

∫

Rd

|v|2 log |v|2 dγ =
1

2

(∫

Rd

|u|2 log |u|2 dx+
d

2
log
(
2π
)

+
1

2

∫

Rd

|x|2 |u|2 dx
)

with u = v
√
γ such that ‖u‖L2(Rd) = ‖v‖L2(Rd,dγ) = 1, from both sides of (4), using (7)

we obtain

∫

Rd

|∇v|2 dγ − 1

2

∫

Rd

|v|2 log |v|2 dγ

=

∫

Rd

|∇u|2 dx+
1

4

∫

Rd

|x|2 |u|2 dx− d

2

− 1

2

(∫

Rd

|u|2 log |u|2 dx+
d

2
log
(
2π
)

+
1

2

∫

Rd

|x|2 |u|2 dx
)

≥ π d e

2
exp

(
2

d

∫

Rd

|u|2 log |u|2 dx
)
− 1

2

∫

Rd

|u|2 log |u|2 dx− d

4
log
(
2π e2

)
.
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With

t :=

∫

Rd

|v|2 log |v|2 dγ +
d

2
− 1

2

∫

Rd

|x|2 |v|2 dγ ,

we have ∫

Rd

|u|2 log |u|2 dx = t− d

2
log
(
2π e

)

which concludes the proof of (9).

As a consequence of Lemma 9, we have the following result, which was already
known from [15, Theorem 1, 1.] using a slightly different proof.

Corollary 6. Let d ≥ 1. Let us consider a sequence (vn)n∈N of functions in H1(Rd, dγ)
such that ‖vn‖L2(Rd,dγ) = 1 for any n ∈ N. If lim supn→+∞

∫
Rd |x|2 |vn|2 dγ ≤ d, then

lim
n→+∞

(∫

Rd

|∇vn|2 dγ − 1

2

∫

Rd

|vn|2 log |vn|2 dγ
)

= 0

is equivalent to the convergence of (vn)n∈N to 1 in H1(Rd, dγ), and then we have
limn→+∞

∫
Rd |x|2 |vn|2 dγ = d.

With minimal effort, we can also recover the statement of [15, Theorem 1]
which asserts that, for any sequence (vn)n∈N, such that limn→+∞ δ[vn] = 0 and∫
Rd |x|2 |vn|2 dγ <∞, the two following properties are equivalent:

(i) vn → 1 in H1(Rd, dγ) as n→ +∞,
(ii) limn→+∞

∫
Rd |x|2 |vn|2 dγ = d.

In [14, Proposition 1], only the case
∫
Rd |x|2 |v|2 dγ = d was taken under consid-

eration. One may wonder whether the condition
∫
Rd |x|2 |v|2 dγ < ∞ is restrictive. In

fact, it is not so much, as we read from instance from [30, Ineq.(4)] that

∫

Rd

|x|2 |v|2 dγ ≤ 2 (d+ 1)

∫

Rd

|∇v|2 dγ ∀ v ∈ H1(Rd, dγ) such that

∫

Rd

v dγ = 0 .

With ϕ defined by (8), we may notice that ϕ′′(t) = (1/d) exp(2 t/d) for any t ∈ R

and, as a consequence, ϕ′′(t) ≥ 1/d if t ≥ 0. Thus,

∫

Rd

|∇v|2 dγ − 1

2

∫

Rd

|v|2 log |v|2 dγ

≥ 1

2 d

(∫

Rd

|v|2 log |v|2 dγ
)2

+
1

8 d

(
d−

∫

Rd

|x|2 |v|2 dγ
)2

(10)

for any v ∈ H1(Rd, dγ) such that ‖v‖L2(Rd,dγ) = 1 and
∫
Rd |x|2 |v|2 dγ ≤ d.

A first consequence is a sequential stability result under the condition that
lim supn→+∞

∫
Rd |x|2 |vn|2 dγ ≤ d. Using the Csiszár-Kullback-Pinsker inequality

∫

Rd

|v|2 log |v|2 dγ ≥ 1

4

(∫

Rd

∣∣v − 1
∣∣ dγ

)2

∀ v ∈ H1
+(Rd, dγ) s.t. ‖v‖L2(Rd,dγ) = 1 ,

8



see [31–33], and the Brezis-Lieb lemma, see [34, Theorem 2], one can then prove that
the above sequence (vn)n∈N converges to 1 in H1(Rd, dγ). See [15] for further details.
In fact, one can directly obtain an explicit stability estimate from (10), which goes as
follows.

Corollary 7. Let d ≥ 1. For any v ∈ H1(Rd, dγ) such that ‖v‖L2(Rd,dγ) = 1 and∫
Rd |x|2 |v|2 dγ ≤ d, we have

∫

Rd

|∇v|2 dγ − 1

2

∫

Rd

|v|2 log |v|2 dγ ≥ 8
√
d
(∫

Rd |∇v|2 dγ
)2

(
d+ 8

∫
Rd |∇v|2 dγ

)3/2

Proof. With e :=
∫
Rd |v|2 log |v|2 dγ and i :=

∫
Rd |∇v|2 dγ, (10) reads as

e2 + d e− 2 d i ≥ 0

which can be inverted as e ≥
(√

d (d+ 8 i) − d
)
/2 and shows the result using the

convexity of i 7→ 4 i−
√
d (d + 8 i).

The condition
∫
Rd |x|2 |v|2 dγ ≤ d obviously comes from the normalization of

the Gaussian measure. On the Euclidean space with the Lebesgue measure, there
is not such a condition. Hence if u ∈ H1(Rd, dx) is such that ‖u‖L2(Rd) = 1 and∫
Rd |x|2 |u|2 dx <∞, then

v(x) :=
λ−d/4

√
γ(x)

u

(
x√
λ

)
∀x ∈ R

d

is a function in H1(Rd, dγ) such that ‖v‖L2(Rd,dγ) = 1 and
∫
Rd |x|2 |v|2 dγ = d if we

choose

λ =
d∫

Rd |x|2 |u|2 dx
. (11)

By applying Lemma 5, and undoing the above change of variables, we obtain, for (3)
applied to u with λ given by (11), a stability result that goes as follows.

Corollary 8. Let d ≥ 1. For any u ∈ H1(Rd, dx) is such that ‖u‖L2(Rd) = 1 and∫
Rd |x|2 |u|2 dx <∞

d
∫
Rd |∇u|2 dx∫

Rd |x|2 |u|2 dx
− 1

2

∫

Rd

|u|2 log |u|2 dx− d

4
log

(
2π d e2∫

Rd |x|2 |u|2 dx

)

≥ ϕ

(∫

Rd

|u|2 log |u|2 dx+
d

2
log

(
2π e2

d

∫

Rd

|x|2 |u|2 dx
))

.

The right-hand side of the inequality is a measure (in relative entropy) of the distance
of u to the Gaussian function x 7→ λd/2 γ

(√
λx
)
. Notice that the result of Corollary 8

can be rewritten as a stability result for (3) for the special value of λ given by (11), i.e.,

9



∫

Rd

|∇u|2 dx− 1

2λ

∫

Rd

|u|2 log |u|2 dx− d

4λ
log
(
2π e2 λ

)

≥ ϕ

(∫

Rd

|u|2 log |u|2 dx+
d

2
log
(
2π e2/λ

))
,

which is a stability result for (3) for the special value of λ given by (11).

3 Stability

3.1 Optimal constants and optimal functions

Inequalities (1), (2), (3) and (4) can be rewritten for functions u ∈ H1(Rd, dx) and
v ∈ H1(Rd, dγ) respectively as

∫
Rd |∇v|2 dγ ≥ 1

2

∫
Rd |v|2 log

(
|v|2

‖v‖2

L2(Rd,dγ)

)
dγ , (12a)

∫
Rd |∇u|2 dx ≥ 1

2

∫
Rd |u|2 log

(
|u|2

‖u‖2
L2(Rd)

)
dx + d

4 log
(
2π e2

)
‖u‖2L2(Rd) , (12b)

∫
Rd |∇u|2 dx ≥ 1

2λ

∫
Rd |u|2 log

(
|u|2

‖u‖2
L2(Rd)

)
dx + d

4λ log
(
2 π e2 λ

)
‖u‖2L2(Rd) , (12c)

∫
Rd |∇u|2 dx ≥ π d e

2 ‖u‖2L2(Rd) exp

(
2
d

∫
Rd

|u|2

‖u‖2

L2(Rd)

log

(
|u|2

‖u‖2

L2(Rd)

)
dx

)
, (12d)

without any normalization in either L2(Rd, dx) nor L2(Rd, dγ). These inequalities are
written with optimal constants as can be checked using vε(x) = 1 + ε x · ν in the
limit as ε → 0 for any given ν ∈ S

d−1 in case of (1) on the one hand, and u =
√
γ

in case of (2) and (4) on the other hand. The next issue is to identify all optimal
functions. The first explicit result for (1) is due to E. Carlen in [9], although the carré
du champ method of D. Bakry and M. Emery in [10] applies: we refer to [35] for more
detailed explanations. Since (12a), (12b), (12c) and (12d) are equivalent for smooth
and sufficiently decreasing functions as explained in Section 1, cases of equality can
be reduced to optimality for any of these inequalities.

Theorem 9.

1) A function v is optimal in (12a) if and only if v(x) = va,b(x) := a eb·x, for any
a ∈ R and b ∈ Rn.

2) A function u is optimal in (12b) if and only if u(x) = ua,b(x) := a e−
|x−b|2

2 , for
any a ∈ R and b ∈ R

n.
3) For any fixed λ > 0, a function u is optimal in (12c) if and only if u(x) =

ua,b,λ(x) := a e−
|x−b|2

2 λ , for any a ∈ R and b ∈ Rn.

4) A function u is optimal in (12d) if and only if u(x) = ua,b,λ(x) = a e−
|x−b|2

2 λ , for
any a ∈ R, b ∈ Rn, and λ > 0.

Cases 1) and 2) were explicitly established by E. Carlen in [9]. After proving that opti-
misers cannot change sign, one can indeed apply [9, p. 204, Theorem 4] to nonnegative
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optimizers. Alternatively, we give a proof based on the carré du champ method of [10],
which directly shows Case 4) and has been used in this context only in [6]. Here we
provide a proof based on the pressure variable, which is, to our knowledge, new.

Proof. Let us split the argument in three steps.
• Up to dilation and scaling, an optimiser u solves the Euler–Lagrange equation

−∆u = u log u +
d

4
log(2 π e2)u .

Here we assume that u ≥ 0 without loss of generality.
• The Rényi entropy power computation. Here we work at formal level and refer to [6]
for the origin of this method. Assume that ρ = |u|2 = eP solves the heat equation

∂ρ

∂t
= ∆ρ = ∇ · (ρ∇P) (13)

so that the pressure variable P and u > 0 respectively solve

∂P

∂t
= ∆P + |∇P|2 and

∂u

∂t
= ∆u +

|∇u|2
u

.

Further assuming that the function u is smooth and rapidly decaying as |x| → +∞, a
straightforward computation shows that the entropy decays according to

d

dt

∫

Rd

ρ log ρ dx = −
∫

Rd

ρ |∇P|2 dx = − 4

∫

Rd

|∇u|2 dx

while the Fisher information obeys to

d

dt

∫

Rd

|∇u|2 dx = − 2

∫

Rd

∆u

(
∆u+

|∇u|2
u

)
dx

= − 2

∫

Rd

(
‖Hessu‖2 − 2 Hessu :

∇u⊗∇u
u

+
‖∇u⊗∇u‖2

u2

)
dx

where A : B =
∑d

i,j=1 aij bij denotes the standard contraction of matrices A and B

and ‖A‖2 = A : A. Using P = 2 log u, u∇P = 2∇u,

∇u⊗∇u
u2

=
1

4
∇P⊗∇P and Hessu =

u

2

(
HessP− 1

2
∇P⊗∇P

)
,

we conclude that
d

dt

∫

Rd

|∇u|2 dx = − 1

2

∫

Rd

ρ ‖HessP‖2 dx .

By conservation of mass, we can assume that ‖ρ‖L1(Rd) = ‖u‖2L2(Rd) = 1 for any t ≥ 0

if ρ solves (13), so that

11



d

dt
log

(∫

Rd

|∇u|2 dx exp

(
−2

d

∫

Rd

ρ log ρ dx

))

= − 1

2

(∫

Rd

ρ ‖HessP‖2 dx− 1

d

(∫

Rd

ρ |∇P|2 dx
)2
)

= − 1

2

∫

Rd

ρ

∥∥∥∥HessP− 1

d

∫

Rd

ρ |∇P|2 dx Id

∥∥∥∥
2

dx .

• Conclusion. These computations can be justified using approximations based on a
decomposition of ρ on a finite number of Hermite functions. As an optimiser, u is such

that
∫
Rd ρ

∥∥HessP− 1
d

∫
Rd ρ |∇P|2 dx Id

∥∥2 dx = 0, that is, P = 2 log u = α |x−x0|2+β

for some constants α and β and for some x0 ∈ Rd.

3.2 Stability results in the Gaussian setting

3.2.1 Improved inequalities

Let us consider (1). A first improvement of it has been formulated in [9], in terms of
the Wiener transform W :

δ[v] ≥ 1

2

∫

Rd

|Wv|2 log |Wv|2 dγ , ‖v‖L2(Rd,dγ) = 1 ,

where the extra term is non-negative and vanishes if and only if v ∈ M.
Another direct improvement of (1) can be obtained using the carré du champ

method of [10], which we sketch briefly. Let us define the relative Fisher information

and the relative entropy functionals, respectively via I[v] = ‖∇v‖2L2(Rd,dγ), and E [v] =∫
Rd |v|2 log |v|2 dγ, for v ∈ H1(Rd, dγ) such that ‖v‖L2(Rd,dγ) = 1. Next, assume that

|w|2 solves the Ornstein–Uhlenbeck equation so that w = w(t, x) is the solution of

∂w

∂t
= ∆w +

|∇w|2
w

− x · ∇w , w(t = 0, ·) = v . (14)

Then, along the flow, it holds true that

d

dt
E [w(t, ·)] = − 4I[w(t, ·)] , d

dt
I[w(t, ·)] + 2I[w(t, ·)] = − 2

∫

Rd

‖HessP‖2 |w|2 dγ ,
(15)

where P = 2 logw is the pressure variable as in Section 3.1. Integrating on the interval
(0,∞), (15) implies

δ[v] ≥
∫ ∞

0

R[w(t, ·)] dt where R[w] := 2

∫

Rd

‖HessP‖2 |w|2 dγ , (16)

where R vanishes if and only if v is an optimiser of (1). Additional information can
be extracted from R, for some classes of functions v as we shall see next.
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3.2.2 Functions with asymptotic exponential or Gaussian behaviour

If the measure |v|2 dγ satisfies the Poincaré inequality

∫

Rd

|∇φ|2 |v|2 dγ ≥ CP

∫

Rd

∣∣∣∣φ−
∫

Rd

φ |v|2 dγ
∣∣∣∣
2

|v|2 dγ ∀φ ∈ C∞
c (Rn) (17)

for some positive constant CP and if w solves (14), the same holds true for the measure
|w(t, ·)|2 dγ for all t ≥ 0, with the constant

CP (t) =
CP

CP + (1 − CP ) e−2t
.

In addition, if v is centered, i.e.,
∫
Rd x |v|2 dγ = 0, then ∇P(t, ·) is such that∫

Rd ∇P(t, ·) |w(t, ·)|2 dγ = 0, and

R
[
w(t, ·)

]
≥ CP (t)

∫

Rd

|∇P(t, ·)|2 |w(t, ·)|2 dγ = CP (t) I[w] .

In [11], this argument allows M. Fathi, E. Indrei, and M. Ledoux to prove that

δ[v] ≥ C2
P − CP − CP logCP

(1 − CP )2

∫

Rd

|∇v|2 dγ

for all centered functions such that they admit the Poincaré inequality (17). The
authors show that the constant in the extra term is optimal in the class of functions
they consider. The argument of [11] can be generalised as follows. Let us call U the
space of centered functions v such that v admits (17) for some positive constant CP .
The flow (14) preserves U . In addition, assume that for some T ∈ (0,∞), the solution
w(t, ·) to (14) with initial datum v belongs to U at t = T , hence, for any t ≥ T . Then
we obtain

δ[v] ≥ e−2T C2
P − CP − CP logCP

(1 − CP )2

∫

Rd

|∇v|2 dγ

using the backwards-in-time estimate of [35] and [11]. The existence of such a finite T
is granted if v is a compactly supported function or under the more general condition
that

∫
Rd |v|2 eθ |x| dγ <∞ for some θ > 0. This condition cannot be created along the

flow (14), see [36], without additional assumptions. In [37], H.-B. Chen, S. Chewi, and
J. Niles-Weed provide a sufficient condition: if for some ε > 0 and C > 0,

∫∫

Rd×Rd

|v|2(x) |v|2(y) eε |x−y|2 γ(x) dx γ(y) dy ≤ C ,

then, the solution w(t, ·) to (14) has the property for some finite T depending on ε
and C but not on the dimension d. As a a result that was proved in [35], there is an
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explicit constant c = c(ε, C) such that

δ[v] ≥ c

∫

Rd

|∇v|2 dγ .

It is currently an open question to decide whether T is finite for a function v such
that

∫
Rd |v|2 eθ |x| dγ <∞ for some θ > 0.

For functions with a finite exponential moment, there are stability results based
on a weaker notion of distance. See [24], [12, Theorem 1.1] and [38, ineq. (33)]. If |v|2
can be written in the form |v|2 = e−h dγ for h such that 1 − ε ≤ Hessh ≤M , then

δ[v] ≥ β(ε,M) W2
2(|v|2 dx, γ)

where W2 is the 2-Wasserstein distance. For a more recent insight upon the relation
between log-Hessian bounds, the Ornstein–Uhlenbeck flow, and the stability of (1),
we refer to [39], where applications to statistics are also discussed.

Finally, we notice that all results in this section are optimal with respect to
the exponent of the distance, which is sometimes referred in the literature as sharp
qualitative stability.

3.2.3 Functions with finite second-order moment

Another possible way to exploit the improvement (16) is described below, for func-
tions v such that

∫
Rd |x|2 |v|2 dγ ≤ d. The resulting estimate has been written

in [14] via a self-improvement of (1), when the second-order moment is exactly∫
Rd |x|2 |v|2 dγ = d. Otherwise, we attribute the result and the corresponding proof

to [12], even though the key-estimate appears in [6] as well.
Going back to (16), using the Cauchy–Schwarz and the arithmetic-geometric

inequalities, let us write

R[w(t, ·)] ≥ 1

d

(∫

Rd

(∆P) |w|2 dγ
)2

≥ 4

d

(∫

Rd

|∇w|2 dγ
)2

,

where the last estimate is achieved using the condition on the second-order moment.
By solving the differential inequality obtained from (15) for t ∈ R+, we find

δ[v] ≥ Ψ

(∫

Rd

|∇v|2 dγ
)
, Ψ(s) := s− d

4
log

(
1 +

4

d
s

)
∀ s > 0 .

For s → 0, we notice that Ψ(s) = s2 + o(s2), which means that the extra term we

found is in the order of ‖∇v‖4L2(Rd,dγ) as in Corollary 7. In section 3.2.2, we found a
remainder term of order 2. The difference lies in the fact that, here, we did not ask v
to be centered. Then, sequences in the form, e.g., vε = 1 + ε x1, which are tangent to
the manifold of optimisers M, are admissible, and

δ[vε] = O(ε4) as ε→ 0 ,
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thus proving optimality of the behaviour of Ψ(s) as s → 0+. Identifying the minimal
conditions for the existence of a positive such that δ[v] ≥ β

∫
Rd |∇v|2 dγ, for centered

functions v with
∫
Rd |x|2 |v|2 dγ ≤ d, is an open question.

As discussed in Section 2.3, the condition
∫
Rd |x|2 |v|2 dγ ≤ d is necessary for local

stability results for (1) around constant functions, even in weaker distances such as
as W2. On the other hand, an improvement of (1) for functions |v|2 with arbitrarily
large but finite second order moment holds in two known cases. As found out by
E. Indrei:

• in [15, Theorem 1(2)], it is shown that, for all b > 0, there exists a constant βb > 0,
such that, for all centered functions v such that

∫

Rd

|x|4 |v|2 dγ ≤ b ,

it holds true that

‖|v| − 1‖H1(Rd,dγ) ≤ βb

(
δ[v] + δ[v]1/2

)1/2
.

• Stability in W1,1(R, dγ) is proved in [40, Theorem 1.1], in dimension d = 1. For all
a > 0, there exist β′

a > 0 such that for all centered functions v ∈ W1,1(R, dγ) with∫
Rd |x|2 |v|2 dγ = a, it holds

∥∥|v|2 − 1
∥∥
W1,1(R,dγ)

≤ β′
a

(
δ1/4[v] + δ3/4[v]

)
.

Whether the exponents in these last two results are optimal is an open question.

3.2.4 Functions with no moment bounds: stability in L2

Stability in L2-norm was an open problem until recently. We refer to [25, 41] for a
review on stability results in Lp-norms in the literature, which still left some points
open (e.g., optimal exponents in the stability terms).

A definitive answer came with [23, 42], where J. Dolbeault, M. Esteban, A. Figalli,
R. Frank, and M. Loss construct an explicit, positive, dimension-free constant β such
that

∀ v ∈ H1(Rd, dγ) , δ[v] ≥ β inf
va,b∈M

‖v − va,b‖2L2(Rd,dγ) , (18)

where M and va,b are defined in Theorem 9. The exponent in the right-hand side
of (18) is optimal: see for instance [15, Theorem 2].

Even though (18) can be proved directly (see [42]), an interesting feature of this
estimate is that is can be recovered as a large-dimensional limit of the constructive
stability estimate of Sobolev’s inequality on the sphere, according to [23]. As wit-
nessed by the striking optimality of the constant 1

2 in (1), regardless of the topological
dimension d of the space, we can see (1) as an infinite-dimensional inequality. One
explanation of this fact is that (Rd, dγ), is already infinite dimensional, in a sense,
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for any d ≥ 1. Such an assertion can be formulated rigorously in terms of the mod-
ern theory of metric measure spaces and synthetic curvature-dimension conditions,
which goes out of the scopes of the present note, and for which we refer to the work
of L. Ambrosio, N. Gigli, and G. Savaré [43]. However, the heuristics of the Gaussian
measure behaving similarly to the unitary measure on a very large-dimensional sphere
is present in mathematics since the XIXth century, at least, and we refer to [44] for a
complete historical account.

Let us review a few recent results for stability of functional inequalities on the
sphere and Riemannian manifolds in general, and draw their connections with (1).

3.2.5 Interpolation inequalities on manifolds

One feature of (1) is being critical. A concept of criticality related to maximal
embeddings of Orlicz spaces (which applies to the present case) has been studied by
A. Cianchi and L. Pick in [45]. We specialise this notion to a particular case, i.e., the
inclusions associated with Beckner’s interpolation inequalities in [46]. For all p ∈ (1, 2)
and all v ∈ H1(Rd, dγ), the following family of estimate holds

‖∇v‖2L2(Rd,dγ) −
1

2 − p

(
‖v‖2L2(Rd,dγ) − ‖v‖2Lp(Rd,dγ)

)
≥ 0 , (19)

for which (1) represents the critical upper endpoint as p ↑ 2. Note that for p = 1, we
recover the Gaussian Poincaré inequality.

On the n-dimensional unit sphere Sn, we have a similar family of interpolation
inequalities, due to [47, 48], and obtained independently later in [49]. Those are the
Gagliardo–Nirenberg–Sobolev family, defined by a parameter p ∈ [1, 2)∪ (2, 2⋆], where
2⋆ = 2n/(n− 2), for n ≥ 3, and for any p ∈ [1, 2)∪ (2,+∞) if n = 1 or 2, which inter-
polates between the Poincaré inequality (p = 1), and the critical Sobolev inequality
(p = 2⋆) if n ≥ 3. Under these conditions, for all F ∈ H1(Sn, dµn), where dµn denotes
the uniform probability measure on Sn, we have

∫

Sn

|∇F |2 dµn − d

p− 2

(
‖F‖2Lp(Sn,dµn)

− ‖F‖2L2(Sn,dµn)

)
≥ 0 if p 6= 2 (20)

and for the limit case p = 2, the (subcritical) logarithmic Sobolev inequality

∫

Sn

|∇F |2 dµn − 2

d

∫

Sn

|F |2 log |F |2 dµn ≥ 0 (21)

for all F ∈ H1(Sn, dµn) such that ‖F‖L2(Sn,dµn) = 1. Inequality (20) can be proved
via the entropy method, using (non)-linear diffusion flows. The interested reader may
refer to [50–53], and [54–56], where further computations for the heat equation and
the Fisher information on Riemannian manifolds are carried out.

Using limn→∞ 2⋆ = 2, it turns out that for all v ∈ H1(Rd, dγ), there is there is a
sequence of functions (Fn)n∈N of functions of H1(Sn, dµn) such that
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lim
n→∞

(∫

Sn

|∇Fn|2 dµn − d

p− 2

(
‖Fn‖2Lp(Sn,dµn)

− ‖Fn‖2L2(Sn,dµn)

))

= ‖∇v‖2L2(Rd,dγ) −
1

2 − p

(
‖v‖2L2(Rd,dγ) − ‖v‖2Lp(Rd,dγ)

)
. (22)

Heuristically, the function v has to be seen as the stereographic projection of a d-
marginal of Fn for any n > d, large enough, if we assume for instance that v is
compactly supported. See [57] for a detailed statement. A similar result holds if one
takes a sequence of exponents (pn)n∈N in [1, 2)∪ (2, 2⋆) such that pn → 2 for n→ ∞,
except that the right-hand side in (22) is replaced by its limit as p → 2, that is, by
δ[v]. This procedure can be extended to stability estimates if p < 2 (see [57] in the
subcritical regime) while the case pn = 2⋆ is covered in [23, 42].

• For p = 2⋆, (20) is the critical Sobolev inequality on Sn and the optimisers are given
by the Aubin–Talenti manifold M made of the functions G(x) = c (1+b ·x)−(n−2)/2

such that c ∈ R and b ∈ Rn+1 with |b| < 1. There is a well known stability
result which follows from [22] using an inverse stereographic projection and shows
that the deficit in (20) if p = 2⋆ is bounded from below, up to a constant, by
d(F,G) := infG∈M

(
‖∇F−∇G‖2L2(Sn,dµn)

+ d
p−2 ‖F−G‖2L2(Sn,dµn)

)
. The main result

of [42] is the fact that the stability constant is bounded from below by β/n, with β
as in (18), and that the dimensional dependence is sharp. In fact (18) is obtained
in [42] by taking the limit as n→ +∞.

• For p ∈ (1, 2⋆) the stability issue for the subcritical family of inequalities (20)
and (21) has been completely solved in [58, 59], with the caveat that the stability
term degenerates on a n-dimensional subspace. Analogous stability estimates have
been established for the subcritical family (19) in [57].

3.2.6 The Euclidean case

Let us briefly observe that (1) and (2) are equivalent, up to the issue that the two
inequalities are formulated in two different spaces (and there is a cancellation of the
second-order moments in proving the Euclidean form from the Gaussian form of the
inequality, as already remarked in [9]). However, by density, the stability result of (18)
translates into an analogous estimate for (2).

4 Examples of instability

In this last section we collect some observations on counter-examples in strong norms.

4.1 Known counter-examples

The first observation of instability of δ[v] with respect to the Wasserstein distance W2

appears in [24]. The authors note that if such a stability estimate held for all functions,
it would imply an improvement of the optimal constant in the logarithmic Sobolev
inequality in the form (1), a contradiction. The first explicit counterexample was later
constructed in [26] (and later in [41]), which showed the existence of a sequence (vn)n∈N
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such that

lim
n→∞

δ[vn] = 0 such that lim inf
n→∞

W2
2(|vn|2 dx, dγ) > 0 and lim inf

n→∞
‖vn − 1‖2L2(Rd) > 0 .

The results presented in [41] and the simplified version in [60] are primarily based
on the observation that one can construct minimizing sequences for (1), for which
the second moment becomes arbitrarily large. Crucially, the deficit δ[v] is insensitive
to the second moment, an insight made precise through a computation by E. Carlen
in [9], whereas the W2 distance is highly sensitive to it.

The H1 instability of (1) was pointed out by E. Indrei in [15]. The author also
clarified the role of moments (see Corollary 6) by constructing a sequence (vn)n∈N

such that
lim
n→∞

δ[vn] = 0 and lim inf
n→∞

‖∇vn‖2L2(Rd) > 0 .

4.2 A new counter-example to Ḣ1 stability

Here we prove that the examples constructed in [25, 41] also provide an example of
instability in the Ḣ1(Rd, dx) topology.

Proposition 10. Let d ≥ 1. For all a > 0, there exists a sequence (va,n)n∈N of
functions in H1(Rd, dγ) such that

∫

Rd

|va,n|2 dγ = 1 ,

∫

Rd

x |va,n|2 dγ = 0 , lim
n→∞

∫

Rd

|x|2 |va,n|2 dγ = d+ a , (23a)

lim
n→∞

(∫

Rd

|∇va,n|2 dγ − 1

2

∫

Rd

|va,n|2 log
(
|va,n|2

)
dγ

)
= 0 , (23b)

lim inf
n→∞

inf
w∈M

‖∇w −∇va,n‖2L2(Rd,dγ) ≥ a/4 > 0 , (23c)

where M denotes the set of optimisers of (1) described in Theorem 9, 1).

Proof of Proposition 10. We notice that it is sufficient to find such a sequence in
dimension d = 1, as in higher dimensions one can consider functions depending only
on one coordinate. We follow a construction similar to [41]. Let us consider (gn)n∈N

defined for any x ∈ R by

gn(x) :=





1 if |x| ≤ n
2 − 1

2n ,

ψn(|x|) if n
2 − 1

2n ≤ |x| ≤ n
2 ,

ε
1
2
n e

nx
2 − |n|2

4 if x ≥ n
2 ,

ε
1
2
n e−

nx
2 − |n|2

4 if x ≤ −n
2 ,

(24)

where (εn)n∈N is a sequence such that 2 εn n
2 → a as n → ∞, and ψn is a cut-

off function such that ψn(n2 − 1
2n ) = 1 and ψn(n2 ) =

√
εn. We finally set vn,a =

gn/‖gn‖L2(R,dγ). By construction, we have that
∫
R
|va,n|2dγ = 1 and

∫
R
x |va,n|2dγ = 0,
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since va,n(x) = va,n(−x). As well, by symmetry we have that

1

2
‖gn‖2L2(R,dγ) =

∫ n
2 − 1

2n

0

γ(x) dx+

∫ n
2

n
2 − 1

2n

|ψ(x)|2 γ(x) dx+ εn

∫ ∞

n
2

enx−
|n|2

2 γ(x) dx .

(25)

By symmetry, we have that
∫ n

2 − 1
2 n

0
=
∫ 0

−n
2 + 1

2 n

= 1
2 − Φ(−n

2 + 1
2n ) where Φ is the

normal cumulative function Φ(x) :=
∫ x

−∞
γ(x) dx. By completing the square, we find

that

∫ ∞

n
2

enx−
|n|2

2 dγ =

∫ ∞

n
2

e−
|x−n|2

2
dx√
2π

=

∫ ∞

−n
2

e−
s2

2
ds√
2 π

= 1 − Φ
(
−n

2

)
. (26)

By combining (25) and (26), we find

‖gn‖2L2(R,dγ) = 1 + 2 εn + o(ε2n)

where we have used the fact that
∫ n

2
n
2 − 1

2 n

|ψ(x)|2 dγ ≤ γ(n2 − 1
2n )/(2n) = o(ε2n), which

is easily deduced from the inequality ψ2 ≤ 1, and the following facts
∫ n

2 − 1
2 n

0
γ(x) dx =∫ 0

−n
2 + 1

2 n

γ(x) dx = 1
2 − Φ(−n

2 + 1
2n ), Φ(−n

2 + 1
2n ) = o(ε2n) and Φ(−n

2 ) = o(ε2n). A

similar computation also shows that

∫

R

|x|2 |va,n|2 dγ = 1 + 2 εn n
2 + o

(
1
n

)
→ 1 + a ,

which completes the proof of (23a). Let us now consider (23b). From the definition (24)
we find that

‖v′a,n‖2L2(R,dγ) =
2

‖gn‖2L2(R,dγ)

(∫ n
2

n
2 − 1

2 n

|ψ′(x)|2 dγ + 1
4 εn n

2
(
1 − Φ(−n

2 )
)
)

and

E [va,n] =
2

‖gn‖2L2(R,dγ)

(∫ n
1

n
2 − 1

2 n

|ψ(x)|2 log |ψ(x)|2 dγ

+ εn
(
log εn + 1

2 n
2
) (

1 − Φ(−n
2 )
)
− n εn γ(−n

2 )

)
− 2 εn + o(ε2n) ,

so that

δ[va,n] =
1

‖gn‖2L2(R,dγ)

(
εn log εn + o(ε2n)

)
+ εn + o(ε2n) ,
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which yield (23b). Let us now prove (23c), which simply amount to establish

inf
w∈M

‖v′a,n − w′‖2L2(R,dγ) ≥
εn n

2

2 ‖gn‖2L2(R,dγ)

(
1 − Φ(−n

2 )
)
→ a

4 > 0

as n → ∞. Let w ∈ M: there exists b and c ∈ R such that w = c e
b x
2 − b2

4 . Then
w′(x) = c b

2 e
b x
2 − b2

4 , and we have three possibilities: 1) b c = 0; 2) b c < 0; or 3) b c > 0.

• In case b c = 0, then w′ = 0, so

‖v′a,n − w′‖2L2(R,dγ) = ‖v′an‖2L2(R,dγ)

≥
∫ ∞

n
2

|v′a,n(x)|2 dγ =
εn n

2

2 ‖gn‖2L2(R,dγ)

(
1 − Φ(−n

2 )
)
.

• Assume now b c < 0. For x > n/2 we have that

v′a,n(x) − w′(x) =
n εn

2 ‖gn‖L2(R,dγ)
e

nx
2 −n2

4 − b c e
b x
2 − b2

4 = v′a,n(x) + |b c| e b x
2 − b2

4 ,

that is, for x > n/2 the functions v′a,n and |b c| e b x
2

− b2

4 have the same sign and are
both positive. This observation leads to

‖v′a,n − w′‖2L2(R,dγ) ≥
∫ ∞

n
2

|v′a,n(x) + |b c| e b x
2 − b2

4 |2 dγ

≥
∫ ∞

n
2

|v′a,n(x)|2 dγ =
εn n

2

2 ‖gn‖2L2(R,dγ)

(
1 − Φ(−n

2 )
)
.

As this lower bound is uniform in b and c, we take the infimum in ‖v′a,n −w′‖L2(R,dγ)

and obtain the sought inequality.

• The case b c < 0 is analogous to the case b c > 0.
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[20] Brézis, H., Lieb, E.H.: Sobolev inequalities with remainder terms. J. Funct. Anal.
62, 73–86 (1985) https://doi.org/10.1016/0022-1236(85)90020-5

[21] Lions, P.-L.: The concentration-compactness principle in the calculus of varia-
tions. The locally compact case. I. Ann. Inst. H. Poincaré Anal. Non Linéaire
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[34] Brézis, H., Lieb, E.H.: A relation between pointwise convergence of functions and
convergence of functionals. Proc. Am. Math. Soc. 88, 486–490 (1983) https://
doi.org/10.2307/2044999

[35] Brigati, G., Dolbeault, J., Simonov, N.: Stability for the logarithmic Sobolev
inequality. J. Funct. Anal. 287(8), 110562–21 (2024) https://doi.org/10.1016/j.
jfa.2024.110562

[36] Herraiz, L.: Asymptotic behaviour of solutions of some semilinear parabolic prob-
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