“BUBBLE-TOWER” RADIAL SOLUTIONS IN THE
SLIGHTLY SUPERCRITICAL BREZIS-NIRENBERG
PROBLEM
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ABSTRACT. In this paper, we consider the Brezis-Nirenberg problem in

dimension N > 4, in the supercritical case. We prove that if the expo-
nent gets close to % and if, simultaneously, the bifurcation parameter

tends to zero at the appropriate rate, then there are radial solutions
which behave like a superposition of bubbles, namely solutions of the

form
i (N—-2)/2
1 _
D e M (1 + o(1)), ~=(NN-2)WN"2/1
J=l1 1+MjN72 ly|?

where M; — 400 and M; = o(Mj4+1) for all j. These solutions lie close
to turning points ”"to the right” of the associated bifurcation diagram.

1. INTRODUCTION
This paper deals with the analysis of solutions to the problem

—Au:u%ﬁ%—)\u in B
(1.1) u>0 in B
u=20 on 0B

where B denotes the unit ball in RN, N > 4, and ¢ > 0 is a small pa-
rameter. In a celebrated paper, Brezis and Nirenberg [4] established that
this problem for € = 0, in a general bounded smooth domain, is solvable for
0 < A < Ay, where \; is the first eigenvalue of —A under Dirichlet boundary
conditions. This result is optimal, since integrating the equation against
a first eigenfunction of the Laplacian yields A < A;. On the other hand,
Pohozaev’s identity [15], gives nonexistence for A < 0, for any ¢ > 0, in
star-shaped domains.

Let us consider a family of solutions u. of (1.1) for A = A, — 0. It is
well known that these solutions must be radially symmetric and radially
decreasing [11], so that they maximize at the origin. Since the limiting
problem A = 0, e = 0 does not possess any solution, it follows that

M, = v maxu. =y u(0) — +o0
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for some fixed constant v > 0, to be chosen later. Setting p = N—i‘%, the
scaled function v, (z) = M, u. (ME(ME*U/2 z) , satisfies

Ave +0PTe + M- . =0, 2] < MPHU/2,

Elliptic regularity implies that locally over compacts around the origin, v.(2)
converges to the unique positive radial solution of

Aw+wP =0

in entire space, with w(0) = 7. As it is well known, [2, 17|, for the convenient
N-—2

choice v = (N(N —2)) 7 , this solution is explicitly given by

1)

Coming back to the original variable, we expect then that “near the origin”
the behavior of u.(y) can be approximated as
N-—2

(12) wely) = | — | M(14001)).
14+ M2 Jy|?

A point to be made is that since the convergence in expanded variables is
only local over compacts, it is not at all clear how far from the origin the
approximation (1.2) holds true. Roughly speaking, we refer to a solution
ue(y) for which (1.2) holds with o(1) — 0 uniformly in B, as a single bubble
solution.

One question we intend to respond in this work is in which range for
A = o(1), depending on ¢, one can actually see bubbling solutions. A new
phenomenon, somewhat surprising, is that much more than single-bubble
solutions is going on in this problem: we find the presence of towers con-
stituted by superposition of bubbles of different blow-up orders, so that
estimate (1.2) does not hold globally. In fact, given any number £ > 1,
there is an e-dependent range for A for which there exist solutions of the
form

N-2

k 2
) =13 [ ————| M1+ o)) asy—o0,

a1
j=1 \ 1+ MjN*2 ly|?

where M; — 400 and M; = o(M;1) for all j and v = (N(N — 2))ﬁ (see
Fig. 8). This is in strong contrast with the case in which ¢ = 0 and one lets
Al Oor A=0and e T 0 where only a single bubble is present, as established
by Brezis and Peletier [5], also see [16, 12].

For the precise statement of our results, we need to distinguish between
the cases N > 5 and N = 4. For simplicity in the exposition, we restrict
ourselves in this introduction to the case N > 5 and postpone to a last
section the changes in statement and proof needed for N = 4.
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Theorem 1. Assume N > 5. Then, given an integer k > 1, there exists a
number g > 0 such that if p > pg and
N—4
AN=peN—2
then there are constants 0 < a; < oz;r, j=1,...,k which depend on k, N
and p and two solutions uX of Problem (1.1) of the form

k
1 1
(13) uz(y) =) — 3 ayez 7 (14 0(1)),
=1\ 1+ [a}tgﬁﬂ} N2 |ly|?

N—-2
where v = (N(N —2))"7 and o(1) — 0 uniformly on B as e — 0.

The solutions predicted by the above result constitute a superposition
of k bubbles, each of which has height of order e27J for j=1,...,k. We
mention that for A = 0 non-radial solutions exhibiting multiple isolated
bubbles blowing-up like /¢ exist for some special domains, see [7, 8].

The proof actually provides the explicit values of the constants ajc as
follows. Given k > 1, let us consider the function

(1.4) Fuls) = kby s¥2 4 bys 2N7
where
N—-2\*N-4 ['(N—1)
(15) b= ( ) . bh=(N-2) - .
1) N-1 L (57 T (%)

Let py be the minimum value of the function f(s), namely
2

(1.6) i = (N —2) []\?1_]{4} = [62—2] -

which is attained at s = s; given by

(N —4)by 2
A Y '

Then, given p > pg, the equation
1= fr(s)

has exactly two solutions
0 < s (1) < s < st(p)-
+

The numbers « ; can be expressed by the formulae

(k= j)!
T it L T N

PTG kW

where

(N-2) VAr)

T
bs =
ON+2 p(%)
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See Lemma 1 and 2 in Section 2 for an explanation of why these numbers
enter into the game. Let us notice that we also obtain the following mul-
tiplicity assertion: given k > 1 and A = pe™=49/(V=2) with y > puy, then
there is an €9 > 0 depending on k and p, such that there are at least 2k
solutions to problem (1.1).

The facts described above have an interesting interpretation in terms of
the bifurcation diagram for positive solutions of (1.1), for small . The
positive solutions in the (A, u) space can be identified with a C'! curve in the
(A, m)-plane, where

m = u(0) = [ufle -
This curve stems from (A\,m) = (A1,0). For e = 0 the positive solution of
(1.1) is unique for each 0 < A < Ay, see [14, 18]. Hence the curve goes left,
without turning points, blowing up as A — 0, see Figure 1.

Budd and Norbury [6] studied the supercritical case ¢ > 0 and de-
rived qualitative properties of this bifurcation branch. In particular, formal
asymptotics and numerical computations suggest that the following takes
place: before reaching A = 0, the curve turns right and then oscillates infin-
itely many times in the form of an exponentially damped oscillating curve
along a line A = \,, see Figure 2. Merle and Peletier [13] established rig-
orously the existence of a unique value A = A, > 0 for which necessarily
An — Ax whenever u,, is an unbounded sequence of solutions of (1.1) with
A = An. A radial, singular, positive solution exists for this value of A (and
only for this one).

Our result leads in particular to a rigorous description of the k-th turning
point P; “to the right” of the bifurcation curve in the (A, m) quadrant (see
Fig. 5): what we find then is that

N—
P; ~ (pgpeN=2, cpe

'
S

where ¢;, is given by

o = 1Sk by "

T k=
since for u = py, sﬁ(pk) = s, so that ¢, = yaf. The curve itself is
approximated in the (A, m)-plane by the graph:

N—-4
A=¢eN=2f <c;1€k*% m> for m ~ g2k

We may notice that consecutive turning points are spaced at distances that
increase exponentially, so that for small € the shape of the bifurcation curve
is not quite a damped sinusoidal if one zooms down around the first given
k right turns.

The method of proof of Theorem 1 consists of transforming the problem
of finding a k-bubble solution into the problem of finding a k-bump solu-
tion of a second order equation on the half-line obtained after the so-called
Emden-Fowler transformation (see Fig. 4 and Figs. 6-8). After a proce-
dure of finite-dimensional reduction, which has been used in the analysis
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of many singularly perturbed elliptic equations, introduced originally in the
one-dimensional case by Floer and Weinstein [9], the problem becomes that
of finding a critical point of a functional depending on k real parameters.
In the predicted range for ), this functional is a small C''-perturbation of
one having two nondegenerate critical points of Morse indices k — 1 and k
respectively. Although we will not elaborate around that point, it is an in-
teresting by-product of the construction that the two corresponding k-tower
solutions have inherited Morse indices respectively 2k — 1 and 2k as critical
points of the full energy functional of the problem.

We do not treat in this paper the case N = 3 nor we attempt to describe
the turning points “to the left” in the bifurcation curve, which are interesting
questions in their own right. We recall that in [4] existence is found for e = 0
and N = 3 if and only if & < X < ;.

On the other hand, several works have dealt with changing-sign solutions,
namely bifurcation from higher eigenvalues, [1, 3]. We believe that the
method developed here may also apply to the construction of tower-solutions
with sign changes.

The next three sections will be devoted to the proof of Theorem 1: we
first perform the aymptotic expansion which is the key of the method, then
solve a nonlinear problem corresponding to a finite dimensional reduction
and finally solve the finite dimensional problem. Section 5 is devoted to the
statement and the proof of the result in the case N = 4.

Throughout this paper, we adopt the following notations. By y we denote
the variable in the unit ball B in RN, N > 4, z € IR" is given in terms of y
after an appropriate scaling, » = |y| € (0,1) (resp. r € IR) is transformed
after a variant of the so-called Emden-Fowler transformation into a variable
x € (0,400) (resp. = € IR). We take p = % and in the rest of this paper,
€ is a nonnegative small parameter.

2. THE ASYMPTOTIC EXPANSION
The problem of finding radial solutions u to Problem (1.1) corresponds

to that of solving the boundary value problem

(2.1) ' 4+ =ty Pt Au =0, w(0)=0, wu(l)=0.

T

Here and in what follows p = % and we write abusively u = wu(r) with
r = |y|. We transform the problem by means of the following change of
variable

2 2 —

v(z) = (%) P retu(r) withr = e 7w , € (0,400),
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a variation of the so-called Emden-Fowler transformation, first introduced
n [10]. Problem (2.1) then becomes

2
V" — v+ et P TE 4 (p—;l) Xe=@=Dzy =0 on (0,00),
(2.2)
v(0) =0, v>0, wv(x)—0asz— +o0.

The functional associated to problem (2.2) is given by

(2.3) E()_I()__<;1> A/ -1y |2 d

with
(2.4)

1 [ 1 > 1 00
I (w) = —/ lw'|? dr + —/ lw|? dx — 7/ [P d
2Jo 2Jo pte+1l)p

Let us consider the unique solution U(z) to the problem
U'—U+UP=0 on (—o00,00)

(2.5) U'(0) =0

U>0, U(x)—0asz— +oo

This solution is nothing but the one given by the Emden-Fowler tranforma-
tion (with € = 0) of the radial solution of Aw + wP = 0,

N—-2

w(r) =~ (1 ir2>2 with ¢ = (N(N — 2)) 1
namely
(2.6) U(z) = <%)4 e (1 +e—ﬁx)_¥.

Let us consider points 0 < &1 < & < -+ < &. We look for a solution of
(2.2) of the form

U(x—&)+m)+ ¢

v(z) =

s.
i M?r
Il

where ¢ is small and m;(z) = —U(&;) e™™ (see Fig. 4). The correction ;
is meant to make the ansatz satisfy the Dirichlet boundary conditions. A
main observation is that v(x) ~ Zle Uz — &) solves (2.2) if and only if
(going back in the change of variables)

N-2

2

1+eN 27"2

solves (2.2), see Fig. 8. Therefore the ansatz given for v provides (for large
values of the &;’s), a bubble-tower solution for (1.1) with M; = €.
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Let us write
(2.7)

Uiw) =U@ &), Vi=Uitm, mx)=-UE)e™, V=3 V.

It is easily checked that V; is nonnegative on IR"T. We shall work out asymp-
totics for the energy functional associated at the function V', assuming that
the numbers &; are large and also very far apart but at comparable distances
from each other.

We make the following choices for the points &;:

& = —3loge +1log Ay,
(2.8)
§i+1_€i:_log€_logAi+17 izl?"'ak_17
where the A;’s are positive parameters. For notational convenience, we also

set A = (A1,Ag,...,Ar). The advantage of the above choice is the validity
of the expansion of the energy E. defined by (2.3) given as follows.

Lemma 1. Let N > 5. Fix a small number § > 0 and assume that
(2.9) §<A <6 foralli=1,...,k.

Assume also that A = ua% for some p0. Let V be given by (2.7). Then,
with the choice (2.8) of the points &;, there are positive numbers a;, i =
0,...,5, depending only on N (which have the explicit expressions (2.19))
such that the following expansion holds:

k‘2
(2.10) E.(V) = kap+eVr(A) + 5 as€ loge +ase+¢c6-(A), where

k
\I’k(A)—alA —kaglogAl—a4,uA —|—Z k—i+1) aglog A; — ag Ay,
=2

(2.11)

and as € — 0, the term 0-(\) converges to 0 uniformly and in the C!-sense
on the set of A;’s satisfying contraints (2.9).

Proof. We will estimate the different terms in the expansion of E. (V') with
V defined by (2.7), for the &;’s given by (2.8). Let I. be the functional
n (2.4). We may write
1 [ "
- — LDV de+ A
[ @ - nptaea
e e}

oo
A, = (L_péﬂ)/o e ’V‘p+€+1 de + 1 p+1 i €% (lvlanl _ ’V‘p+€+1) dr .

p+1
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Then, we find that
(2.12)

1 +1 1 > +1

On the other hand, for the same reason, we have

/ (e —1)VPtlde = 5/ VP da 4 o(e)
0 0
k o0
= <Z£Z> / UPTL da 4 o(e) .
i=1 —oo

Now, we have the validity of the identity

(2.13)

(2.14) L(V)=Y_ Io(Vi)+ —B,

where

Indeed we have
1 00 k n k p+1
p g
e (e () e
—Z/ (V/ V] +V; V) dw

1<
_Z/ (V" + Vi) Vdm—Z/ UPV; da
1<j 1<J

since V;(0) = 0 and 7/ = 7;. To estimate this latter quantity, we consider
the numbers
1
p1 =0, /‘lei(gl—1+£l)’l:27"'aka Hk+1 = +00,
and decompose B as B = —(Cy + Cy + Cy, where

Co=(p+1) Z/ VP Vidx .

1<I<k
j>l1

k Hi+1 1 p+1
Z/ {V}” —<Vl+ZV¢> +(p+1)ZV/‘”Vj} dz
=1 i#1 £l
and Cy = B + Cy — (1. Note that all these quantities depend on ¢ because
of (2.8). First, let us estimate C. Using the mean value theorem, the fact
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that Vi(z) < Ce~1*=&l and setting p = log %, we get, using (2.8),

k Hi+1 p—1 2
ol < o [M(uru) (Su) e
=1"7H i#£l i#£l
S+K
< C e~ (p—Dz —2lz—p| 1.

0
S4+K
< Ce¥ / Tt gy = 0(e ) = ofe) .
0

The above constant K depends only on §. Similar considerations on the
terms constituting Cy yields Cy = o(e). Let us now estimate Cy. First we
observe that

] =

i1
Co = (p—|— 1) / Ulp Ul+1 dr + 0(6) .
m

1=1 "M

Now, we have that

Hit+1 Hip1—&
[ ot [ 0r) v - (6 - ) d
K =&

—(N=-2)/2
On the other hand, according to (2.6), U(z) = Cn [Ch(]\?fQ )} , with
Cy = (%)(Nfz)/‘l. It is directly checked that
U(z — &) — Cny e 672l = O(ePlE—])
as £ — +o0o. We conclude then that
k—1 00
Co=(p+1) Zef‘gl“*m CN/ e’ U(x)P dx + o(e) .
=1 -
Collecting the above estimates, we find that
k-1
(2.15) B = —ay Z e~le=al 4 oo(e)
=1

with ag = (p+ 1) Cn [ e U(x)P da.

Continuing our estimate of I.(V'), we have now to consider Iy(V;) for
i=1,...,k. We begin with ¢ = 1. We have

1
Io(V1) = Io(Ur + m1) = Io(Ur) + DIo(Ur)[mi] + §D2—70(U1 + sm1)[m1, 1]
for some s € (0,1). We recall that m(z) = —U;(0) e™*. First we get
DIQ(Ul)[Trl]:/ (U{T(i—i—UﬂTl—U{)?ﬁ) dx
0

so that, integrating by parts and using the equation satisfied by Uy we get
DIy(Uy)[m] = Ui (0) U1 (0) = UZ(0) + ofe).
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Now,

1 1 [
3 D*Iy(Uy + smy)[my,m1] = 5/ (|7r'1|2 + 72 —p(U; + sm)pflw%) dx .
0

We observe that
1

o0 1
—/ (|7} 4+ 72) de = S 0,(0)%,
2 Jy 2

and that [~ (Uy + sm)P~ ! 7} do = o(¢). Now, let us set

_ 1 > /2 2 1 /OO p+1
ao—z/_oo(\U]—i—U)dx ) e
Then
Lo 112 2 1 ° p+1
IO(Ul):aO - 5 (’Uﬂ +U1) dl'—m Ul dr| .

It turns out that fEOO UPT dz = o(e) and i ffoo (U{2 + Ulz) dr = 2 UZ(0)+
o(g). Combining the above estimates, we obtain

(2.16) Io(Vh) = ag+ UE0) +o(e) .

Similar arguments give us that

(2.17) In(Vi) = ap+o(e) foralli>2.

Finally, as for the last term in the decomposition (2.3), we easily check that

(2.18) A / PV Y2 gy = ) e~ (- / =D\ ()2 da + o(e) .
0

— 00

Summarizing, we obtain from estimates (2.12)-(2.18) the validity of the fol-
lowing expansion:

k k
E.(V)=Fkao+a; e 21 gy Z e~ len—al _ ase (Z 5@)
=1 i=1
“Nage P8 4 kage 4 0(e) .

Here the constants a;, ¢ = 0,...,5 depend only on N and can be expressed
as follows:
(Ca0= 3 (U U?) do - [, U7 da
(N—2)/2
— AN
a; = (—_2
(N-2)/4
N 00
e () e
as = I% EOOOUp-i_l dzx
2
ay = % p%l) ffooo e~ =Dz 2 4y
— _1 0 1 1 0 1
| a5 =711 oo, UP log U dx + Wf—oo Urtl dx
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These constants can be explicitely computed using the explicit expression
for U given by (2.6) and the identity

A (1—:7“2>q - F(%%E()“T“X

The above decomposition of E. finally reads

k2
E. (V) =kay + 5\Ilk(A)+?a3eslog5+a5e+o(5),

with Wy given by (2.11). In fact, the term o(e) is uniform on the A;’s
satisfying (2.9). A further computation along the same lines shows that
differentiation with respect to the A;’s leaves the term o(e) of the same
order in the C''-sense. This concludes the proof of Lemma 1. O

If there is indeed a solution of (2.2) of the form v =V + ¢, with V as in
the statement of the lemma, and ¢ small, it is natural to expect that this
only occurs if the vector A = (Aq,...,Ag) corresponds to a critical point of
the function Wy. This is in fact true, as we show in the following sections via
a Lyapunov-Schmidt reduction procedure. Before, let us analyze the critical
points of Wy:

k
Ur(A) = @h(A1) + ) pi(Mi)
i=2

Pi(s) = a1 s ?—kazlogs — ag s~ PV and ¢;(s) = (k—i+1) aglog s—as s .

Now the equation ¢} (s)’ = 0 is exactly the equation fi(s) = p with fj the
function introduced in (1.4). In fact, we have
1 as 2 aj
bh=———, by=—7—
p—1ay p—1ay
where b; and by are the numbers in (1.5), as can be checked using formulae
(2.19). Then if u > py, with py, given by (1.6), ¢} has exactly two critical
points: a nondegenerate maximum, s;r(,u), and a nondegenerate minimum,
55, (). On the other hand, each of the functions ¢; has exactly one nonde-
generate critical point, a maximum,

s=(k—-j+1)bs, foreachj=2,...,k,
(N-2) v/ L(%)

1 _ a3 __
with b3 = ag = aNR(EED)

Lemma 2. Assume that g > py with pyg given by (1.6). Then, the function
Ui(A) has exactly two critical points, given by

AT = (sif(u), (k — 1) b3, (k — 2) b3,...,b3) .

These critical points are nondegenerate: AT has Morse index k and A~ has
Morse index k — 1.
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3. THE FINITE DIMENSIONAL REDUCTION

In this section we consider again points 0 < 1 < & < ... < &, which are
for now arbitrary. We keep the notations U;, V; and V defined by (2.7) in
the previous section. Additionally we define

Zi(x) =Ul(z) = U/(0)e ™, i=1,...,k

and consider the problem of finding a function ¢ for which there are constants

¢, i =1,...,k, such that, in (0, 00)

(3.1)
(

k
—(V4+)"+ (V) — e (V4o)i o= A (252) e 00 (Vo) = Y i Zi,
=1

¢(0) =0, lim ¢(z) =0,

r——00

/ Zipdr=0 foralli=1,...,k.
~JO

The reason why we are interested in this intermediate problem will be made
clear in the next section. This problem turns out to be solvable for points
& chosen in a convenient range. After this, the original problem becomes
reduced to adjust the points &; so that ¢; = 0 for all ¢. This section is devoted
to solving Problem (3.1). We will also establish differentiability properties
which will be useful later. The choice of the points &; will be carried out
variationally in the next section.

Let us consider the linearized operator around V' defined as
Lp=—¢" +¢— (pte)eVPly — X(21)2e (7 7g

Then problem (3.1) can be rewritten as
k

L = Ne(¢) + Re + D i Z in (0,00),
1=1

(32) $(0)=0, lim ¢(z)=0,

T—400

/ Ziopder=0 foralli=1,... k.
0

where

(B036) = e [(V + )1 = VI — (p+ )V 6| and
k
Re = e [VPTE — VP VP[e" — 1] + [VP = Y VP + A(251) e D21
i=1
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We will next analyze invertibility properties of the operator L. under
the orthogonality conditions. To this end, it is convenient to introduce the
following norm which depend on the points &;. For a small positive number o
which will be fixed later and a function ¢(z) defined on (0, 00), let us set

-1

k
(3.4) lU]l« = Suop (Z eolm&l) [(x)] .
8o \i=1

Consider the linear problem of, given a function h, finding ¢ such that

k
Lep = h(x) + Y eiZi in(0,00),
=1

(3.5) (0)=0, lim ¢(z)=0,

r——400

/ Zi¢gder=0 foralli=1,... )k,
0

for certain constants ¢;. Then we have the validity of the following result.

Proposition 1. There exist positive numbers €y, dg, 01, Ry, and a constant
C > 0 such that if the scalar A and the points 0 < &1 < & < -+ - < & satisfy

. 0
(3.6) Ro < {1, Ro < lrélilgk(&—’—l — fz) , fk < ;O s A< 51 s
then for all 0 < e < gg and all h € C[0,00) with ||h||« < 400, Problem (3.5)
admits a unique solution ¢ =: T_(h). Besides,

[T=(R) [l < CllAllx and |ei] < ClA]lx .

For the proof we need the following result

Lemma 3. Assume the existence of sequences €, — 0, A, — 0, and points
0<EF <&y <o+ <& with
: -1
5{1 — +00 ) félil?k(gin—f—l - gln) — 400 ) 6]7; = 0(6n ) )

such that for certain functions ¢, and hy with ||h,|« — 0, and scalars c}',

one has on (0,00)

(3.7)
k

@t = (pen) T VPR g\ (2502 PG, = 4> By
=1

/ ZM¢pdr=0 Yi=1,...,k.
\ 0

Here Z" is defined by Z"(x) = U'(z—&")+U"'(§))e™". Then lim ||¢,|.=0.
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Proof. We shall establish first the weaker assertion that
lim ||¢n|lcc =0
n—oo

To do this, we assume the opposite, so that with no loss of generality we
may take ||¢n|lcc = 1. Testing the above equation against Z', integrating
by parts twice we get that

k o
> ¢ / ZM 2P da
i=1 0

— /0 (= ZM"4 [1-(pren)esn® VP )\ (21)2e= (=12 700 g — /0 A

This defines a linear system in the ¢;’s which is “almost diagonal” as n — oo
approaches zero. Moreover, the assumptions made plus the fact that the
function « — Z'(z) — U'(&")e ™ = U'(x — &) is a solution of

~Z"+[1-pUPlZz=0,

yield, after an application of dominated convergence, that lim, . c}' = 0.
Assume that x,, > 0 is such that ¢,(x,) = 1, so that ¢,, maximizes at this
point. From (3.7) we may then assume that there is an [ and a fixed M > 0
for which | — 2,| < M. Set ¢,(z) = ¢, (£ + 2). From (3.7) we see that

passing to a suitable subsequence, ¢, converges uniformly over compacts to
a nontrivial bounded solution ¢ of

—¢" 4+ ¢ — pUPH =0 in (—o0,+00).

Hence for some ¢ # 0, ¢ = c¢U’. However the orthogonality condition
fooo Z' ¢ dx = 0 passes to the limit exactly as

/ Udbdr = 0.

We have thus reached a contradiction that shows that ||¢,||cc — 0. Now,
we observe that equation (3.7) takes the form

(3'8) _gblr; + On = Gn, ¢n(0) = ¢n(+00) =0.

If 0 > 0 is chosen a priori sufficiently small in the definition of the #-norm,
then

k
90(@)] < 0,3 e R 8 =: g (a)
i=1

with 0, — 0. We see then that the function C',, for C > 0 sufficiently
large, is a supersolution for (3.8), so that ¢, < C'1),. Similary we may get
¢n, > —Cy,. This shows that [|¢,]|« — 0, and the proof of Lemma 3 is
concluded. O
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Proof of Proposition 1. Let us consider the space
oo
H= {¢eH§(o,oo) : / Zigdr =0 YVi= 1k}
0

endowed with the usual inner product [¢,v] = [;*(¢'¢)' + ¢v) dz. Problem
(3.5) expressed in weak form is equivalent to that of finding a ¢ € H such
that

[6,9] = /O h [(p +e) e VPTETlg 4 X (251)2 e P 4 h] Ydr Vo€ H.

With the aid of Riesz’s representation theorem, this equation gets rewritten
in H in the operational form

(3.9) ¢ = K.(¢) +h

with a certain h € H which depends linearly in A and where K. is a compact
operator in H. Fredholm’s alternative guarantees unique solvability of this
problem for any h provided that the homogeneous equation ¢ = K.(¢)
has only the zero solution in H. Let us observe that this last equation
is precisely equivalent to (3.5) with A = 0. An indirect argument using
the previous lemma shows that if the numbers Ry, g, dp, d1 are suitably
chosen then necessarily ¢ = K.(¢) has the zero solution only in H. The
fact that the unique solution ¢ =: T.(h) to (3.9) satisfies ||¢|l. < C| k]«
is again a consequence Lemma 3. In fact, assuming the opposite, we can
find functions (h:), with ||h-|l« — 0, and solutions (¢.) to problem (3.9)
such that ||¢e|l« = 1, contradicting Lemma 3. This concludes the proof of
Proposition 1. O

It is important for later purposes to understand the differentiability of the
operator T on the variables &. We shall use the notation £ = (&1,...,&k)
and consider the Banach space C, of all continuous functions ¢ defined on
[0,00) for which [|¢]/«+ < 400, endowed with this norm. We also consider
the space L£(C,) of linear operators of C,.

Let us assume that conditions (3.6) hold. Fix h € C, and let ¢ = T.(h)
for € < g9. Consider differentiation with respect to the variable &;. Let us
recall that ¢ satisfies the equation

k
Lp=h+) ¢,
=1

plus the vanishing and orthogonality conditions, for some (uniquely deter-
mined) constants ¢;. For some given [ € {1,...,k}, if we define the constant

b; defined by
bl/ | Z)|? dx :/ ¢ O, Z) dx
0 0
and the function

f =-bL.Z+ ¢ 8&21 + (p + E) ec” 6&(‘/1)—14—6) o,
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one can then easily check that x = J¢,¢ satisfies
x=T(f)+b 2 .

Moreover, ||f|l« < Clh||«, [bi] < C||¢]|«, so that also || x|« < C||h||«. Besides,
x depends continuously on &;, ¢ = 1,...,k, and h, for this norm. Thus we
have established the validity of the following result.

Proposition 2. Under the assumptions of Proposition 1, consider the map
€ +— T, with values on L(Cy). This map is of class C*. Moreover, there is
a constant C > 0 such that

DTl gy < ©
uniformly on § and X satisfying conditions (3.6).
Now we are ready to solve Problem (3.1). We shall do this after restricting

conveniently the range of the parameters & and A. Let us consider for a
number M large but fixed, the following conditions:

& > glog(Me)™,  log(Me)™! < minj<jci (&1 — &) ,
(3.10) N
& < klog(Me)™, A< Me = .

Useful facts that we easily check is that under relations (3.10), N, and R.
defined by (3.3) satisfy for all small €0 and ||¢||. < § the estimates:

(811)  IN@)ll < Ol and R < O,
provided that o is chosen small enough.

Proposition 3. Assume that relations (3.10) hold. Then there is a constant
C > 0 such that, for all € > 0 small enough, there exists a unique solution
¢ = ¢(&) to problem (3.1) which besides satisfies

gl < Ce'=7.
Moreover, the map & — ¢(€) is of class C' for the || - ||+-norm and
Dol < Ot

Proof. Problem (3.1) is equivalent to solving a fixed point problem. Indeed
¢ is a solution of (3.1) if and only if

¢ =T:(N:(¢) + R:) =: Ac(9) -

Thus we need to prove that the operator A. defined above is a contraction
in a proper region. Let us consider the set

Fr={¢€C[0,00) : ][ <re' 7}

with 7 a positive number to be fixed later. From Proposition 1 and (3.11),
we get

14:(@) [l < ClIN=(9) + Re|l« < Cl(rey™ P 4 e177) < rel™e
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for all small &, provided that r is chosen large enough, but independent
of e. Thus A, maps F, into itself for this choice of r. Moreover, A, turns
out to be a contraction mapping in this region. This follows from the fact
that N. defines a contraction in the || - ||,-norm, which can be proved in a
straightforward way.

Concerning now the differentiability of the function ¢(&), let us write

B(§,¢) == ¢ — T:(N(¢) + R.) .
Of course we have B(£, ¢) = 0. Now we write
DyB(E, 9)[0] = 0 = T(0Dy(Ne(9)) =: 0 + M(0) .
It is not hard to check that the following estimate holds:
M)l < Cell]l. -

It follows that for small €, the linear operator DygB(&, ¢) is invertible in C,
with uniformly bounded inverse. It also depends continuously on its param-
eters. Let us differentiate with respect to £&. We have

DeB(§, ¢) = —(DeTo)(Ne(9) + Re) — To((DeNe)(§, &) + DeRe)

where all the previous expressions depend continuously on their parameters.
Hence the implicit function theorem yields that ¢(¢) is a C'! function into Cs.
Moreover, we have

Dep = —(DyB(E,¢)) ' [DeB(€, 9)]
so that

1Ded s < C(IN=(¢) + Rell« + [|1DeNe (€, 0)ll) < Ce'™7 .
This concludes the proof of Proposition 3. O

4. THE FINITE DIMENSIONAL VARIATIONAL PROBLEM

In this section we fix a large number M and assume that conditions (3.10)
hold true for £ = (§1,...,&) and \. According to the results of the previous
section, our problem has been reduced to that of finding points &; so that the
constants ¢; which appear in (3.2), for the solution ¢ given by Proposition 3,
are all zero. Thus we need to solve the system of equations

(4.1) ¢i(§) =0 foralli=1,...,k.

If (4.1) holds, then v = V + ¢ will be a solution to (3.1) with the desired
form. This system turns out to be equivalent to a variational problem, which
we introduce next.

Let us consider the functional

I.(§) = E(V + ¢) ,

where ¢ = ¢(€) is given by Proposition 2 and E. is defined by (2.3). We
claim that solving system (4.1) is equivalent to finding a critical point of
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this functional. In fact, integrating (3.1) against Z; and using the definition
of E. and ¢, we obtain

(4.2) DE.(V+¢)[Z]=0 foralli=1,... k.
Now, it is easily checked that

i(V +¢)=2Z;+0(1)

og O = AT

with o(1) — 0 in the *-norm as ¢ — 0. We can decompose each of the
o(1) terms above as the sum of a small term which lies in the vector space
spanned by the Z;’s, and a function n with f0+°° Z;n dx = 0 for all 7. Again,
from equation (3.1), we get DJ.(V + ¢)[n] = 0. What we have shown is that
system (4.2) is equivalent to

VI.(€) = 0.
The following fact is crucial to find critical points of Z..
Lemma 4. Let o < % in (8.4). The following expansion holds
Zc(§) = E(V) 4 o(e)

where the term o(e) is uniform in the Cl-sense over all points satisfying
constraint (3.10), for given M > 0.

Proof. Taking into account that 0 = DE.(V + ¢)[¢], a Taylor expansion
gives

1
B +¢) — E(V) = /0 D2E_(V +t¢)[¢?] t dt

= /01 (/Ooo[Ns(ﬁf)) + R.o + /Ooo(p +e) VPl (v + t¢)p+el]¢2> Cdt

Since ||¢[|« = O(¢'77), we get
Z(§) = Bo(V) = 0(1 ™) ,

uniformly on points satisfying (3.10). Differentiating now with respect to
the ¢ variables, we get from (4.3) that

1
DL -] - [ ( [ D) + R

o) [ DVttt - vp+“>¢2]> |

Using the computations in the proof of Proposition 2, we get that the first
integral can be estimated by O(e2(1=9)), so does the second. Hence the proof
of Lemma 4 is complete. O
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Proof of Theorem 1. Let us assume p > uy with p given by (1.6). We
need to find a critical point of Z.(£). We consider the change of variable

§=¢(A)
1
&= —§log€—logA1 ;o &it1— & =—loge—loghA;, i>2.

where the A;’s are positive parameters, and we denote A = (Aq,...,Ag).
Thus it suffices to find a critical point of

®.(N) = IVI(E(N)) .

From the above lemma and the decomposition (2.10) given in Lemma 1,
which actually holds with the o(¢) term in the C'! sense uniformly on points
satisfying constraints (3.10), we obtain

V. (A) = VITL(A) + o(1)

where o(1) — 0 uniformly on points A satisfying M~ < A; < M, for any
fixed large M. We assume that for our fixed p > ug, the critical points
AT of U}, in Lemma 4 satisfy this constraint. Since the critical points AT
are nondegenerate, it follows that the local degrees deg (VW y, V4, 0) are well
defined and they are non-zero. Here V. are arbitrarily small neighborhoods
of the points AT in IR*. We also conclude that deg (VZ,,Vx,0) # 0 for all
sufficiently small . Hence we may find critical points AZ of ®. with

AL = AT 4 o(1), lim o(1) = 0.

For ¢& = ¢(AZ), the functions v = V + ¢(¢F) are solutions of Problem
(2.2). From the equation satisfied by ¢, (3.1), and its smallness in the -
norm, we derive that v = V(1 + o(1)), where o(1) — 0 uniformly on (0, c0).
Further, if we set simply ¢+ = £(AT), then it is also true that

k
vi(@) =Y U@ —§") (1+0(1)),
1=1

again with o(1) — 0 uniformly on (0,00). Finally, if we go back via the
change of variables

ui(r) _ (i) 2/(p—1+4¢) T—Q/p—lvzl:(_

P oo logr)

to a solution of (1.1), the explicit form of the parameters A* found in
Lemma 2 provides the expression (1.3) for the solutions. This concludes
the proof of Theorem 1. O

5. THE CASE N =14

In this section we show the modifications needed in Theorem 1 and its
proof for the case N = 4. In that case, our main result reads as follows.
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Theorem 2. Let N = 4. Given a number k > 1, if u > up where

T
(5.1) Ui = k:2—562

and

5.2 Ne 2 = pe ,

( p

then there are constants 0 < a; < a , 3 =1,...,k, which depend on k

and i, and two solutions ux of Pmblem (1.1) of the form

k
Z<1+M2‘ ’2>Mj (1+o(1)),

where o(1) — 0 holds uniformly on B as e — 0 and ]\4ji = %7 7| log 5]

As in the case N > 5, these solutions are superpositlon of k bubbles.

However, if N = 4, the order of the height of each bubble is corrected with

a logarithmic term, namely 5%7j| log 5|7%. The constants ozj[

explicitly as explained next.

are also found

Given k > 1, the number py, in (5.1) is the minimum value of the function

™ 82

Tils) :kﬁ 2logs —1

in the range s € (y/e,00), and this minimum value is attained at s = e.
Then, given p > pg, the equation

w= fr(s)

has exactly two solutions

1 _
e2 < sp(p) < sk < sf(w).

The numbers ajt

SN (= )
a}t: <2—> Ek_‘i;!slf(u), i=1,...,k.

s

can be expressed by the formulae

For the proof of Theorem 2, we proceed exactly as for N > 5, except that
now the choice of the points §; has to be made differently to that in (2.8).
More precisely, Lemma 1 has to be replaced by the following:

Lemma 5. Let N =4 and 6 > 0. Take X\ as in (5.2) with p a fized positive
number, and the points &; to be

(53) & =A""+logAy, i1 — & =2X2"" —log A — log(pn " Asi1) -
Then, with V' be given by (2.7), the following expansion holds
E.(V) =ka + eUr(A)+beloge +ceX+de+o(e)
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uniformly with respect to 6 < A; < 6% and for certain absolute positive
constants a,b, c,d. Here the function V(A) is given by
k
Ui(A) = —parAy?log Ay — kaglog Ay + ) [(k—i+1)aglog A; — as A;]
i=2
and the constants a1, as and ag are given by formulae (2.19).

The above expansion differs from the case N > 5 only in the estimate of
the term A [ e~ =12 |V|2 dz. In fact, for N = 4, estimate (2.18) becomes

N-2
00 AN 2
)\/O e P V)2 dp = A (ﬂ) Ere” % 1 o(e) .

Direct examination of the results in Section 3, show that they still hold true
for the choice of points ; as in (5.3) and parameter A as in (5.2). The results
of Section 4 follow exactly in the same way, now yielding Theorem 2.

APPENDIX A. FIGURES

Let B be the unit ball in IR, N > 4, and consider the positive solutions

of
(A1) Au+ uPTe + Au =0 in B
’ u>0 inB, u=0 on 0B
with p = % and € > 0. According to the theorem of Gidas, Ni and Niren-

berg [11], all solutions are radial and decreasing along any radius, so there
exists a unique branch of solutions as shown by the following parametriza-
tion method (see for instance [3] for more details). Consider the solutions

of
(A2) (e teas =0 00

v(0)=a>0, (0)=0

and denote by p = p(a) > 0 the first zero of v, which is well defined for any
a > 0 (see for instance [3]). Then to any solution u of (A.1) corresponds a
function v defined on [0, v/A) such that v(|z|) = A=Y ®+e=1 4 (2 /+/X) for any
x € B, which can be extended to [0, +00) as a solution of (A.2). Reciprocally,
if v is a solution of (A.2), then u(z) = p*®*te=Vy(p|z|) for any z € B
is a solution of (A.1) with A = p?. The bifurcation diagram (X, |lu||re)
is therefore fully parametrized by a — (p2, ap?P+e=1) with p = p?(a).
For convenience, we use a logarithmic scale for the plots and take N = 5
(qualitative aspect of the bifurcation diagrams does not depend much on
the dimension).
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log (14 [luflz=)

FIGURE 1. ¢ =0, the bifurcation diagram in the critical case.

log (1+ [|ul <)

FIGURE 2. ¢ > 0, the bifurcation diagram in the supercrit-
ical case (here e = g9 = 0.2).

FicUre 3. Approximating the critical case: ¢ = 279,
IN3q — o0, g =0.2.

FIGURE 4. The function V is defined by V' = Zle V; where
Vi=U;+mi, Ui(x) =U(x—&) and m(x) = —U (&) e™™. The
function U is the unique solution of (2.5). The intervals are
defined by § =5 +d1and § =&_1+p+9; fori =2,...k,
where p = —loge tends to 400 and |J;| < K for some fixed
constant K.



“BUBBLE-TOWER” RADIAL SOLUTIONS

log (1+ fJuflz=)

,,,,,,,

FIGURE 5. The bifurcation diagram corresponding to
N =5,p ="7/3 and ¢ = 0.2, with the first three turning
points to the right of the bifurcation diagram.

() () o(z)

FIGURE 6. Functions corresponding to the first three turn-
ing points to the right in the previous bifurcation diagram,
with € = 0.2, after the transformation:

2
—1te _ _p1
v(z) = <p—31)p Tetuy <e > m)

FicURE 7. Functions corresponding to the first three turn-
ing points to the right in the bifurcation diagram, corre-
sponding now to € = 0.01.

y = log (1 +u(r))

FIGURE 8. A 3-bubble solution u of (1.1) corresponding
to the three bumps solution v of Figure 7, with ¢ = 0.01.
Appropriate scales have been chosen.
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