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Abstract
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1 Preliminaries and examples

In this paper, we study the large time behaviour of the solutions of the initial-boundary value problem
for the Vlasov-Poisson and the Vlasov-Poisson-Boltzmann systems. We consider charged particles (say
electrons) described by their distribution function f(x, v, t) where x is the position of the particle, v
its velocity and t is the time variable. The position x is assumed to lie in a bounded domain ω of
IRd (d = 1, 2, 3). The velocity variable v is in IRd whereas the time variable t is in IR+. We shall
assume that the particles are submitted to an electric field E = E(x, t) deriving from the sum of
an external potential φ0(x) and a self-consistent potential φ(x, t) created by the electrons themselves
through the Coulomb interaction. The potential φ0(x) is a given stationary function which can be
seen for instance as the result of an applied voltage and a background ion density, whereas φ is a
solution of the Poisson equation with homogeneous Dirichlet boundary conditions on ∂ω. We shall
also assume that electrons may suffer collisions modelled by a collision operator Q(f). We consider the
Cauchy problem corresponding to an initial distribution function f0 at time t = 0. Various boundary
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Relative entropies in bounded domains 2

conditions for f will be presented. We shall however detail the case where the distribution function
of incoming particles is prescribed.
Notations. We recall that the spatial domain is denoted by ω. From now on, we assume that ω is
bounded and ∂ω is of class C1. We shall denote by Ω = ω × IRd and Γ = ∂Ω = ∂ω × IRd the phase
space and its boundary respectively. Let d∂ω be the surface measure induced on ∂ω by Lebesgue’s
measure. The outward unit normal vector at a point x of ∂ω is denoted by ν(x). For any given x ∈ ∂ω,
we set

Σ±(x) = {v ∈ IRd : ± v · ν(x) > 0} and Γ± = {(x, v) ∈ Γ : v ∈ Σ±(x)} .
Finally, dσ(x, v) stands for the measure |ν(x) · v| dΓ(x, v) where dΓ(x, v) = d∂ω(x) dv is the measure
induced by Lebesgue’s measure on Γ. By a standard abuse of notations, we will not distinguish a
function and its trace on the boundary.

On Γ−, we shall assume that the distribution function f(x, v, t) is a given function of the incoming
velocities, which actually only depends on the total energy |v|2/2 + φ0(x). On Ω, the distribution
function f and the electrostatic potential φ are a solution of the Vlasov-Poisson-Boltzmann system.
The initial-boundary problem for f and φ can therefore be written as
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∂tf + v · ∇xf − (∇xφ + ∇xφ0) · ∇vf = Q(f), (x, v)∈Ω, t∈IR+,

and f|t=0 = f0 , f|Γ−×IR+(x, v, t) = γ(1
2 |v|2 + φ0(x)) ,

−∆φ = ρ =

∫

IRd
f dv , (x, t) ∈ ω × IR+,

and φ(x, t) = 0 , (x, t) ∈ ∂ω × IR+.

(1)

1.1 Assumptions

Throughout this paper, we shall use the 5 following assumptions:

(H1) The initial condition f0 is a nonnegative function with integrability properties and L∞ bounds
that will be specified later on.

(H2) The external electrostatic potential is assumed to be in C2(ω). Without loss of generality we
assume that φ0 ≥ 0.

(H3) The function γ has the following property

Property P
The function γ is defined on (minx∈ω φ0(x),+∞), bounded, smooth, strictly decreasing with values
in IR+

∗ , and rapidly decreasing at infinity, so that

sup
x∈ω

∫ +∞

0
sd/2γ(s+ φ0(x)) ds < +∞ .

We denote by γ−1 its inverse function to IR extended by an arbitrary, fixed, strictly decreasing function.

(H4) The collision operator Q is assumed to preserve the mass
∫

IRd Q(g) dv = 0, and satisfies the
following H-theorem

D[g] = −
∫

IRd
Q(g)

[

1

2
|v|2 − γ−1(g)

]

dv ≥ 0 , (2)

for any nonnegative function g in L1(IRd).

(H5) We assume that
D[g] = 0 ⇐⇒ Q(g) = 0 . (3)
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The aim of this paper is to study the irreversibility of the system (1), the uniqueness of the stationary
solutions and the eventual convergence to a stationary solution for large time asymptotics. The main
ingredient is the derivation of a γ-dependent relative entropy of the time-dependent solution versus a
stationary solution of the problem. In order to exhibit such a stationary solution, we introduce the
map U , defined on L1(Ω) in the following way: for any function g ∈ L1(Ω), we denote by U [g] = u

the unique solution in W
1,d/(d−1)
0 (ω) of

−∆u =

∫

IRd
g(x, v) dv .

The operator U is linear and satisfies
∫

Ω
g U [f ] dxdv =

∫

Ω
f U [g] dxdv and

∫

Ω
f U [f ] dxdv =

∫

ω
| ∇xU [f ] |2 dx .

Moreover, it is readily seen in view of Hypotheses (H4)-(H5) on Q, that any function M satisfying

M(x, v) = γ

(

1

2
|v|2 + U [M ](x) + φ0(x)

)

∀ (x, v) ∈ Ω (4)

is a stationary solution of (1), satisfying Q(M) = 0. Indeed, letting φ(x) = U [M ], we obviously have

v · ∇xM − (∇xφ0 + ∇xφ) · ∇vM = 0 with − ∆φ =

∫

IRd
M dv .

Finally, we deduce from the mass conservation that
∫

IRd
Q(M)

(

1

2
|v|2 − γ−1(M)

)

dv = −
∫

IRd
Q(M) (φ(x) + φ0(x)) dv = 0 ,

which leads to Q(M) = 0 thanks to (3). Boundary conditions are obviously satisfied by M and U [M ].
It is not difficult to prove that M defined by (4) exists and is actually unique since U [M ] is the unique
critical point in H1

0 (ω) of the strictly convex coercive functional

U 7→ 1

2

∫

ω
|∇U |2 dx−

∫

ω
G(U + φ0) dx ,

where G is a primitive of g(u) =
∫

IRd γ
(

1
2 |v|2 + u

)

dv = 2d/2−1|Sd−1| · ∫ +∞
0 sd/2−1γ(s+ u) ds.

1.2 Examples

In this paragraph, we list typical examples in which we are interested and show that Assumptions (H1)-
(H5) are satisfied by wide classes of mutually compatible collision operators and boundary conditions.

Example 1 : Pure Vlasov-Poisson system. The collision operator Q is identically vanishing. The
inflow function γ is any arbitrary decreasing function satisfying Property (P).

Example 2 : The Vlasov-Poisson-Fokker-Planck system. The collision operator QFP is defined
by

QFP (f) = divv(vf + θ∇vf)

where θ > 0 is a given constant temperature. A slightly more general form of this operator is

QFP,α(f) = divv(vf(1 − αf) + θ∇vf)

where α is a nonnegative constant. The case α > 0 corresponds to a nonlinear diffusive Fokker-Planck
operator for which the Pauli exclusion principle is taken into account. This operator satisfies the
following H-theorem

∫

IRd
QFP,α(f) log

(

f

(1−αf)Mθ

)

dv = −
∫

IRd
θf(1 − αf)

∣

∣

∣

∣

∇v log

(

f

(1−αf)Mθ

)∣

∣

∣

∣

2

dv

where Mθ = (2πθ)−d/2e−|v|2/(2θ).
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Lemma 1.1 Let α ≥ 0 and consider the set of admissible functions for QFP,α defined by

A1
α = {f ∈ L1(IRd

v) : 0 ≤ f ≤ α−1 a.e. and v
√

f(1 − αf), ∇
√

f(1 − αf) ∈ L2(IRd
v)}

where we take the convention: α−1 = +∞ if α = 0 . Then for any f ∈ A1
α,

H(f) =

∫

IRd
QFP,α(f) log

(

f

(1 − αf)Mθ

)

dv ≤ 0

and the three following statements are equivalent :

1. f ∈ A1
α and H(f) = 0.

2. f ∈ A1
α and QFP,α(f) = 0.

3. There exists µ ∈ IR such that f(v) =
(

α+ e(|v|
2/2−µ)/θ

)−1
.

It is easy to check that f
1−αf is proportional to Mθ if and only if Q(f) = 0. In order to satisfy

Assumption (H5), the function γ has to be given by γ(u) =
(

α+ e(u−µ)/θ
)−1

, or equivalently has to

satisfy γ−1(f) = µ− θ log( f
1−αf ). See [26, 19] for related results.

Example 3 : BGK approximation of the Boltzmann operator. Consider the collision operator
for fermions

Qα(f) =

∫

IRd
σ(v, v′)

[

Mθ(v)f(v′)(1 − αf(v)) −Mθ(v
′)f(v)(1 − αf(v′))

]

dv′ .

We assume that the cross-section σ is nonnegative symmetric and Mθ(v) = (2πθ)−d/2 e−|v|2/(2θ) is a
fixed Maxwellian function with a given temperature θ > 0. The parameter α is nonnegative. We shall
distinguish the linear case α = 0 and the nonlinear case α > 0. The H-theorem for Qα goes as follows.

Lemma 1.2 Assume that the cross-section σ is symmetric, positive and bounded. Let A2
α = {f ∈

L1(IRd
v) : 0 ≤ f ≤ α−1 a.e. } be the set of admissible functions for Qα. Then for any f ∈ A2

α,
Qα(f) is bounded in L1(IRd

v) and there exists a positive constant C such that ‖Qα(f)‖L1 ≤ C ‖f‖L1 .
Moreover, for any f ∈ A2

α, the following inequality holds

H(f) =

∫

Qα(f) log

(

f

(1 − αf)Mθ

)

≤ 0

and the three following statements are equivalent:

1. f ∈ A2
α and H(f) = 0.

2. f ∈ A2
α and Qα(f) = 0.

3. There exists µ ∈ IR such that f(v) =
(

α+ e(|v|
2/2−µ)/θ

)−1
.

In order to satisfy Assumption (H5), the function γ has to be chosen equal to γ(u) = (α+ e(u−µ)/θ)−1

for some µ ∈ IR. Therefore, we have γ−1(f) = µ− θ log( f
1−αf ) and Hypotheses (H4)-(H5) are nothing

but the H-theorem (Statement 3 of Lemma 1.2).

Example 4: Linear elastic collision operator. It takes the form

QE(f) =

∫

IRd
χ(v, v′) (f(v′) − f(v)) δ(|v′|2 − |v|2) dv′ , (5)

where χ is a symmetric positive cross-section. Let λ(v) =
∫

IRd χ(v, v′) δ(|v|2 − |v′|2) dv′. The operator
QE satisfies the following properties
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Lemma 1.3 Assume that λ ∈ L∞ and χ > 0 a.e. Then the operator QE is bounded on L1∩L∞(IRd).
Moreover, for any measurable function ψ and for any increasing function H on IR, we have

∫

IRd
QE(f) · ψ(|v|2) dv = 0 and H(f) =

∫

IRd
QE(f) ·H(f) dv ≤ 0 .

Finally, if H is strictly increasing, the three following assertions are equivalent:

1. H(f) = 0.

2. QE(f) = 0.

3. There exists ψ such that f(v) = ψ(|v|2).

Consequently, any function γ having Property (P) satisfies Assumptions (H1)-(H5). We shall see in
Section 3 that the condition χ > 0 a.e. can be slightly weakened.

Example 5 : Electron-Electron collision operator. The Boltzmann collision operator QB
ee,α, pos-

sibly including the Pauli exclusion term (case α > 0) or the Fokker-Planck-Landau collision operator
QL

ee,α, namely

QB
ee,α(f) =

∫

Sd−1×IRd B(|v − v∗|, (v − v∗) · ω) [f ′f ′∗(1−αf)(1−αf∗) − ff∗(1−αf ′)(1−αf ′∗)] dω dv∗

QL
ee,α(f) =

∑3
i,j=1

∂
∂vi

∫

IR3 B(|v − v∗|)Πij(v − v∗)

(

(1 − αf∗)f∗
∂f
∂vj

− f(1 − αf) ∂f∗
∂v∗j

)

dv∗

where Πij(z) = δij − zizj

|z|2 respectively, with f ′ = f(x, v′, t), f ′∗ = f(x, v′∗, t), f∗ = f(x, v∗, t) and

v′ = v− ((v− v∗) ·ω))ω, v′∗ = v∗ + ((v− v∗) ·ω ω. The operator QL
ee,α has been derived by Lemou [70]

trough a grazing limit of the Boltzmann operator. The properties of these operators are summarized
in the following

Lemma 1.4 With Qee,α = QB
ee,α or QL

ee,α, for any nonnegative function f ∈ L1 ∩ L∞(IRd) such that
0 ≤ f ≤ α−1 a.e., which decays fast enough at infinity, we have

∫

IRd
Qee,α(f)







1

v
|v|2






dv = 0 and H(f) =

∫

IRd
Qee,α(f) log

(

f

1 − αf

)

dv ≤ 0 .

Moreover, if B is positive, the three following assertions are equivalent:

1. H(f) = 0.

2. Qee,α(f) = 0.

3. There exist θ ∈ IR+, v0 ∈ IRd and µ ∈ IR such that f(v) =
(

α+ e(|v−v0|2/2−µ)/θ
)−1

.

A compatible inflow function γ takes the form γ(u) =
(

α+ e(u−µ)/θ
)−1

.

In each of the above examples, for simplicity, the velocities are taken in IRd, but we could as well
consider a setting for which v, dv and 1

2 |v|2 would be replaced by ∇kǫ(k), dk and ǫ(k) respectively,
thus covering the relativistic case or the periodic framework (particles in a crystal).

Also notice that we will speak generically of the Vlasov-Poisson-Boltzmann system each time there
is a non-zero collision operator, although the qualification Boltzmann should be used only for the case
of Example 5, with α = 0.
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1.3 Outline of the paper and references

We first deal with the irreversibility due to the boundary conditions and, eventually, the collision
kernel (Theorem 2.1). In the one-dimensional case and under technical regularity assumptions, the
large time limit solution of the Vlasov-Poisson system, which is overdetermined on the boundary, is
then characterized as the unique stationary solution (Theorem 2.5). For several models with various
collision kernels corresponding to the above examples, the stationary solution is also identified as the
unique limit for large times of the Cauchy problem (Corollary 2.4). Without self-consistent potential,
a uniqueness result (Theorem 2.6) allows to identify the asymptotic solution (Theorem 2.7) in a special
case corresponding to boundary conditions which are not compatible with the collision kernel.

Irreversibility driven by collisions is a well known topic [30]. On the opposite, the large time
behaviour of solutions of the Vlasov-Poisson system is not very well understood. A scattering result
due to Caglioti and Maffei [25] is more or less the unique result (in the one-dimensional periodic case)
which has been obtained up to now.

The large-time asymptotics of the linearized version of the Vlasov-Poisson system is known under
the name of Landau damping [32, 51]. The instability of the so-called BGK waves has been studied in
a series of papers by Strauss, Guo and Lin [62, 63, 64, 65, 71], while the nonlinear stability has been
tackled by Rein and his co-authors [9, 10, 57, 22]. Also see the much more difficult case of gravitational
forces [92, 94, 58, 60, 61], and [23] for recent results in the presence of a confining potential. Some
extensions to the case of electromagnetic forces (Vlasov-Maxwell system) are also available.

Without confinement in the whole space, dispersion effects dominate for large times and asymp-
totics are more or less understood [68, 86] although the description of the asymptotic behaviour is not
very precise [48]. For bounded domains with specular reflection boundary conditions or unbounded
domains with confinement [46, 78, 79], the stability results do not provide so much information on
the solutions (which are time-reversible at least for classical solutions). Injection or diffuse reflection
boundary conditions introduce a source of irreversibility which is the scope of our paper. We also
consider the case of compatible collision terms. By compatible, we mean that the stationary solution
determined by the boundary conditions belongs to the kernel of the collision operator, if there is any.
This is a severe restriction for some collision kernels like the classical Boltzmann collision operator
(only maxwellian functions are allowed), a case which has been studied a long time ago, at a formal
level, by Darrozès and Guiraud [31]. There are other cases where compatibility is not as much restric-
tive, like in the case of the elastic collision operator. In case of uncompatible boundary conditions,
again very little is known. Some existence results of stationary solutions have been obtained by Ark-
eryd and Nouri [89, 4, 3, 2], but as far as we know, uniqueness is mainly open, and some of our results
are a first step in that direction.

Technically speaking, we are going to use weak or renormalized solutions and trace properties of
these solutions which have recently been studied by Mischler [41, 78, 79, 80], and entropy functionals
which are very close to the ones which are used for nonlinear parabolic equations [27, 18]. There are
some deep connections between entropies for kinetic equations and for nonlinear diffusions, which are
out of the scope of this paper. However, to illustrate this point, we will derive a diffusive limit, at a
formal level (see [55, 74, 52, 13, 33, 91, 83] for rigorous results).

Further references corresponding to more specific aspects will be mentioned in the rest of the paper.
We will not provide all details for each proof and will systematically refer to papers in which details
or similar ideas can be found. Some of the results presented here have been announced in a note [12].

This paper is organized as follows. In Section 2, we will develop at a formal level a strategy to
study the long time behaviour. Namely, we will prove an entropy inequality for the Vlasov-Boltzmann-
Poisson system with incoming boundary conditions and state its consequences on the long time be-
haviour and the stationary solutions. Section 3 is devoted to the application of the strategy to the
various examples cited above. For uncompatible boundary conditions, the uniqueness of the stationary
solutions of the equation corresponding to a special BGK approximation of the Boltzmann collision
operator, when there is no self-consistent potential, and a corresponding large time convergence result
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are proved in Section 4. In Section 5, we extend the relative entropy approach to other types of
boundary conditions. Technical results (proof of Theorem 2.5, statements on the Bolza problem) and
general considerations (nonlinear stability, diffusive limits and relations between relative entropies for
kinetic equations and for nonlinear parabolic equations) have been postponed to Appendices A-D.

2 Strategy and results

In this section we shall expose our strategy for the study of irreversibility and the large time asymp-
totics. One of the main difficulties is the lack of uniform in time estimates. For instance, the total
mass is not conserved since particles are continuously injected into the domain. By introducing a
relative entropy, we shall obtain a priori estimates and then use them in order to pass to the limit.
All computations are done at a formal level. Rigorous proofs corresponding to the various examples
of Section 1 are postponed to Section 3.

2.1 Relative entropy and irreversibility

Let us define the relative entropy of two functions g, h of the (x, v) variables by

Σγ [g|h] =

∫

Ω

(

βγ(g) − βγ(h) − (g − h)β′γ(h)
)

dxdv +
1

2

∫

ω
|∇U [g − h]|2 dx ,

where βγ is the real function defined by

βγ(g) = −
∫ g

0
γ−1(z) dz .

We may notice that, since γ is strictly decreasing, the function βγ is strictly convex. Consequently
Σγ [g|h] is always nonnegative and vanishes if and only if g = h a.e. This provides the following version
of the H-Theorem.

Theorem 2.1 Assume that f0 ∈ L1 ∩ L∞ is a nonnegative function such that Σγ [f0|M ] < +∞. Let
f be a smooth sufficiently decaying solution of (1) and assume that γ and Q satisfy Assumptions
(H1)-(H4). Then the relative entropy Σγ [f(t)|M ] where M is defined by (4) satisfies

d

dt
Σγ [f(t)|M ] = −Σ+

γ [f(t)|M ] −
∫

ω
D[f ](x, t) dx (6)

where D[f ] is defined in (2) and Σ+
γ is the boundary relative entropy flux given by

Σ+
γ [g|h] =

∫

Γ+

(

βγ(g) − βγ(h) − (g − h)β′γ(h)
)

dσ .

Here, smooth means for instance C1 and sufficiently decaying means that all integrations by parts
involved in the formal computation below can be done rigorously. Depending on Q, weaker conditions
will be required for f : see Section 3. For weak or renormalized solutions, the equality in (6) will be
replaced by an inequality.

Proof. We first deduce from the Vlasov-Boltzmann equation (1), that for any regular function β the
following identity holds whenever all terms make sense

d

dt

∫

Ω
β(f) dxdv =

∫

Γ−
β(f) dσ −

∫

Γ+

β(f) dσ +

∫

Ω
β′(f)Q(f) dxdv . (7)

The second identity that we shall use is the usual energy balance: multiplying the Vlasov-Boltzmann
equation by 1

2 |v|2 and integrating with respect to x and v provides the identity

d

dt

∫

Ω
f

(

1

2
|v|2 +

1

2
U [f ] + φ0

)

dxdv =
∑

±

±
∫

Γ∓
f

(

1

2
|v|2 + φ0

)

dσ +

∫

Ω

1

2
|v|2Q(f) dxdv . (8)
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We recall that the above identity requires the use of mass conservation

∂ρ

∂t
+ divxj = 0 ,

where ρ(x, t) =
∫

IRd f(x, v, t) dv and j(x, t) =
∫

IRd vf(x, v, t) dv, which in turn gives

d

dt

(

1

2

∫

Ω
f U [f ] dxdv

)

=

∫

Ω

∂f

∂t
U [f ] dxdv = −

∫

ω
divxj U [f ] dx

=

∫

ω
j · ∇xU [f ] dx = −

∫

Ω

1

2
|v|2 ∇xU [f ] · ∇vf dxdv .

Now, we notice that
1

2
|v|2 +φ0(x) = −U [M ]−β′γ(M):

∫

Γ± f
(

1
2 |v|2 + φ0(x)

)

dσ = − ∫Γ± fβ′γ(M) dσ,

and

∫

Ω
f

(

1

2
|v|2 +

1

2
U [f ] + φ0

)

dxdv =

∫

Ω

[

1

2
(f −M)U [f −M ] − 1

2
MU [M ] − fβ′γ(M)

]

dxdv .

Taking the sum of (7) (in which β = βγ) and (8), and noticing that

d

dt

∫

Ω

[

βγ(M) +Mβ′γ(M) +
1

2
MU [M ]

]

dxdv =
∑

±

±
∫

Γ±

[

βγ(M) +Mβ′γ(M)
]

dσ = 0

we immediately (6). Of course, the contribution on Γ− to the relative entropy flux vanishes since
f = M on this part of the boundary. ⊓⊔

Since Σγ [g|h] is always nonnegative, the above theorem provides a uniform in time control on f(t).
Like in whole space problems [7, 46, 39], the relative entropy Σγ [f(t)|M ] provides a Lyapunov func-
tional for the study of the large time behaviour, which can also be used to study the nonlinear stability
[92, 22, 23] (see Appendix C). An important difference with whole space problems and with previous
studies of boundary value problems [26, 19] is that the total mass is not conserved (see Section 5 for
boundary conditions preserving the mass).

2.2 The large time limit

Integrating the entropy dissipation inequality with respect to time provides the following inequality

Σγ [f(t)|M ] +

∫ t

0
Σ+

γ [f(s)|M ]ds+

∫ t

0

∫

ω
D[f(x, ·, s] dx ds ≤ Σγ [f0|M ] (9)

(this is an equality for classical solutions). Since the left hand side is the sum of three nonnegative terms
(under Assumption (H4)), each of them is bounded by the right hand side. In order to investigate the
large time behaviour of the solution (f, φ), we consider an arbitrary increasing and diverging sequence
(tn) of positive real numbers and define

(fn(x, v, t), φn(x, t)) = (f(x, v, t+ tn), φ(x, t + tn)) . (10)

It is clear from the above estimates that

lim
n→+∞

∫

IR+
Σ+

γ [fn(s)|M ] ds = lim
n→+∞

∫

IR+

∫

ω
D[fn(x, ·, s)] dx ds = 0

and
sup
t>0

Σγ [fn(t)|M ] ≤ C .

The last inequality provides a uniform in time estimate for fn as well as a uniform H1 bound for φn.
The remainder of the method consists in proving that
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1. According to the Dunford-Pettis criterion, up to the extraction of a subsequence, (fn, φn) weakly
converges in L1

loc
(dt, L1(Ω)) × L1

loc(dt,H
1
0 (ω)) towards a solution (f∞, φ∞) of (1),

2. The limit function f∞ satisfies supt∈IR Σγ [f∞(t)|M ] ≤ C and
∫

IR
Σ+

γ [f∞(s)|M ] ds = −
∫

IR

∫

ω
D[f∞(x, ·, s)] dx ds = 0 .

Depending on the a priori estimates, (1) will be satisfied by (f∞, φ∞) either as a weak solution or
even in the sense of renormalized solutions. Item 2 above allows to show that f∞ = M on Γ+ and
that Q(f∞) = 0 under Assumption (H5). Therefore (f∞, φ∞) is a solution of







































































∂tf + v · ∇xf − (∇xφ + ∇xφ0) · ∇vf = 0, (x, v, t) ∈ Ω × IR ,

Q(f) = 0 , f|Γ×IR+(x, v, t) = γ(1
2 |v|2 + φ0(x)) ,

−∆φ = ρ =

∫

f dv (x, t) ∈ ω × IR ,

and φ(x, t) = 0 , (x, t) ∈ ∂ω × IR ,

supt∈IR Σγ [f(t)|M ] ≤ C .

(11)

Notice that the time variable t lies in the whole real line and that the boundary conditions on f∞ are
overdetermined, since f∞ is given on the whole boundary Γ and not only on Γ−. A second source
of overdetermination for the system (11) is the condition Q(f∞) = 0 (when Q is not identically
vanishing).

As we shall see in Section 3, this program can be completed for each of the examples of Section 1.
When Q ≡ 0, Q = QE or α 6= 0 in Examples 2, 3 and 5, if f0 is bounded in L∞, f(t) is also uniformly
bounded in L∞, and we may easily pass to the limit. The other examples (including the case α = 0)
require additional work (using for instance renormalized solutions). Up to this question which is a
little bit delicate, the irreversibility result of Theorem 2.1 provides a characterization of the large time
limit that we can summarize in the following formal result (it is formal in the sense that we assume
the convergence of the collision term, which is a property that has to be proved case by case).

Corollary 2.2 Assume that f0 ∈ L1∩L∞ is a nonnegative function such that Σγ [f0|M ] < +∞. Under
Assumptions (H1)-(H5), consider an unbounded increasing sequence (tn)n∈IN . If (fn, φn) defined by

(10) weakly converges to some (f∞, φ∞) in L∞
loc

(dt, L1(Ω)) × L∞
loc(dt,H

1
0 (ω)) and if Q(fn)D

′

→Q(f∞),

then (f∞, φ∞) is a solution of (11) (which belongs to the kernel of Q for any (t, x) ∈ IR × ω and is
such that f|Γ+(x, v, t) = γ(|v|2/2 + φ0(x)) for any t ∈ IR+, (x, v) ∈ Γ+).

Proof. We have to prove the convergence of ∇xφ
n · ∇vf

n to ∇xφ
n · ∇vf

n as n → +∞. If fn is
uniformly bounded in L∞, by interpolation (see [73, 67]) with the kinetic energy, ρn =

∫

IRd fn dv is
bounded in L∞(dt, Lq(IRd)) with q = 1 + 2/d. Using the compactness properties of ∇∆−1, it is easy
to pass to the limit in the self-consistent term.

Without uniform bounds, one uses renormalized solutions [41, 78, 79, 80] and (11) only holds in
the renormalized sense (compactness for ρn is a consequence of averaging lemmas). ⊓⊔

2.3 Are the solutions of the limit problem stationary ?

In this paragraph, we provide some rigorous results ensuring the stationarity of the solutions of the
limit problem (11). If f∞ ∈ Ker Q depends only on |v|2 (examples 2, 3 and 4), we apply the following

Lemma 2.3 Let f ∈ L1
loc be a solution of the Vlasov equation in the renormalized sense. If f is even

(or odd) with respect to the v variable, then it does not depend on t.
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The proof is straightforward. The operator ∂t conserves the v parity while v ·∇x − (∇xφ+∇xφ0) ·∇v

transforms the v parity into its opposite. ⊓⊔

Corollary 2.4 Let f be a solution of (11) with Q = QE, QFP,α, Qα, Qee,α + QE, Qee,α + Qα,
Qee,α + QFP,α or a linear combination of these operators (with nonnegative coefficients). Then f
does not depend on t, and is nothing else than the function M defined in (4) under the additional
assumption that there are no closed characteristics if Q = QE.

The proof is an immediate application of Lemma 2.3. Indeed, using the H-Theorem, we deduce
that the kernel of a (nonnegative) linear combination of the above collision operators is equal to the
intersection of the kernels. Therefore, any function f satisfying Q(f) = 0 is even with respect to v.
The assumption that there are no closed characteristics means that any characteristics is connected
to the boundary, which proves that f ≡M . ⊓⊔

If d = 1, a sufficient condition to avoid closed characteristics is the condition −d2φ0

dx2 ≥ 0. For the
pure Vlasov-Poisson system (Q ≡ 0) proving that f∞ is stationary is an interesting open problem. It
is true (when d = 1) if the potential is analytic:

Theorem 2.5 Assume that γ satisfies Property (P) and consider a solution (f, φ) of the limit prob-
lem (11) (with Q ≡ 0) on the interval ω = (0, 1). If φ0 is analytic in x with C∞ (in time) coefficients

and if φ0 is analytic with −d2φ0

dx2 ≥ 0 on ω, then (f, φ) is the unique stationary solution, given by:
f = M , φ = U [M ].

Proof. Without loss of generality, we assume that φ0(0) = 0 and φ0(1) ≥ 0 in such a way that
φ′0(0) ≥ 0. Defining the characteristics t 7→ (X,V )(t) = (X,V )(t;x, v, s) as the unique solutions of

∂X

∂t
= V ,

∂V

∂t
= −∂φ

∂x
(X, t) − dφ0

dx
(X) ,

X(s;x, v, s) = x , V (s;x, v, s) = v ,

(12)

corresponding to a given (s;x, v) ∈ IR × Ω, there exists an interval (Tin(s;x, v),Te(s;x, v)) on which
the characteristics are defined. This interval is such that:

• Tin(s;x, v) = −∞ or (Xin, Vin)(s;x, v) := (X,V )(Tin(s;x, v);x, v, s) ∈ Γ−,

• Te(s;x, v) = +∞ or (Xe, Ve)(s;x, v) := (X,V )(Te(s;x, v);x, v, s) ∈ Γ+.

Step 1 : the electric field is repulsive at x = 0. Along the characteristics, the total energy satisfies

∂

∂t

[

1

2
|V |2 + φ(X, t) + φ0(X)

]

=
∂φ

∂t
(X, t) .

As a consequence, there exists vM > 0 depending on ‖φ+φ0‖L∞ and ‖∂tφ‖L∞ such that the following
properties hold for v > vM

• for all x ∈ (0, 1) and s ∈ IR, −∞ < Tin(s;x, v) < s < Te(s;x, v) < +∞,

• Xin(s;x, v) = 0,

• |Vin(s;x, v)|2 ≤ |v|2 + 2CM where CM only depends on vM .

We claim that this ensures the existence of a constant C1 > 0 such that ρ(x, t) =
∫

IRd f(x, v, t) dv ≥ C1,
which implies, thanks to the Poisson equation, the existence of a positive constant C2 > 0 such that
for any t ∈ IR,

∂φ

∂x
(0, t) ≥ C2 .
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To prove our claim, we first deduce from the Vlasov equation and the boundary condition that

f(x, v, t) = f(0, Vin(x, v, t),Tin(x, v, t)) = γ

(

1

2
|Vin(x, v, t)|2

)

.

In view of the above estimates on Vin and due to the decay of γ, we get the estimate

ρ(x, t) ≥
∫ +∞

vM

γ

(

1

2
|v|2 + CM

)

dv =: C1 > 0 .

The conclusion then holds with C2 = 1
2 C1 using

0 = −
∫ 1

0

∂φ

∂x
(x, t) dx ≥

(

−∂φ
∂x

(0, t)x + C1
x2

2

)

|x=1

.

Step 2 : Analysis of the characteristics in a neighborhood of (0, 0, t). Since the electric field ∂φ
∂x is (uni-

formly in t) positive in a neighborhood of x = 0+, there exists xM ∈ (0, 1) such that for every
x0 ∈ (0, xM ) and every t0 ∈ IR

−∞ < Tin(t0, x0, 0) < t0 < Te(t0, x0, 0) < +∞ and Xin(t0, x0, 0) = Xe(t0, x0, 0) = 0 .

Saying that f is constant along the characteristics means f(Xin, Vin,Tin) = f(Xe, Ve,Te). Besides, we
deduce from the boundary conditions (11) that

f(Xin, Vin,Tin) = γ

(

1

2
|Vin|2

)

, f(Xe, Ve,Te) = γ

(

1

2
|Ve|2

)

.

Since γ is strictly decreasing, this yields

|Vin(t0, x0, 0)| = |Ve(t0, x0, 0)| ∀ (x0, t0) ∈ (0, xM ) × IR .

We claim that this is enough to ensure that φ is stationary (see Corollary A.2 in Appendix A).
The existence and uniqueness results for the solutions of the stationary Vlasov-Poisson system when
−∂xxφ0 ≥ 0 can be found in [56]. ⊓⊔

Analyticity results are available only for whole space or periodic evolution problems [14] (note that
analyticity is the standard framework for the study of the Landau damping [25, 32, 51]). We are not
aware of any analyticity result for boundary value problems. In the above theorem, the assumption
on φ0 is made only to avoid closed characteristics [89].

2.4 A uniqueness result for the BGK approximation of the Boltzmann operator

In this paragraph, we shall only consider the case of the BGK approximation Qα (α ≥ 0) of the
Boltzmann collision operator for fermions, in the case of a boundary condition g which is not necessarily
compatible, in the sense of Assumptions (H4)-(H5), with Q = Qα and without self-consistent potential:

v · ∇xf −∇xφ0 · ∇vf = Qα(f) ∀ (x, v) ∈ Ω

f(x, v) = g(x, v) ∀ (x, v) ∈ Γ− (13)

has a solution such that 0 ≤ f(x, v) ≤ FD(x, v) =
(

α+ e(
1

2
|v|2+φ0(x)−µ)/θ

)−1
as soon as

0 ≤ g ≤ FD on Γ− (14)

(see [87] in the case α = 0, [84] if α > 0). With relative entropy methods, one may first prove a
uniqueness result whose proof is inspired by the arguments developed in [87, 84].
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Theorem 2.6 Assume that α ≥ 0 and consider two nonnegative solutions f1 and f2 of (13) such that

for any (x, v) ∈ Ω, fi(x, v) ≤ FD(x, v) =
(

α+ e(
1

2
|v|2+φ0(x)−µ)/θ

)−1
(for i = 1, 2). Then f1 = f2.

Note here that we do not make any assumption on φ0 saying for instance that there are no closed
characteristics. The proof of Theorem 2.6 is deferred to Section 4. Let us denote by fs the unique
stationary solution of (13). A computation similar to the one of Theorem 2.6 provides the following
result on large time asymptotics.

Theorem 2.7 Assume that α ≥ 0. If (14) is satisfied, then any solution of

∂tf + v · ∇xf −∇xφ0 · ∇vf = Qα(f) , t > 0 , (x, v) ∈ Ω

f(x, v) = g(x, v) , (x, v) ∈ Γ− (15)

with an intial data f0 such that 0 ≤ f0 ≤ FD ∗-weakly converges in L∞(Ω), as time tends to +∞,
towards the unique stationary solution fs of (13).

3 Application to the examples of Section 1

This section is devoted to proofs of the results on large time limits (without the formal assumptions
of Corollary 2.2) and on the limiting solution (Corollary 2.4) in each of the Examples of Section 1.
Details are given for the pure Vlasov-Poisson system (Example 1), the case of a linear elastic collision
operator (Example 4) and the BGK approximation of the Boltzmann operator (Example 3). Only brief
indications and references to the existing literature are given for the Vlasov-Poisson-Fokker-Planck
system (Example 2) and the case of an Electron-Electron collision operator (Example 5), which are
(at least for α = 0) more standard.

3.1 Examples 1 and 4: no collision or elastic collisions

We treat in the same way Examples 1 and 4 because the choice of γ is arbitrary in both cases. Note
that the solution f of the time dependent problem satisfies a maximum principle in both cases: if f0 is
bounded, then f(t) is bounded as well according to sup |f(t)| ≤ max(sup |f0|, sup γ). The L∞ bound
will be useful for passing to the limit. Throughout this section, we shall assume that

(H6)
f0 ∈ L1

x,v ∩ L∞
x,v , |v|2f0 ∈ L1

x,v and Σγ [f0|M ] < +∞ .

Moreover, we require that

(H7)
∫ +∞

0
s(d+1)/2 γ(s) ds < +∞ ,

so that
∫

IRd |v|3γ(|v|2) dv makes sense, and we assume that

(H8)
γ′ is bounded on [−A,+∞) for any A > 0 .

We shall first prove two preliminary results and then state a theorem which covers the results of
Theorem 2.1 and Corollary 2.2 at once.

Lemma 3.1 Under Assumptions (H6)-(H8), there exists a positive constant CA such that
for any (u, v) ∈ [0, A]2,

βγ(u) − βγ(v) − β′γ(v)(u − v) ≥ 1
2 CA |u− v|2 ,

and
(

γ−1(u) − γ−1(v)
)

(v − u) ≥ CA |u− v|2 .



Relative entropies in bounded domains 13

Proof. Since −(γ−1)′(u) = −(γ′ ◦ γ−1(u))−1 and −γ′(u) ≤ C according to (15), we have, for any
u ∈ [0, A], −(γ−1)′(u) ≥ 1/C. Consequently,

βγ(u) − βγ(v) − β′γ(v)(u − v) = − ∫ u
v

(

∫ t
v (γ−1)′(s) ds

)

dt ≥ 1
2C |v − u|2 .

and
(

γ−1(u) − γ−1(v)
)

(u− v) = γ−1(u)−γ−1(v)
v−u (v − u)2 ≥ 1

C |v − u|2 .

which proves the result with CA = 1/C. ⊓⊔

Corollary 3.2 Let A > 0. Under Assumptions (H6)-(H8), there exists a positive constant CA such
that for all f, g ∈ L2

x,v(Ω) with 0 ≤ f ≤ A and 0 ≤ g ≤ A a.e., we have:

(i) Σγ [f |g] ≥ CA‖f − g‖2
L2

x,v(Ω)

(ii) Σ+
γ [f |g] ≥ CA‖f − g‖2

L2(Γ+, dσ)

(iii) Assume that χ is symmetric, measurable, positive a.e. on {(v, v′) ∈ IRd × IRd : |v| = |v′|}, and
consider the linear elastic collision operator QE defined by (5). Then

D[f ] ≥ 1

2
|Sd−1|CA

∫ ∫

IRd×Sd−1

|v|d−2χ(v, |v|ω) |f(v) − f(|v|ω)|2 dω dv ,

where dω is the measure induced by Lebesgue’s measure on the unit sphere Sd−1 of IRd.

Proof. (i) and (ii) are straightforward consequences of Lemma 3.1. To prove (iii), we use again
Lemma 3.1, applied to

D[f ] = −
∫

QE(f)γ−1(f) dv = −1

2

∫

IRd×IRd
χ(v, v′)δ(|v|2 − |v′|2)(f − f ′)(γ−1(f) − γ−1(f ′)) dvdv′ .

⊓⊔

These estimates allow us to prove rigourously a result on the large time behaviour for QE. The
existence of solutions can be found in [11, 1, 78, 79, 80]. In these references, stability results are also
proved for renormalized solutions.

Theorem 3.3 Assume that (H6)-(H8) hold and that χ is symmetric, measurable, nonnegative. The
Vlasov-Poisson-Boltzmann system (1) with Q = QE or Q = 0 admits a weak solution f ∈ L∞(IR+×Ω)
such that

‖f(·, ·, t)‖L∞ ≤ max

(

‖f0‖L∞ , γ

(

inf
∂ω
φ0

))

.

The sequence (fn, φn) defined by (10) converges up to the extraction of a subsequence, ∗-weakly in
L∞(IR+×Ω) × L∞

loc(IR
+,H1

0 (Ω)), towards a solution (f∞, φ∞) of (11). In case Q = QE, if v 7→
infv∈IRd

∫

|ω|=1 |v|d−2χ(v, |v|ω) dω is positive a.e., then (f∞, φ∞) is stationary.

Proof. The L∞ estimate is straightforward in case Q = 0. For Q = QE , we may use the fact that
QE(1) = 0 and use the decomposition QE(f) = Q+

E(f) − λf where

Q+(f) = |v|d−2
∫

Sd−1

χ(v, |v|ω) f(|v|ω) dω and λ = |v|d−2
∫

Sd−1

χ(v, |v|ω) dω = Q+(1) .

The existence proof of f goes as follows. For a given φ, we remark that f has to solve

∂tf + v · ∇xf − (∇xφ+ ∇xφ0) · ∇vf + λf = Q+(f) .
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The mapping f 7→ g defined by

{

∂tg + v · ∇xg − (∇xφ+ ∇xφ0) · ∇vg + λg = Q+(f) ,
g|t=0 = f0 , g|Σ− = γ(1

2 |v|2 + φ0) .

is contractive in L∞((0, T )×Ω). It has a unique fixed point which can be computed with an iteration
scheme. Starting the iteration procedure from a nonnegative initial point, the Maximum Principle is
satisfied at each step, which implies that the solution f is nonnegative if f0 ≥ 0 and γ ≥ 0. On the
other hand, for any K ∈ IR, K − f also satisfies the same equation with f0 and γ(1

2 |v|2 +φ0) replaced
by K − f0 and K − γ(1

2 |v|2 + φ0) respectively, which proves the Maximum Principle for a solution
of (1).

Let (fn(x, v, t), φn(x, t)) = (f(x, v, t + tn), φ(x, t + tn)) with limn→+∞ tn = +∞ and consider the
limit as n→ +∞. According to (9),

limn→+∞
∫+∞
0 Σ+

γ [fn(·, ·, t)|M ] dt = 0 , limn→+∞
∫+∞
0

∫

ω D[fn(x, ·, t)] dx dt = 0 if Q = QE ,

supt∈IR+ Σγ [fn(·, ·, t)|M ] ≤ C and ‖fn‖L∞ ≤ C .

Using the stability result in [78], up to the extraction of a subsequence,

fn ⇀ f∞ weak-∗ in L∞(IR+ × Ω)

φn ⇀ φ∞ weak-∗ in L∞
loc(IR

+,H1
0 (IRd

x))

and (f∞, φ∞) is a solution of the Vlasov-Poisson-Boltzmann system. It follows from Corollary 3.2, (ii)
and (iii), that

limn→+∞
∫ +∞
0

∫

ω

∫

Sd−1 |v|d−2χ(v, |v|ω) |fn(x, v, t) − fn(x, |v|ω, t)|2 dω dxdv dt = 0

and limn→+∞
∫+∞
0 ‖fn −M‖2

L2
Γ
dt = 0 ,

which implies that f∞|Γ+ = M|Γ+ and f∞(v) = f∞(|v|ω) for ω ∈ Sd−1. We conclude the proof of
Theorem 3.3 by applying Lemma 2.3. ⊓⊔

3.2 Example 2: the linear Fokker-Planck operator

We consider the linear Fokker-Planck operator (corresponding to α = 0):

QFP,0(f) = divv(vf + θ∇vf) .

In the whole space case, the corresponding evolution equation has been analyzed in [20] and the large
time asymptotics have been studied in details in [21, 46]. The existence results have been adapted to
bounded domains in [80], where further stability results are proved. These stability results allow us
to construct a renormalized solution of the Vlasov-Poisson-Fokker-Planck equation which satisfies the
integrated in time entropy inequality. Since the function γ is given by γ(u) = C e−u/θ and since the
following inequality holds

∫

QFP (f) log

(

f

Mθ

)

dv = −
∫

1

θf
|vf + θ∇vf |2 dv ,

the entropy inequality takes the form

Σγ [f(t)|M ] +

∫ t

0
Σ+

γ [f(s)|M ] ds +

∫ t

0

∫

Ω

1

θf
|vf + θ∇vf |2 dvdx ds ≤ Σγ [f0|M ]
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where Σγ [f |g] = θ
∫

Ω

[

f log
(

f
g

)

− f + g
]

dx dv + 1
2 |∇U [f − g]|2 dx. In [80], it is proved that any

sequence of renormalized solutions of the Vlasov-Poisson-Fokker-Planck system which satisfies the
above entropy inequality has a subsequence which weakly converges in L1 towards a renormalized
solution of the same system. We apply this stability result to a sequence fn(x, v, t) = f(x, v, t + tn).
Then, we have a uniform bound in L1 for fn. Besides, a Cauchy Schwartz inequality leads to

∫+∞
0

(
∫

Ω
|vfn+θ∇vfn| dvdx)

2

∫

Ω
θfndvdx

ds ≤∫+∞
0

∫

Ω
1

θfn
|vfn + θ∇vfn|2 dvdx ds =

∫+∞
tn

∫

Ω
1
θf |vf + θ∇vf |2 dvdx ds

→ 0 as n→ +∞

which proves that limn→+∞ ‖vfn(·, s)+ θ∇v(·, s)fn‖2
L1(Ω) = 0. This shows that the weak limit f∞ of a

converging subsequence is a Maxwellian: f∞ = ρ(x, t)Mθ(v). Exactly as in [21], f∞ is a renormalized
solution of the Vlasov-Poisson-Fokker-Planck system whose unique Maxwellian solution is given by (4)
with γ(u) = C e−u/θ. Thus we obtain the

Theorem 3.4 Consider the problem (1) with Q = QFP . Under Assumptions (H1), (H2) and (H6),
the sequence (fn) weakly converges in L∞((0, T ), L1

x,v) towards the unique sationary solution M defined
by (4).

3.3 Example 3: semiconductor BGK model

In this paragraph, we are going to give detailed estimates which allow us to prove directly that the
large time limit is in the kernel of the collision operator, without proving the convergence of Qα(fn)
to Qα(f∞) in D′. We deal either with the standard BGK model (α = 0) or with the BGK model for
fermions (α > 0):

Qα(f) =

∫

IRd
σ(v, v′)

[

Mθ(v)f(v′)(1 − αf(v)) −Mθ(v
′)f(v)(1 − αf(v′))

]

dv′ ,

where σ is such that there exists two positive constants σ0 and σ1 for which

σ0 ≤ σ ≤ σ1 .

Existence results are known and we may recall the following result (the cases α = 0 and α > 0 have
been treated in [77] and [81, 82] respectively).

Theorem 3.5 Let α ∈ IR+ and f0 be a L1(Ω) nonnegative function such that 0 ≤ f0 ≤ α−1 a.e.
and Σγ [f0|M ] < +∞. Then the Vlasov-Poisson-Boltzmann equation (1) with Q = Qα admits a
renormalized solution f such that 0 ≤ f ≤ α−1 a.e.

Also recall that γ(u) = (α + e(u−µ)/θ)−1 and γ−1(s) = µ − θ log( s
1−αs ). With these notations, the

integrand of the relative entropy takes the form

βγ(u) − βγ(v) − β′γ(v)(u − v) = θ

∫ u

v

(
∫ s

v

dt

t(1 − αt)

)

ds .

Lemma 3.6 Let (u, v) ∈ (0, α−1)2. Then

βγ(u) − βγ(v) − β′γ(v)(u − v) ≥ θ

(

u log

(

u

v

)

− u+ v

)

.

This lemma is a straightforward consequence of the identity 1
t(1−αt) ≥ 1

t which is verified for any

t ∈ (0, α−1). Note that if f is a solution of the Vlasov-Poisson-Boltzmann equation (1) with Q = Qα

and if fn is defined as above, for any t > 0, we may use the Csiszár-Kullback inequality to obtain:

Σγ [fn(t)|M ] ≥ θ ‖fn(t)‖L1(Ω) log

(

‖fn(t)‖L1(Ω)

‖M‖L1(Ω)

)

+
θ

4 ‖fn(t)‖L1(Ω)

∥

∥

∥

∥

∥

f −
‖fn(t)‖L1(Ω)

‖M‖L1(Ω)
·M

∥

∥

∥

∥

∥

2

L1(Ω)
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where fn(t) stands for fn(·, ·, t). A similar formula holds for Σ+
γ on the boundary. The relative

entropy and the relative entropy flux control the distance between f and M in L1(Ω) and in L1(Γ−)
respectively.

Lemma 3.7 There exists a positive constant C > 0 such that for any nonnegative measurable function
f on Ω such that f ≤ α−1 a.e., the following estimate holds:

∫

ω
D[f ](x) dx ≥ C

‖f‖L1(Ω)

(∫

Ω

∣

∣f(1 − αf ′)M ′
θ − f ′(1 − αf)Mθ

∣

∣ dxdv

)2

.

Proof. Using the fact that σ(v, v′) ≥ 4C > 0, let us compute 1
θ

∫

ω
D[f ](x) dx.

−
∫

Ω
Qα(f) log g dxdv ≥ 4C

∫

Ω×IRd
MθM

′
θ (1−αf)(1−αf ′)(g − g′)(log g−log g′) dxdvdv′

where g = f
(1−αf)Mθ

. Using the identity

(a− b)(log a− log b) ≥ (
√
a−

√
b)2 ≥ (a− b)2

2(a+ b)

for any a, b > 0, we get

∫

ω
D[f(x, ·)] dx ≥ 2C

∫

Ω×IRd

MθM
′
θ(1 − αf)(1 − αf ′)(g − g′)2

g + g′
dxdvdv′

≥ 2C

∫

Ω×IRd

(f(1 − αf ′)M ′
θ − f ′(1 − αf)Mθ)

2

f(1 − αf ′)M ′
θ + f ′(1 − αf)Mθ

dxdvdv′ .

Besides, the Cauchy-Schwarz inequality:
∫

(X2/Y ) ≥ (
∫ |X|)2/(∫ Y ) leads to

∫

ω
D[f(x, ·)] dx ≥ 2C

(

∫

Ω×IRd |f(1 − αf ′)M ′
θ − f ′(1 − αf)Mθ|dxdvdv′

)2

∫

Ω×IRd

(

f(1 − αf ′)M ′
θ + f ′(1 − αf)Mθ

)

dxdvdv′
.

Using the estimates 0 ≤ 1 − αf ≤ 1 and
∫

IRd Mθ dv = 1, we find

∫

f(1 − αf ′)M ′
θ dxdvdv

′ ≤ ‖f‖L1 ,

which proves that the above denominator is bounded by 2‖f‖L1 and the Lemma is proved. ⊓⊔

We can now rephrase Corollary 2.2 as follows.

Theorem 3.8 Under Assumptions (H1)-(H2), consider an unbounded increasing sequence (tn)n∈IN

and the solution f of Theorem 3.5. Then (fn, φn) defined by (10) weakly converges in L1(IR+
loc

× Ω)
and ∗-weakly converges in L∞

loc(IR
+,H1

0 (ω)) to the unique stationary solution, namely (M,U [M ]).

Proof. We deduce from Lemma 3.7 that both ‖fn(·, ·, t)‖L1(Ω) and ‖fn log fn(·, ·, t)‖L1(Ω) are both
bounded uniformly in n ∈ IN and t ≥ 0. The stability theorem in [77] implies that up to the extrac-
tion of a subsequence fn and φn converge weakly in L1(IR+

loc
× Ω) and L∞(IR+

loc
, H1(ω)) respectively

towards a solution of the limit problem. Moreover, since limn→+∞
∫ T
0 Σ+

γ [fn(·, ·, t)|M ] dt = 0, then
limn→+∞ ‖fn −M‖L1([0,T ]×Γ) = 0 , which implies

f∞ = M a.e. on Γ .
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Besides, the identity

lim
n→+∞

∫

Ω×IR+
Qα(fn) log

(

fn

(1 − αfn)Mθ

)

dxdv dt = 0

implies

lim
n→+∞

∫

IR+

(∫

Ω
|fn(1 − αfn′)Mθ − fn′(1 − αfn)M ′

θ| dxdv
)2

dt = 0 .

On the other hand, due to standard averaging lemmas for kinetic equations [53, 54], we have in the
case α > 0,

fn(1 − αfn′)Mθ ⇀ f∞(1 − αf∞′)Mθ

weakly in L2(Ω(x,v) × IRd
v′ × [0, T ]t). Therefore we have

f∞(1 − αf∞′)Mθ = f∞′(1 − αf∞)M ′
θ a.e. ,

which implies that
Qα(f∞) = 0 .

We have then proved that (f∞, φ∞) is a solution of the stationary Vlasov-Poisson system and f∞ is a
Fermi-Dirac function. By Lemma 2.3, it is stationary. We deduce from Theorem 2.6 that f∞ is equal
to M and there is therefore no need to extract a subsequence. ⊓⊔

3.4 Example 5: Boltzmann or Fokker-Planck-Landau collision operators

The Boltzmannn equation has been extensively studied during the last 15 years, so we shall only
briefly sketch how the case with a Poisson coupling and injection boundary conditions can be dealt
with. The main difference with standard approaches is that the total mass is not fixed.

Theorem 3.9 Let φ0 ∈ L∞(Ω) be such that ∇φ0 ∈W 1,1(Ω) and consider a solution f of the Vlasov-
Poisson-Boltzmannn system with a Boltzmann or a Fokker-Planck-Landau collision term such that,
with the notations of Section 2,

Σγ [f(·, ·, t)|M ] ≤ Σγ [f0|M ] .

Then t 7→ M(t) := ‖f(·, ·, t)‖L1(Ω) is uniformly bounded in L∞(IR+) and (fn)n∈IN defined by (10)

weakly converges in L1(IR+
loc × Ω) to (M,U [M ]).

Note here that the condition on φ0 is certainly not optimal: apart from regularity conditions which
have to do with the definition of the characteristics (see [42, 72]), the right condition should be given
in terms of the existence of a lower bound for the functional which defines U [M ] or equivalently in
terms of the existence of a lower bound for

∫

Ω βγ(f) dxdv (see [46] for a discussion of the notion of
confinement and [46, 47] for the equivalence of these conditions).

Proof. Consider first the case α > 0 (statistics of fermions) and assume that φ0 ≥ 0. Since 0 ≤ f ≤ 1
α

a.e., for almost all t > 0, the function f(·, ·, t) is bounded in L1(Ω) as soon as
∫

Ω f(x, v, t) |v|2 dxdv is
bounded uniformly with respect to t. Let us prove that f(·, ·, t) is also relatively compact.

1) for any given τ ∈ (0, 1):

Σγ [f |M ] ≥ τ

2

∫

Ω
|v|2 f(x, v, t) dxdv+(1−τ)

∫

Ω

[

f(x, v, t)

(

1

2
|v|2+

1

2
φ+φ0

)

+
θ

1 − τ
β(f)

]

dxdv+C

for some constant C ∈ IR, with β(f) = f log f+ 1
α(1−αf) log(1−αf) if α > 0 and β(f) = f log f

if α = 0.
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2) According to Lemma 3.6, the term

∫

Ω

[

f

(

1

2
|v|2 +

1

2
φ+ φ0

)

+
θ

1 − τ
β(f)

]

dxdv ≥ θ

1 − τ

∫

Ω
f log

(

f

g

)

dxdv

with log g = ( θ
1−τ )−1(1

2 |v|2 + 1
2φ+ φ0) is bounded from below by Jensen’s inequality:

∫

Ω
f log

(

f

g

)

dxdv ≥
(∫

Ω
f dxdv

)

log

(

∫

Ω f dxdv
∫

Ω g dxdv

)

,

since g is bounded in L1(Ω).

This also proves that
∫

Ω |v|2 f(x, v, t) dxdv is uniformly bounded and gives an upper bound for M(t):

Σγ [f |M ] ≥ θM(t) log (M(t)) − CM(t) ,

for some C ∈ IR. The weak compactness in L1 then follows by Dunford-Pettis’ criterion (see [50]). ⊓⊔

Up to these preliminary estimates, the method is more or less standard and we will only refer to
the existing literature. In case α = 0, for the Boltzmann collision operator, one has to use the notion of
renormalized solutions for the Boltzmann equation in IRd (see [43, 44, 50] or [41] for the Vlasov-Poisson
system and an adapted notion of trace [78]). For detailed results, we refer to [79]. As far as we know,
there is no satisfactory notion of renormalized solution of the inhomogeneous Fokker-Planck-Landau
equation, for which stability results would be available and large time asymptotics only hold at a
formal level. Note that relative entropy type estimates are also used in the proof of the existence of
stationary solutions (with uncompatible boundary conditions) of the Boltzmann equation in a slab,
without Poisson coupling: see [3, 4]. The case of the Boltzmann collision operator with α > 0 is easier
(see [45] for the Cauchy problem in IRd) and details are left to the reader. Because of the entropy
inequality, the limit is therefore in the kernel of QB

ee,α, which ends the proof of Theorem 3.9. ⊓⊔

4 Relative entropy and uniqueness

In this Section, we consider the case without self-consistent potential φ (no Poisson coupling), when
the collision operator is the BGK approximation of the Boltzmann collision operator for fermions
given by

Qα(f) =

∫

IRd
σ(v, v′)

[

Mθ(v)f(v′)(1 − αf(v)) −Mθ(v
′)f(v)(1 − αf(v′))

]

dv′ .

We shall prove by relative entropy methods uniqueness results even when the boundary conditions are
not necessarily compatible with Qα. The case α = 0 will be referred as the linear case while the case
α > 0 will be called the nonlinear case. The uniqueness result for stationary solutions (Theorem 2.6) is
an extension of the method of Poupaud in [88]. It is a first answer to the long standing open question
concerning the uniqueness of the stationary states for nonlinear collision operators like the Boltzmann
collision kernel. The method also applies to large time asymptotics (Theorem 2.7).

4.1 Stationary solutions: proof of Theorem 2.6

Consider on Ω the stationary equation

v · ∇xf −∇xφ0 · ∇vf = Qα(f)

with the boundary condition f = g on Γ−. Let f1 and f2 be two solutions.
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The linear case. We assume first that α = 0 and consider a nonnegative strictly convex function
H : IR→ IR+ such that H(0) = 0. Let h = f2 − f1 and consider m defined by

m(x, v) = e−( 1

2
|v|2+φ0(x))/θ ∀ (x, v) ∈ Ω .

It is a stationary solution of the Vlasov equation

v · ∇xm−∇xφ0 · ∇vm = 0

(which does not satisfy the injection condition on Γ−). The function mH( h
m) satisfies

(v∇x −∇xφ0 · ∇v)

(

mH

(

h

m

))

= Q0(h)H
′
(

h

m

)

.

Integrating this identity with respect to x and v leads to

∫

Γ+

mH

(

h

m

)

dσ −
∫

Ω
Q0(h)H

′
(

h

m

)

dxdv = 0 .

Since H is positive on IR \ {0} and H ′ is strictly increasing on IR+, both terms have to vanish (for
any fixed x ∈ ω, m(x, v) is proportional to mθ(v)). Therefore h vanishes on the boundary ∂Ω and
Q0(h) = 0, which is possible only if h′

m′
θ

= h
mθ

a.e. in Ω: there is a function ρ(x) defined on Ω such

that h(x, v) = ρ(x)mθ(v) for any (x, v) ∈ Ω. Since h is a solution of (13), we immediately obtain
∇xρ− ρ∇xφ0 = 0: ρ ≡ 0 = h|Γ.

The nonlinear case. The proof in this case is slightly more complicated. It relies on the use of the
inequality

∫

IRd
[Qα(f1) −Qα(f2)] · sgn(f1 − f2) dv ≤ 0 ,

with equality if and only if f1 − f2 has a constant sign. This is a consequence of the identity

∫

IRd
[Qα(f1) −Qα(f2)]·sgn(f1−f2) dv = −1

2

∫

IRd
σ(v, v′)|f1−f2|

(

1−sgn(f1−f2)·sgn(f ′1−f ′2)
)

·P dvdv′ ,

where certainly P := M ′
θ(1 − αf ′1) + αMθf

′
2 +M ′

θ(1 − αf ′2) + αMθf
′
1 is positive a.e. and 1 − sgn(f1 −

f2) ·sgn(f ′1−f ′2) ≥ 0. We proceed in analogy with the linear case. Namely, if we consider two solutions
f1 and f2 of (13), the difference h = f1 − f2 satisfies

v · ∇x|h| − ∇xφ0 · ∇v|h| = [Qα(f1) −Qα(f2)] · sgn(h).

with zero inflow boundary conditions. Integrating this equation with respect to x and v yields

∫

Γ+

|h| dσ −
∫

Ω
[Qα(f1) −Qα(f2)] · sgn(h) dxdv = 0

which implies that h vanishes on the whole boundary ∂Ω and that for almost every x ∈ Ω, h(x, ·)
has a constant sign (which may depend on x). The last property can be rewritten as follows: for any
function S(x, v, v′) for which the integrals make sense,

[∫

S(x, v, v′)h(x, v′) dv′
]

· sgn(h(x, v)) =

∫

S(x, v, v′) |h(x, v′)| dv′.

Thus h is a solution of

v · ∇x|h| − ∇xφ0 · ∇v|h| + λ|h| =

∫

IRd
σ1|h′| dv′ (16)
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with h = 0 on ∂Ω,

λ(x, v) =
∫

IRd σ(v, v′)

[

αMθ(v)f1(x, v
′) + (1 − αf1(x, v

′))Mθ(v
′)

]

dv′

and σ1(x, v, v
′) = σ(v, v′)

[

Mθ(v)(1 − αf2(x, v)) + αMθ(v
′)f2(x, v)

]

.

The function λ is a bounded positive function. We claim that this implies that h = 0. Indeed, let
(x0, v0) ∈ Ω with |v0| large enough in such a way that any characteristics with initial conditions in
(x, v) ∈ Br(x0) × Br(v0) (with r > 0) is open. Let ψ be a nonnegative smooth function which is
strictly positive on Br(x0) ×Br(v0). The solution θ of

v · ∇xθ −∇xφ0 · ∇vθ − λθ = ψ , θ = 0 on Σ−, (17)

is nonnegative and does not vanish on Br(x0)×Br(v0). Let us give a short proof of this fact. Assume
that the characteristics which is given by

∂X

∂t
= V ,

∂V

∂t
= −∇xφ0(X) ,

X(x, v, 0) = x , V (x, v, 0) = v ,

exists on a maximal interval (Tin(x, v),Te(x, v)) ∋ 0. If such a characteristics is open, this means that
either Tin(x, v) > −∞ and X(x, v,Tin(x, v)) ∈ ∂ω, or Te(x, v) < +∞ and X(x, v,Te(x, v)) ∈ ∂ω. Note
that since θ is a steady state, the problem is autonomous, so we dont need to introduce a specific
initial time (with the notations of (12), X(t;x, v, s) is replaced by X(t − s;x, v, 0) = X(x, v, t − s)).
Let Λ(x, v, t) =

∫ t
0 λ(X(s), V (s)) ds. If Tin(x, v) > −∞, θ is represented by the integral formula

θ(x, v) =

∫ 0

Tin(x,v)
e−Λ(x,v,s)ψ(X(s), V (s)) ds ,

is therefore nonnegative and does not vanish on Br(x0)×Br(v0). A similar formula holds if Te < +∞.

Using (16), (17) and Green’s formula, we deduce that

∫

Ω
|h(x, v)|ψ(x, v) +

∫

Ω

(∫

IRd
σ1(x, v, v

′)|h(x, v′)| dv′
)

θ(x, v) dxdv = 0 .

which implies that
∫

IRd σ1(x, v, v
′)|h(x, v′)| dv′ vanishes on Br(x0)×Br(v0). Since σ1 does not vanish,

this implies that h vanishes on Br(x0)× IRd. We conclude that h vanishes identically, since x0 can be
arbitrarily chosen in ω. ⊓⊔

4.2 Large time asymptotics: proof of Theorem 2.7

The above method is also usefull for the study of large time asymptotics. It gives the convergence
to the unique stationary solution and shows the connection with relative entropy formulations which
have been extensively used throughout the rest of this paper. We denote by h the function f − fs.

The linear case. Multiplying the Equation (15) by H ′( h
m) and integrating with respect to (x, v), we

obtain the identity

d

dt

∫

Ω
mH

(

h

m

)

dxdv +

∫

Γ+

mH

(

h

m

)

dσ −
∫

Ω
Q0(h)H

′
(

h

m

)

dxdv = 0 .

According to the same strategy as in Section 3, we define hn(x, v, t) = h(t + tn, x, v) where tn is an
arbitrary diverging sequence and deduce that up to the extraction of a subsequence, the sequence hn

∗-weakly converges in L∞((0, T )×Ω) towards a function h∞ such that Q0(h∞) = 0, ∂th∞+v ·∇xh∞−
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∇xφ0 · ∇vh∞ = 0 and h∞ = 0 on ∂Ω. The first identity implies that h∞ is a Maxwellian, which is
even with respect to v and is therefore stationary in view of Lemma 2.3. Theorem 2.6 then implies
that h∞ = 0.

The nonlinear case. As in the proof of Theorem 2.6, a simple computation gives

d

dt

∫

Ω
|h| dxdv +

∫

Γ+

|h| dσ −
∫

Ω
[Qα(f) −Qα(fs)] · sgn(h) dxdv = 0 .

The ∗-weak limit h+
∞ in L∞((0, T ) × Ω) of a subsequence of h+

n = |h(·, ·, · + tn)| defined as above
satisfies

∂th
+
∞ + v · ∇xh

+
∞ −∇xφ0 · ∇vh

+
∞ + λ∞h

+
∞ =

∫

IRd
σ1 |(h+

∞)′| dv′

where λ∞ =

∫

IRd
σ(v, v′)

[

αMθ(v)f∞(x, v′) + (1 − αf∞(x, v′))Mθ(v
′)

]

dv′

and σ1(x, v, v
′) = σ(v, v′)

[

Mθ(v)(1 − αfs(x, v)) + αMθ(v
′)fs(x, v)

]

,

where f∞ is, up to the extraction of a further subsequence, the limit of f(·, ·, ·+ tn). The convergence
in the collision term holds for the same reason as in the proof of Theorem 2.6. On the other hand
h+
∞(x, v, t) = 0 for all t > 0, (x, v) ∈ ∂Ω. As in the proof of Theorem 2.6 again, this implies that
h+
∞ = 0. But since |f∞ − fs| ≤ h+

∞, we deduce that f∞ = fs. ⊓⊔

5 Other boundary conditions

This section is devoted to further considerations on relative entropies corresponding to various types
of boundary conditions. The case of diffuse reflection boundary conditions is studied with some
details: after a definition of such boundary conditions, which are such that the total mass is preserved,
stationary solutions are found using a variational approach. These solutions are then used to define a
relative entropy, which describes the irreversibility, and gives the uniqueness of the stationary solution
when there is no closed characteristics, exactly like in the case of injection boundary conditions.
Conditions preserving the energy and the mass are then introduced and further remarks are done
concerning other types of possible boundary conditions.

5.1 Diffuse reflection boundary conditions (DRBC)

Here we consider as in Section 1 the full Vlasov-Poisson-Boltzmann system



























∂tf + v · ∇xf − (∇xφ+ ∇xφ0) · ∇vf = Q(f)

−∆φ =
∫

IRd f(x, v, t) dv

φ|∂ω = 0

(18)

and diffuse reflection boundary conditions for f . These conditions are defined as follows. For any
(x, t) ∈ ∂ω × IR+, let

ρ+(x, t) :=

∫

Σ+(x)
f(x, v, t) v · ν(x) dv . (19)

Assuming that γ is defined on IR, satisfies (P) and is such that lims→−∞ γ(s) = +∞, there exists a
unique function µ : ∂ω × IR+ → IR for which

ρ+(x, t) =

∫

∑−
(x)
γ

(

1

2
|v|2 + φ0(x) − µ(x, t)

)

|v · ν(x)| dv ∀ (x, t) ∈ ∂ω × IR+ . (20)
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With the notation

mf (x, v, t) := γ

(

1

2
|v|2 + φ0(x) − µ(x, t)

)

∀ (x, t) ∈ ∂ω × IRd × IR+ ,

we shall say that f is subject to diffuse reflection boundary conditions (DRBC) if and only if

f(x, v, t) = mf (x, v, t) , ∀ t ∈ IR+ , ∀ (x, v) ∈ Γ− . (21)

Note that under this condition, the total mass is preserved:

d

dt

∫

Ω
f(x, v, t) dxdv = −

∫

Ω
divx(vf(x, v, t)) dxdv = −

∫

Γ
f(x, v, t) dσ̃(x, v) = 0 ,

where dσ̃(x, v) = v ·ν(x) d∂ω(x) ·dv is a signed measure such that dσ̃ = ±dσ on Γ±, with the notations
of Section 1. From now on, we denote by M the L1-norm of f :

M = ‖f(·, ·, t)‖L1(Ω) ∀ t ∈ IR+ .

Under DRBC conditions, we shall now prove the existence of a stationary solution corresponding to
any given mass by the mean of a variational approach. This solution then allows us to define a relative
entropy, which we shall use to prove the uniqueness of the stationary solution. This relative entropy
also describes the irreversibility and the large time asymptotics as in the case of injection boundary
conditions. See the concluding remark of this section for further comments on the denomination:
relative.

5.1.1 A variational formulation in the (DRBC) case

Lemma 5.1 Assume that φ0 is a bounded from below measurable function. For any M > 0, system
(18) supplemented with boundary conditions zero Dirichlet boundary conditions for φ and (21) for f
has at least one nonnegative stationary solution M such that ‖M‖L1(Ω) = M.

Proof. We look for a solution M satisfying the fixed-point equation

M(x, v) = γ

(

1

2
|v|2 + φ0(x) + U [M ] − µM

)

, (22)

where µM is a constant such that

∫

Ω
γ

(

1

2
|v|2 + φ0(x) + U [M ] − µM

)

dxdv = M (23)

(this constant is unique at least for U [M ] fixed). For such an M , the Vlasov equation in (18) is
certainly satisfied. With the same notations as in Section 1, if

g(u) =

∫

IRd
γ

(

1

2
|v|2 + u

)

dv = 2d/2−1|Sd−1|
∫ +∞

0
sd/2−1γ(s+ u) ds ,

to solve the Poisson equation in (18) with f ≡M given by (22) is therefore equivalent to solve

−∆φ = g (φ+ φ0 − µ[φ+ φ0]) , (24)

where µ : W
1,(d−1)/d
0 (ω) → IR is a functional implicitly defined by the condition

∫

ω
g(u− µ[u]) dx = M .
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We refer to [47] for a complete resolution of (24) in a similar case (Neumann boundary conditions).
Let us give a sketch of the proof. The function φ is a critical point in H1

0 ∩W 1,(d−1)/d(ω) of

J [φ] =
1

2

∫

ω
|∇φ|2 dx−

∫

ω
G(φ + φ0 − µ[φ+ φ0]) dx+ Mµ[φ+ φ0] ,

where G is a primitive of g. This functional is convex as can be checked by direct investigation. It is
actually easier to minimize

H[f ] =

∫

Ω

(

βγ(f) + f

(

1

2
|v|2 + φ0

))

dxdv +
1

2

∫

ω
|∇U [f ]|2 dx

on {f ∈ L1
+(Ω) :

∫

Ω f dxdv = M}, where βγ(f) = − ∫ f
0 γ

−1(z) dz. H is also convex (H and J are
related in terms of convex conjugation by Legendre’s transform: see [47]), and a critical point f of H
has to satisfy:

−γ−1(f) + U [f ] + φ0 − λ = 0 ,

where λ = µ[U [f ]+φ0] = µM (according to (23), since f ≡M by the above equation) is the Lagrange
multiplier associated to the constraint

∫

Ω f dxdv = M: it is straightforward to check that such a
critical point f exists, which immediately gives a solution M = f to Equation (22). It is moreover
clear that the boundary condition (21) has to be satisfied, with µ(x, t) ≡ µM. ⊓⊔

At this point, we notice that the solution (22) of (24) is unique because of the convexity of H, but
we did not prove yet that any stationary solution of (18) is necessarily of the form (22).

5.1.2 Relative entropy in the (DRBC) case

Like in the case of injection boundary conditions, we may define the relative entropy and the boundary
entropy flux respectively by

Σγ [g|h] =
∫

Ω(βγ(g) − βγ(h) − (g − h)β′γ(h)) dxdv + 1
2

∫

ω |∇U [g − h]|2 dx

and Σ+
γ [g|h] =

∫

Γ+(βγ(g) − βγ(h) − (g − h)β′γ(h)) dσ .

Recall that Σγ [g|h] and Σ+
γ [g|h] are always nonnegative and vanish if and only if g = h a.e. on Ω

and Γ+ respectively. Exactly as in the injection boundary conditions case, we may first state a result
on the irreversibility.

Theorem 5.2 Let (f, φ) be a solution of (18) supplemented with diffuse reflection (21) and zero
Dirichlet boundary conditions respectively, M = ‖f(·, ·, 0)‖L1(Ω) and assume that Assumptions (H1)-
(H4) hold. We further assume that γ is defined on IR and lims→−∞ γ(s) = +∞. Then the relative
entropy satisfies

d

dt
Σγ [f(t)|M ] = −Σ+

γ [f |mf ] +

∫

Ω
Q(f)

[

1

2
|v|2 − γ−1(f)

]

dxdv ≤ 0 ,

where M is defined by (22)-(23).

Proof. The computations are similar to the case of injection boundary conditions. Notice first that

−
∫

Ω
(f −M)β′γ(M) dxdv =

∫

Ω
(f −M)

(

1

2
|v|2 + φ0(x) + U [M ] − µM

)

dxdv .

Because of the conservation of mass and (23), µM
∫

Ω(f −M) dxdv = 0, and using the properties of U ,

∫

Ω
(f −M)U [M ] dxdv +

1

2

∫

ω
|∇U [f −M ]|2dx =

1

2

∫

ω

(

|∇U [f ]|2 − |∇U [M ]|2
)

dx .
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Thus, only the collision term and the boundary terms contribute to d
dtΣγ [f(t)|M ]:

d
dt Σγ [f(t)|M ] −

∫

Ω
Q(f)

[

1

2
|v|2 − γ−1(f)

]

dxdv

=

∫

Γ

(

βγ(f) − βγ(M) − (f −M)

(

1

2
|v|2 + φ0(x) − µM

))

dσ̃(x, v) .

Certainly,
∫

Γ

(

βγ(M) −M

(

1

2
|v|2 + φ0(x) − µM

))

dσ̃(x, v) = 0 ,

but also
∫

Γ

(

βγ(mf ) −mf

(

1

2
|v|2 + φ0(x) − µ(x, t)

))

dσ̃(x, v) = 0 ,

by definition (20) of µ(x, t). According to (19) and the boundary condition (21), we get
∫

Γ f dσ̃(x, v)=0
and

∫

Γ f(x, v, t)µ(x, t) v · ν(x) dv = 0. Thus

∫

Γ

(

βγ(f) − f(1
2 |v|2 + φ0(x) − µM)

)

dσ̃(x, v)

=
∫

Γ

(

βγ(f) − f(1
2 |v|2 + φ0(x) − µ(x, t))

)

dσ̃(x, v)

=
∫

Γ+

(

βγ(f)−βγ(mf ) − β′γ(mf )(f−mf )
)

dσ(x, v) .

Since β′γ(mf (x, v, t)) = 1
2 |v|2 + φ0(x) − µ(x, t), Theorem 5.2 is proved. ⊓⊔

Corollary 5.3 Under the same assumptions as in Theorem 5.2, if there are no closed trajectories,
and if ω is a C1 bounded connected domain in IRd, then for any M > 0, there exists a unique
continuous nonnegative stationary solution of (18)–(21) with L1-norm M. This solution, M , is given
by (22)–(23).

The condition on φ0 for the uniqueness of the stationary solution (no closed trajectories) is exactly
the same as for the injection boundary conditions. For instance, in dimension d = 1, it would be
sufficient to assume that −φ′′0 > 0.

Proof. Because of Theorem 5.2, if f is a solution of (18)–(21), then

f(x, v) = mf (x, v) = γ

(

1

2
|v|2 + φ0(x) − µ(x)

)

, ∀ (x, v) ∈ Γ

(here we omit the dependence of µ in t since f does not depend on t either). In the following, we shall
do as if φ and φ0 were of class C2. For lower regularity, one has to take advantage of the uniqueness
of the characteristics according to [42]. Consider two points x1 and x2 in ∂ω such that the segment
(x1, x2) is a subset of ω: there exists a characteristics connecting x1 to x2 (Bolza problem in IRd: see
[95] and Appendix B), i.e. a solution of

dX

dt
= V ,

dV

dt
= −∇(φ(X) + φ0(X)) , X(0) = x1 , V (0) = v1

such that for some t > 0, x(t) = x2, for some well chosen v1, with |v1| large enough. Since f is
constant along the characteristics, f(x2, v2) = f(x1, v1). Because f only depends on the energy on the
boundary (up to µ) and since γ is strictly decreasing, we have:

1

2
|v2|2 + φ0(x2) − µ(x2) =

1

2
|v1|2 + φ0(x1) − µ(x1) .

But on the other hand, φ does not depend on t and the energy also is conserved along the character-
istics:

1

2
|v2|2 + φ0(x2) =

1

2
|v1|2 + φ0(x1) .
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This is possible if and only if µ(x2) = µ(x1). See Lemma B.1 in Appendix B for more details on how
to find v. It remains to check that any two points of a C1 connected domain in IRd can be connected
by a finite number of segments in ω, whose extremities are in ∂ω. This is the purpose of Lemma B.2
in Appendix B. Thus µ(x) defined by (19) does not depend on x and we can conclude by applying
Lemma 5.1. ⊓⊔

Depending on the form of the collision kernel, large time results similar to the ones corresponding
to injection boundary conditions of Sections 1-4 can also be established. The adaptation of the proofs
is left to the reader.

5.2 Diffuse reflection boundary conditions preserving the energy

Consider a solution of (18). For any (x, t) ∈ ∂ω × IR+, consider

e+(x, t) :=

∫

Σ+(x)

(

1

2
|v|2 + φ0(x)

)

f(x, v, t) v · ν(x) dv ,

and, as in the case without preservation of the energy,

ρ+(x, t) :=

∫

Σ+(x)
f(x, v, t) v · ν(x) dv .

Because of the monotonicity properties of γ, there exist two functions µ, T : ∂ω× IR+ → IR such that

ρ+(x, t) =

∫

Σ+(x)
γ

(

1

T (x, t)

[

1

2
|v|2 + φ0(x) − µ(x, t)

])

v · ν(x) dv ,

e+(x, t) =

∫

Σ+(x)

(

1

2
|v|2 + φ0(x)

)

γ

(

1

T (x, t)

[

1

2
|v|2 + φ0(x) − µ(x, t)

])

v · ν(x) dv .

With the notation

mf (x, v, t) := γ

(

1

T (x, t)

[

1

2
|v|2 + φ0(x) − µ(x, t)

])

,

for any (x, v, t) ∈ ∂ω× IRd × IR+, f is subject to diffuse reflection boundary conditions preserving the
energy if and only if

f(x, v, t) = mf (x, v, t) , ∀ t ∈ IR+ , ∀ (x, v) ∈ Γ− .

Under these boundary conditions, the mass ‖f(·, ·, t)‖L1(Ω) = M and the total energy

E =

∫

Ω

(

1

2
|v|2 + φ0(x) +

1

2
U [f ]

)

f(x, v, t) dxdv

are conserved. We may then consider a stationary state taking the form

M(x, v) = γ

(

1

TE,M

[

1

2
|v|2 + φ0(x) + U [M ] − µE,M

]

)

, (25)

where µE,M, TE,M are constants such that

∫

Ω γ
(

1
TE,M

[

1
2 |v|2 + φ0(x) + U [M ] − µE,M

])

dxdv = M

and
∫

Ω

(

1
2 |v|2+φ0(x)+

1
2 U [f ]

)

γ
(

1
TE,M

[

1
2 |v|2+φ0(x)+U [M ]−µE,M

])

dxdv = E .
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The existence of such a stationary solution can be proved by variational arguments, but whether
uniqueness holds or not is in general open (see [17]). Note that because of the conservation of mass
and energy,

d

dt

[

∫

Ω
(f −M)β′γ(M)) dxdv +

1

2TE,M

∫

ω
|∇U [f −M ]|2 dx

]

= 0 ,

and the relative entropy takes the simplified form

Σγ [f |M ] =

∫

Ω
(βγ(f) − βγ(M)) dxdv .

The irreversibility is measured by this relative entropy (which coincides with the usual notion of
entropy in thermodynamics, up to a sign convention). Let Σ+

γ [f |mf ] =
∫

Γ+(βγ(f) − βγ(mf )) dσ.

Proposition 5.4 With the above notations,

d

dt
Σγ [f(t)|M ] = −Σ+

γ [f |mf ] +

∫

Ω
Q(f)

[

1

2
|v|2 − γ−1(f)

]

dxdv ≤ 0 .

By an argument similar to the one of Corollary 5.3, it is then easy to prove that any stationary solution
is necessarily of the form (25).

5.3 Remarks on the boundary conditions

To the boundary conditions for f correspond various well known situations of thermodynamics (see [8]).
In the case of injection (resp. diffuse reflection) boundary conditions, the temperature and the chemical
potential (resp. the temperature and the mass) are fixed, so that the energy and the mass (resp.
the energy and the chemical potential) of the system fluctuate: this is the grand canonical (resp.
canonical) framework and the relative entropy can be identified with a grand potential (resp. free
energy) function. The stationary state is uniquely defined in both cases.

When the energy and the mass are fixed (microcanonical framework), the relative entropy can be
identified with an entropy function (in the usual sense of thermodynamics, up to a sign convention),
but a difficulty arises from the lack of uniqueness results of stationary states (see [38, 17]). Other cases
formally enter in our relative entropy formulation: for instance, if the volume is not fixed, one could
prescribe the pressure by requiring the equality of the incoming and outgoing fluxes corresponding to
the first moment in the velocity.

Remark 5.5 Why we use the denomination relative for the entropy arises from the following reason.
In the three examples of boundary conditions studied in this paper (injection boundary conditions, dif-
fuse reflection boundary conditions with fixed temperature and diffuse reflection boundary conditions
preserving mass and energy), the function βγ is entirely defined by γ, but we further impose that the
minimum of Σγ is reached by the unique stationary solution corresponding to the boundary conditions.
This in turn determines the Lagrange multipliers associated to the constraints. In that sense, the
entropy is therefore relative to this stationary solution. The relative entropy functional can be inter-
preted – from a probabilistic point of view – as a conditional expectation, or simply as a measure of
the distance to the stationary state (at least when it is unique). This notion of distance is also the
one which appears when measuring the stability by the Casimir-energy method or in case of diffusion
equations with compatible nonlinearities (see [27, 18]), as we shall see in Appendices C and D.

A End of the proof of Theorem 2.5

Let Φ : [0, 1] × IR → IR, (x, t) 7→ Φ(x, t) be an analytic function in x with C∞ in time coefficients.
Assume that:

• Φ(0, t) = 0 and Φ(1, t) = Φ1 do not depend on t,
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• ∂Φ

∂x
(0, t) ≥ C2 > 0 uniformly in t ∈ IR.

We define the characteristics (X,V )(t;x, v, s) as the solution of

∂X

∂t
= V ,

∂V

∂t
= −∂Φ

∂x
(X, t) ,

X(t;x, v, t) = x , V (t;x, v, t) = v ,

(26)

and assume that
|Vin(t0, x0, 0)| = |Ve(t0, x0, 0)| , ∀(x0, t0) ∈ (0, xM ) × IR ,

for some xM ∈ (0, 1). Vin and Ve are defined as V (Tin(t0, x, v);x, v, t0) and V (Te(t0, x, v);x, v, t0)
respectively, where Tin(t0, x, v) (resp. Te(t0, x, v)) is sup{t < t0 : X(t;x, v, t0) = 0} (resp. inf{t >
t0 : X(t;x, v, t0) = 0}). The aim of the appendix is to prove that the potential Φ does not depend
on time. First of all, we remark that for xM small enough, ∂Φ

∂x > 0 on (0, xM ) – see the first part of
the proof of Theorem 2.5 – so that V is positive on (Tin(t0, x0, 0), t0) and negative on (t0,Te(t0, x0, 0).
Therefore, on each time interval, the position variable is a strictly monotone function of time t that
we shall denote by X+(t) and X−(t), for t0 ∈ IR, x0 ∈ (0, xM ), fixed. The function X+ is a bijection
from (Tin(t0, x0, 0), t0) onto (0, x0) while X− is a bijection from (t0,Te(t0, x0, 0) onto (x0, 0). Letting
t+ and t− be their inverse functions, we have

dt±

dX
=

1

V
,

dV

dX
= − 1

V

∂Φ

∂x
(X, t±) .

Let e±(X) = 1
2V

2(X). Then, simple algebraic computations lead to the following expressions:

t±(X) = t0 ∓
∫ X

x0

dY
√

2e±(Y )
∀ X ∈ [0, x0] ,

de±
dX

= −∂Φ

∂x
(X, t±(X)) , e±(x0) = 0 .

The condition |Vin(t0, x0, 0)| = |Ve(t0, x0, 0)| reads e+(0) = e−(0). Next, we perform the rescaling:

x0 = ε2 , X = ε2(1 − x) and e±(X) :=
ε2

2
eε±(x) .

It is readily seen the eε± satisfy the following integro-differential equations

deε±
dx

= 2
∂Φ

∂x



ε2(1 − x), t0 ± ε

∫ x

0

dy
√

eε±(y)



 , eε±(0) = 0 . (27)

and the condition |Vin(t0, x0, 0)| = |Ve(t0, x0, 0)| is written

eε+(1) = eε−(1)

for any ε > 0 small enough. The above equations can be shown to have unique solutions for ε small
enough. Moreover, these solutions have the following asymptotic expansion in ε:

eε± =
+∞
∑

n=0

εne±n .

The constraint |Vin(t0, x0, 0)| = |Ve(t0, x0, 0)| yields e+n (1) = e−n (1).
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Lemma A.1 With the above notations, for all n ∈ IN , we have the following identities:

(i)
de±2n

dx
(x) =

2(1 − x)n

n!
∂n+1

x Φ(0, t0),

(ii)
de±2n+1

dx
(x) =

±2(1 − x)n

(n+ 1)!

(

∫ x

0

dy
√

e0(y)

)

∂t ∂
n+1
x Φ(0, t0),

(iii) ∂t ∂
n+1
x Φ(0, t0) = 0.

Proof. We first remark that (iii) is a direct consequence of (ii) and of the fact that e+2n+1(1) = e−2n+1(1).
In order to prove (i) and (ii), we insert the expansion of eε± in (27) and identify the terms of the same
power in ε. From the zeroth order term, we obtain d

dxe
±
0 = 2 ∂xΦ(0, t0). The formulae for e±1 (i.e.

(ii) with n = 0) follow from the order 1 term. For the higher order terms, we proceed by induction.
Namely, let n ∈ IN be given and assume that (i), (ii) and (iii) hold up to the order n. Let us prove
that they hold for n + 1. Terms of order ε2n+2 in the right hand side of (27) are obtained by taking
n + 1 derivatives of ∂xΦ with respect to x, n derivatives with respect to x and two with respect to
t, n − 1 derivatives with respect to x and 4 with respect to t,· · ·, 2n + 2 with respect to t. Noticing
that (iii) holds up to n and for all times t0 ∈ IR, we deduce that the only non vanishing term in this
expansion is the first one. This leads to (i) for the index n + 1. In order to prove (ii), we proceed
analogously. The only non vanishing term of order 2n+3 is the one corresponding to n+1 derivatives
with respect to x and one derivative with respect to t. All the other terms involve t derivatives of
∂k

xΦ(0, t) with k ≤ n, and are therefore vanishing in view of (iii). This leads to (ii) (with n replaced
by n+ 1). ⊓⊔

A straightforward consequence is the following Corollary that we use in the proof of Theorem 2.5.

Corollary A.2 Let Φ : [0, 1]× IR → IR, (x, t) 7→ Φ(x, t) be an analytic function in x with C∞ in time
coefficients such that Φ(0, t) = 0 and Φ(1, t) = Φ1 do not depend on t. Assume that ∂Φ

∂x (x, t) ≥ C2 > 0
uniformly in (x, t) ∈ (0, xM )× IR. If the characteristics (X,V )(t;x, v, s) defined by (26) are such that,
with the above notations, |Vin(t0, x0, 0)| = |Ve(t0, x0, 0)| for any (x0, t0) ∈ (0, xM ) × IR, then Φ does
not depend on t.

B Two technical lemmata for the Bolza problem

The Bolza problem is a standard question of mechanics. For a given potential ψ and for any given
pair (x1, x2) ∈ ω2 of points, does there exist a trajectory which connects x1 to x2, for an appropriate
initial velocity v1 ? In this Appendix, we are going to prove two lemmata which are of interest for
the proof of Corollary 5.3. We consider first the Bolza problem for two points x1, x2 ∈ ∂ω such that
the segment (x1, x2) is contained in ω, and then prove that two arbitrary points of the boundary of ω
can be connected by a finite number of such segments, under the assumption that ω is a connected
and bounded domain. For simplicity, we assume that ψ is of class C2, so that we deal with classical
characteristics, but an extension based on the uniqueness of weaker notions of characteristics (see
[42, 72]) is easy to establish.

Let x1, x2 ∈ ∂ω. We shall say that

(x1, x2) satisfy Property (S) if and only if
ν(xi) · (x2 − x1) 6= 0, i = 1, 2, and (x1, x2) = {tx1 + (1 − t)x2 : t ∈ (0, 1)} ⊂ ω.

Let u0 = x2−x1

|x2−x1|
. We may notice that if (S) is satisfied, there exists an η > 0 such that

∀ u ∈ Sd−1, |u− u0| < η =⇒ {x1 + tu : t > 0} ∩ ω
is a neighborhood of (x1, x2) in ω .
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Lemma B.1 Let ψ be a bounded C2 potential defined on ω and consider x1, x2 ∈ ∂ω such that (x1, x2)
has Property (S). Then there exists an A > 0 such that

∀ a > A ∃ v1 ∈ a · |Sd−1| ⊂ IRd ,

for which the characteristics defined in ω by

d2X

dt2
= −∇ψ(X) , X(0) = x1 ,

dX

dt
(0) = v1

ends at x2.

Proof. For ε > 0 and u ∈ Sd−1, we denote by Xε,u(t) the characteristics defined by

d2Xε,u

dt2
= −∇ψ(Xε,u) , Xε,u(0) = x1 ,

dXε,u

dt
(0) =

1

ε
u

in IRd (we extend ψ by a bounded C2 function to IRd). Consider the time rescaling: εs = t, and the
rescaled characteristics Y (ε, u, s) = Xε,u(s

ε).

∂2Y

∂s2
= −ε2∇ψ(Y ) , Y (ε, u, 0) = x1 ,

∂Y

∂s
(ε, u, 0) = u .

It is straightforward to prove that
∣

∣

∣

∣

∂Y

∂s
(ε, u, s) − u

∣

∣

∣

∣

≤ ε ·
√

2 ‖ψ‖L∞(IRd) .

Define S(ε, u) = inf{s > 0 : Y (ε, u, s) ∈ ∂ω} and Z(ε, u) = Y (ε, u, S(ε, u)). By the above estimate, it
is clear that, Z(ε = 0, u0) = x2. The function Z is of class C2 on a neighborhood of (0, u0) ∈ IR+×Sd−1,
and it is easy to check that ∇uZ(0, u0) is invertible. The conclusion holds by the implicit functions
theorem. ⊓⊔

Lemma B.2 Let x, y ∈ ∂ω. Assume that ω is a C1 bounded and connected domain in IRd and ψ is
of class C2 on ω. Then there exists a finite sequence of points x1 = x, x2,... xi, xi+1,... xn−1, xn = y
in ∂ω such that (xi, xi+1) has Property (S) for i = 1, 2, ...n − 1.

Proof. We shall first prove an infinitesimal version of Lemma B.2. Let x, y ∈ ∂ω and denote by ν(x)
and ν(y) the unit outgoing normals at x and y respectively. Because of the regularity of ∂ω, for ε > 0
small enough, if |x− y| < ε, there exists an η > 0 such that

{z ∈ B(x, ε) \ {x} :
z − x

|z − x| · ν(x) < −η} ⊂ ω and {z ∈ B(y, ε) \ {y} :
z − y

|z − y| · ν(y) < −η} ⊂ ω .

Next, consider
U = {u ∈ Sd−1 : u · ν(x) + η < 0 and u · ν(y) + η < 0}

for ε > 0 small enough so that U is not empty (for |x− y| < ε small enough, |ν(x) − ν(y)| is as small
as we want). Moreover, in the limit ε → 0, we can take η arbitrarily small. For any u ∈ U , we may
therefore consider

Z = {z(u) : u ∈ U} ,
where z(u) = x+t(x, u)u and t(x, u) = inf{t > 0 : x+tu ∈ ωc or (y, x+tu)∩ωc 6= ∅}. By Sard’s theo-
rem, there exists at most a countable number of points u in U for which either (z(u) − x) · ν(z(u)) = 0
or (z(u) − x) · ν(z(u)) = 0, which ends the proof: there exists a u ∈ U such that both (x, z(u)) ⊂ ω
and (z(u), y) ⊂ ω have Property S. By compactness of ∂ω, if x and y are in the same connected
component of ∂ω, it is then easy to find a finite sequence of points x1 = x, x2,...xi, xi+1,... xn−1,
xn = y in ∂ω with |xi+1 − xi| < ε for ε > 0 small enough such that Lemma B.2 holds. If x and y are
in two different connected components of ∂ω, the extension is straightforward and left to the reader.⊓⊔
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C Nonlinear stability

We shall consider here the Vlasov-Poisson system in the whole space and see that (with no relaxation
mechanism) the relative entropy is the same functional as the energy-Casimir functional which is used
for studying the nonlinear stability of the solutions (see [49, 66, 9, 92, 93, 22] in the plasma physics
case, [61, 60, 58] for gravitational systems and for instance [59] for models with a magnetic field).

We will only sketch the main issues on stability at a formal level, to emphasize the connection with
the relative entropy framework that we have used to study the irreversibility in the bounded domain
case. For further details and stability in various norms, we refer to [22, 23].

Consider for simplicity the case ω = IRd and let f be a solution of the Vlasov-Poisson system in
the presence of an external potential φ0:

∂tf + v · ∇xf − (∇xU [f ] + ∇xφ0) · ∇vf = 0 ,

where U [f ] = |Sd−1|−1 |x|−(d−2) ∗ ∫IRd f dv. Similar statements can be obtained in case of two species
(and global electroneutrality) or for various boundary conditions (periodic, specular reflection, diffuse
reflection,...). Note here that mass and energy are formally conserved and can a priori be fixed.
Conditions on the growth of φ0 and on the decay of γ have to be imposed to make the formulation of
the problem consistent. These conditions will be referred as confinement conditions (see [46] for more
details in the case γ(u) = e−u/θ). Assume that φ0 ∈ L∞

loc(IR
d) is such that lim|x|→+∞ φ0(x) = +∞ and

M0(x, v) = γ
(

1
2 |v|2 + φ0(x)

)

is bounded in L1(IRd). Consider as in the case of a bounded domain M

verifying

M(x, v) = γ

(

1

2
|v|2 + φ0(x) + U [M ](x) − µ

)

.

Such an M can be defined by the mean of the convex functional:

U 7→ 1

2

∫

IRd
|∇U |2 dx−

∫

IRd
G(U(x) + φ0(x) − µ[U ]) dx +M µ[U ] , (28)

where G(w) = 2d/2−1|Sd−1| · ∫+∞
0 sd/2−1γ(s+ w) ds and µ = µ[φ] is fixed by the condition

∫

IRd
γ

(

1

2
|v|2 + φ0(x) + φ(x) − µ

)

dx = M ,

for an arbitrary given mass M > 0. We may notice that finding a solution M is a well posed problem
since U [M ] > 0 a.e. and 0 ≤ M ≤ M0 because γ is decreasing (also see [47] for more details on the
use of the decay properties of γ, for instance with respect to the existence of µ). The total mass M
is a monotone function of µ and is certainly well defined at least for M in some range.

Note now that provided ‖f(·, ·, t)‖L1(IRd×IRd) = ‖M‖L1(IRd×IRd) = M and f ≥ 0 a.e.,

Σγ [f |M ] =

∫

IRd×IRd

(

βγ(f)+
1

2
|v|2+φ0+

1

2
U [f ]

)

dxdv −
∫

IRd×IRd

(

βγ(M)+
1

2
|v|2+φ0+

1

2
U [M ]

)

dxdv

=

∫

IRd×IRd

(

βγ(f) − βγ(M) − β′γ(M)(f −M)
)

dxdv +
1

2

∫

IRd
|∇U [f −M ]|2 dx

is formally conserved for any solution f . Since β′′γ = −(γ−1)′ ≥ 0, Σγ [f |M ] is actually a convex
functional and certainly

Σγ [f(·, ·, t)|M ] ≤ Σγ [f0|M ] ,

even for a weak solution. Minimizing
∫

IRd×IRd

(

βγ(f) +
1

2
|v|2 + φ0(x) +

1

2
U [f ]

)

dxdv

under the constraint ‖f‖L1(IRd×IRd) = M is equivalent to find directly M or to minimize (28). In

this framework, µ is exactly the corresponding Lagrange multiplier (see [47] for a discussion for a
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model of nonlinear diffusion, which is completely similar to the kinetic case). As a consequence,
M and µ are uniquely defined. To conclude with these considerations on nonlinear stability, let
us mention that Σγ [f |M ] is a measure of the distance between f and M : under the additional
assumptions: inf(0,1) β

′′
γ > 0 and inft>0, h∈(0,1) β

′′
γ (1 + th)(1 + t) > 0 for instance, which are true if

γ−1(f) = µ − θ log( f
1−αf ) for θ > 0, α ≥ 0 and µ ∈ IR, by the Csiszár-Kullback inequality (see for

instance [6]), there exists a constant C > 0 depending only on γ such that

Σγ [f(·, ·, t)|M ] ≥ C ‖f(·, ·, t) −M‖2
L1(IRd×IRd)

+
1

2

∫

IRd
|∇U [f −M ]|2 dx .

The entropy functional Σγ [f(·, ·, t)|M ] is therefore a measurement of the nonlinear stability of M in
the L1 norm:

for any ε > 0, if Σγ [f0|M ] ≤ C ε2, then ‖f(·, ·, t) −M‖L1(IRd×IRd) ≤ ε.

Theorem 2.1 also provides a measurement of the nonlinear stability. Depending on the behaviour
of β′′γ , this stability can be measured in various Lq norms, with q ∈ [1, 2] (see [23]).

D Relation with nonlinear diffusion equations

Throughout this paper, we have emphasized the analogies of the relative entropies for kinetic equations
and nonlinear diffusions. In a simple case (corresponding again to ω = IRd and for a specific collision
kernel), we are going to make this connection precise by taking at a formal level an appropriate
diffusive limit.

Consider a solution in C0(IR+, L1
+(IRd)) of

ρt = ∆ ν(ρ) + ∇ (ρ∇φ0) + ε∇ · (ρ∇φ) (29)

where either ε = 0 (uncoupled case) or ε = 1 and (Poisson coupling) φ = V [ρ] = |Sd−1|−1 |x|−(d−2) ∗ρ.
Let Γ be the inverse of u 7→ −ν ′(u)/u and assume that it is a nonnegative decreasing function on IR.

We denote by β a primitive of − ∫ u
0 Γ−1(z) dz =

∫ u
0

ν′(z)
z dz. The function ρ∞(x) = Γ(φ0+ε V [ρ∞]−µ)

is a stationary solution of (29) and the convergence of ρ(t, ·) to ρ∞ as t→ +∞ is measured by

Σ[ρ|ρ∞] =

∫

IRd

(

β(ρ) − β(ρ∞) − β′(ρ∞)(ρ− ρ∞)
)

dx+
ε

2

∫

IRd
|∇V [ρ− ρ∞]|2 dx ,

which is nonnegative and decays according to

d

dt
Σ[ρ|ρ∞] = −

∫

IRd
ρ
∣

∣

∣∇φ0 + ∇V [ρ] −∇(Γ−1(ρ))
∣

∣

∣

2
dx =: −I[ρ] .

Note that I[ρ] = 0 if and only if ρ = ρ∞. By a Csiszár-Kullback inequality,, we get

Σ[ρ|ρ∞] ≥ C ‖ρ− ρ∞‖2
L1(IRd)

+
ε

2
‖∇U [ρ− ρ∞]‖2

L2(IRd)
.

These equations have been extensively studied recently and we shall quote [7, 34, 35, 29, 85, 27, 28,
69, 16, 36, 37] for uncoupled cases corresponding to (29) and [5, 15, 18] for the coupled case. Also see
[24, 47] for a study of the corresponding stationary solutions as well as the relation of Σ[ρ|ρ∞] with
the functional defined by (28).

The nonlinear diffusion equation (29) can be obtained from a singular perturbation of a kinetic
equation. Namely, let γ be a function which satisfies Property P. For a given function g(v), we define

mg(v) = γ

(

1

2
|v|2 + ag

)
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where ag is the unique real number such that
∫

IRd mg(v) dv =
∫

IRd g(v) dv. Consider the Vlasov-
Poisson-Boltzmann system

∂tf
η +

1

η

[

v · ∇xf
η − (∇xφ0 + ε∇xφ) · ∇vf

η
]

=
1

η2
Q(fη) (30)

where Q(g) = mg − g. With the notations of Sections 1-2, the operator Q satisfies

−D[g] =

∫

IRd
Q(g)

[

1

2
|v|2 − γ−1(g)

]

dv =

∫

IRd
(mg − g)

(

γ−1(mg) − γ−1(g)
)

dv ≤ 0

and the equality case holds if and only if g = mg. The H-Theorem (see Theorem 2.1) takes the form

d

dt
Σγ [fη(·, ·, t)|M ] = − 1

η2

∫

IRd
D[fη(x, ·, t)] dx .

We claim that the formal limit f0 of fη is given by f0 = γ(1
2 |v|2 + af0

(x, t)) for some function
af0

(x, t) and that the corresponding density ρ(x, t) =
∫

IRd f0(x, v, t) dv satisfies (29) with ν(u) =

− ∫ u
0 s (Γ−1)′(s) ds and Γ(u) =

∫

IRd γ
(

1
2 |v|2 + u

)

dv (the functions ρ and af0 are linked to each other

by the relation ρ(x, t) = Γ(af0(x, t)). To prove this claim, we first integrate the Boltzmann equation
(30) with respect to v and find

∂t ρ
η + divxj

η = 0 with ρη =

∫

IRd
fη dv and jη =

1

η

∫

IRd
vfη dv .

Then, multiplying (30) by ηv and integrating with respect to v, we find

−jη = η2∂t j
η + divx

[∫

IRd
v ⊗ v fη dv

]

+ (∇φ0 + ε∇φη) ρη .

Passing to the limit η → 0 formally yields

∂t ρ+ divxj = 0 with − j = divx

[∫

IRd
v ⊗ v γ

(

1

2
|v|2 + af0(x, t)

)

dv

]

+ (∇φ0 + ε∇φ) ρ .

We may notice that

divx

[∫

IRd
v ⊗ v γ

(

1

2
|v|2 + af0

)

dv

]

=
1

d
∇x

∫

IRd
|v|2 γ

(

1

2
|v|2 + af0

)

dv = −(Γ◦ af0)∇x af0 = ∇x ν(ρ) ,

which leads to (29).

This formal limit holds not only at the level of the equations but also for the relative entropy .
Consider the H-Theorem written for fη and let us carry out the limit η → 0. A straightforward com-
putation shows that Σγ [f0|M ] is exactly equal to Σ[ρ|ρ∞]. Let us analyze the limit of 1

η2

∫

IRd D[fη] dx
by the mean of a Hilbert expansion for fη: let

fη = f0 + ηf1 +O(η2) .

The equation satisfied by f1 is

Df0Q(f1) = v · ∇xf
0 − (∇xφ0 + ε∇xφ) · ∇vf

0 = γ′
(

1

2
|v|2 + af0

)

v · (∇xaf0 −∇xφ0 − ε∇xφ)

where Df0Q is the linearization of Q at f = f0. A straightforward computation shows that

Df0Q(f1) = γ′
(

1

2
|v|2 + a

)

(Γ−1)′(ρ)

(∫

IRd
f1 dv

)

− f1 .
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Since f1 is defined up to an element of the kernel of Df0Q, which is generated by the positive function
γ′(1

2 |v|2 + a)(Γ−1)′(ρ), we can choose f1 such that
∫

IRd f1 dv = 0. In this case, we have

f1 = −Df0Q(f1) = γ′
(

1

2
|v|2 + a

)

v · (−∇xaf0 + ∇xφ0 + ε∇xφ) .

On the other hand

limη→0
1

η2

∫

IRd
D[fη] dx = limη→0 −

1

η2

∫

IRd
Q(fη)

[

1

2
|v|2 − γ−1(fη)

]

dv dx

=

∫

IRd
Df0Q(f1) · (γ−1)′(f0) f1 dv dx

= −
∫

IRd
(f1)

2(γ−1)′(f0) dv dx

= −
∫

IRd

{∫

IRd
γ′
(

1

2
|v|2 + a

)

|(−∇xaf0 + ∇xφ0 + ε∇xφ) · v|2 dv
}

dx

= −1

d

∫

IRd

{∫

IRd
|v|2γ′

(

1

2
|v|2 + a

)

dv

}

| − ∇xaf0 + ∇xφ0 + ε∇xφ|2 dx

= −
∫

IRd
ρ | − ∇xaf0 + ∇xφ0 + ε∇xφ|2 dx ,

which is nothing else than I(ρ) since af0 =Γ−1(ρ). This shows at a formal level that

Σγ [fη(·, ·, t)|M ] +
1

η2

∫ +∞

t
ds

∫

IRd
D[fη(x, ·, s] dx

converges as η → 0 to Σ[ρ(·, t)|ρ∞] +
∫+∞
t ds

∫

IRd I[ρ(·, s)] dx.

Example. Consider the case of the Fermi-Dirac statistics. The kinetic equilibrium distribution
function is the one which was exhibited in Examples 2 and 3 of Section 1 (also see [18, 75, 76, 47]):
with the above notations, for any (x, v) ∈ IRd × IRd,

f∞(x, v) = γ

(

1

2
|v|2 + φ0 + εφ− µ

)

with γ(u) = (α+ eu)−1 ,

where α > 0 is a parameter related to Planck’s constant. We refer to [55] for a mathematically
rigourous justification of the diffusive limit. The function ρ∞(x) = Γ(φ0 + εφ − µ) is the unique
equilibrium density of the nonlinear diffusion equation

ρt = ∇ · (∇ν(ρ) + ρ∇φ) ,

where ν(u) = − ∫ u
0 s (Γ−1)′(s) ds and Γ(u) = |Sd−1| ∫ +∞

0 (2s)d/2−1 γ (s+ u) ds.
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Sci. Paris Sér. I 326 (1998), 833–838.

[73] P.-L. Lions, and B. Perthame, Propagation of moments and regularity for the Vlasov-Poisson
system, Invent. Math., (105 (1991), 415–430.

[74] P. A. Markowich, F. Poupaud, C. Schmeiser, Diffusion approximation of nonlinear electron
phonon collision mechanisms, RAIRO Modél. Math. Anal. Numér. 29 no. 7 (1995), 857–869.

[75] P.A. Markowich, C. Ringhofer, C. Schmeiser, Semiconductor Equations, Springer-Verlag, Wien,
1990.



Relative entropies in bounded domains 38

[76] P.A. Markowich, A. Unterreiter, Vacuum solutions of a stationary drift-diffusion model, Ann.
Sc. Norm. Sup. Pisa 20 (1993), 371–386.

[77] S. Mischler, Uniqueness for the BGK equation in the all space and rate of convergence for a
semi-discrete scheme, Differential and Integral Equations 9 no. 5 (1996), 111–1138.

[78] S. Mischler, On the trace problem for the solutions of the Vlasov equation, Comm. Partial
Differential Equations 25 no. 7-8 (2000), 1415–1443.

[79] S. Mischler, On the initial boundary value problem for the Vlasov-Poisson-Boltzmann system,
Comm. Math. Phys. 210 no. 2 (2000), 447–466.

[80] S. Mischler, On weak-weak convergences and application to the initial boundary value problem
for kinetic equations, Preprint no. 35 of the University of Versailles.

[81] F.-J. Mustieles, Global existence of solutions of the nonlinear Boltzmann equation of semicon-
ductor physics, Rev. Mat. Iberoamericana 6 no. 1-2 (1990), 43–59.

[82] F.-J. Mustieles, Global existence of weak solutions for a system of nonlinear Boltzmann equations
in semiconductor physics, Math. Methods Appl. Sci. 14 no. 2 (1991), 139–153.

[83] J. Nieto, F. Poupaud, J. Soler, High-field limit for the Vlasov-Poisson-Fokker-Planck system,
Arch. Rational Mech. Anal. 158 no. 1 (2001), 29–59.

[84] A. Nouri, F. Poupaud, Boundary value problem of the Vlasov-Boltzmann-Maxwell system under
Fermi-Dirac statistics, SIAM J. Math. Anal. 26 no. 5 (1995), 1143–1156.

[85] F. Otto, The geometry of dissipative evolution equations: the porous medium equation, Comm.
Partial Differential Equations 26 no. 1-2 (2001), 101–174.

[86] B. Perthame, Time decay, propagation of low moments and dispersive effects for kinetic equa-
tions, Comm. Partial Differential Equations 21, no. 3-4 (1996, 659–686.

[87] F. Poupaud, On a system of non linear Boltzmann equations of semiconductor physics, SIAM
J. Appl. Math. 50 no. 6 (1990), 1593–1606.
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