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Plan: 

 
I. Passages through  resonances, time 1/ε. 
 
II. Examples of dynamics on times  >> 1/ε. Kinetic 
equation. 



1. Systems with fast rotating phases 

€ 

˙ x = εf (x,ϕ,ε),  ˙ ϕ =Ω(x) +εg(x,ϕ,ε),  
0 < ε <<1

€ 

x = (x1,...,xn ) - slow variables  

€ 

ϕ = (ϕ1,...,ϕm ) - fast angular variables (phases)  

Functions         are        periodic in all phases  

€ 

f ,g

€ 

2π

€ 

Ω = (Ω1,...,Ωm ) - unperturbed frequencies  

I. Passages through  resonances, time 1/ε. 



Recipe of the averaging method: use solutions of the 
averaged  system for approximate description of slow 
variables dynamics in the exact system. 

2. Averaging method 

!x = εF(x ),   F(x ) = 1
(2π )m

f (x,
Tm
!∫  ϕ, 0)dϕ

dϕ = dϕ1...dϕm

- unperturbed tori 



3. Resonances 
 Resonant relation: 
 

€ 

k1Ω1(x) + ...+ kmΩm (x) = 0

Resonances are obstacles to application of the 
 averaging method. 

Resonant torus 
(for m=2): 



4. Two-frequency systems: 

ω 1

ω 2 k k1 1 2 2 0ω ω+ =

Effect of each resonance can be studied separately.  

Principal phenomena associated with effect of a single 
resonance are capture into resonance and scattering 
on resonance. 

trajectory of averaged system 

ϕ = (ϕ1,ϕ2 ),   ω = (ω1,ω2 )



Capture into resonance 

Amplitude of scattering ≅  

(B.V.Chirikov, 1959) 

escape 

capture 

resonant surface 

Scattering on resonance 

scattering 

(P.Goldreich, S.Peale, 1966) 

€ 

εmes(capture) ≅ 

€ 

ε



  5. Slow–fast Hamiltonian system: 

p = −∂E
∂q

,   q = ∂E
∂ p

,   (p,q)∈ R4  

y = −ε ∂E
∂x

,   x = ε ∂E
∂y

,  (y,x)∈ R2m

(fast variables) 

(slow variables) 
€ 

E = E(p,q,y,x) - Hamiltonian 

€ 

0 < ε <<1

Symplectic structure  dp∧dq+ 1
ε
dy∧dx



Let this system be integrable     

For frozen  
slow variables:     

€ 

˙ p = −
∂E
∂q

,   ˙ q =
∂E
∂p

,    y,x = const

- action-angle variables 

€ 

I,ϕ

Averaging over fast phases  => adiabatic approximation:  

I = const,   y = −ε ∂H0 (I, y, x)
∂x

,   x = ε ∂H0 (I, y, x)
∂y

  

€ 

E(p,q,y,x) = H0(I,y,x)

Unperturbed frequency: 

€ 

ω(I,y,x) =
∂H0(I,y,x)

∂I



resonant surface 

I = const 

adiabatic trajectory 

time  	1/ε	 1/ε3/2	
		

	1/ε2	
		

mes(capture)  	≅ε1/2	
		

	≅1	
		

	≅1	
		

average   
scattering  

	≅ε1/2	
		

≅1(drift,	
D.Dolgopyat,
2005,	2012)	
		

	≅1	
		

standard 
deviation of 
scattering  

	≅ε1/2	
		

	≅ε1/4	
		

	≅1	
(diffusion)	
		

x 
y 



Stretching of phases is an indication of independence  
of results of consecutive  scatterings    

Δ ϕ  ∝  1
ε

εΔϕ =
1
ε
Δϕ >> Δϕ

resonant surface 

adiabatic trajectory 



plasma wave 

II. Example of dynamics on times  >> 1/ε. 
Kinetic equation. 
 
IIa. Model 
        



plasma wave 

We consider the case of a high frequency wave. 
Averaging over the phase of the wave  washes out the 
effect of the wave. The averaged motion  is just a 
Larmor motion.  



plasma wave 

In the process of  the Larmor motion  the particle may 
approach resonance with the wave: projection of the 
particle’s velocity onto direction of the wave propagation 
is equal to the phase velocity of the wave.  
 



Equation of motion  

d
dt
(m
!
V ) = e

c
!
V ×
!
B+ e

!
E



Electrostatic wave perpendicular to a magnetic 
field, non-relativistic particle  

z 

x 

y 

B 

Ex 

The wave propagates along  
x-axis 

B – the  magnetic field 
Ex - the electric field of   
the  wave 

!!x = eB(x)
mc

!y+ e
m
Ex,

!!y = − eB(x)
mc

!x

Ex = −E0 (x)cos(kx −ωt).

k >>1,  ω >>1,  vφ =ω / k ≅1,  E0 ≅1
 vφ - phase velocity of the wave 



The  equation can be reduced to the Hamiltonian 
form with the Hamiltonian (assume mass  m=1) 

H =
1
2
p2 + 1

2
Ωb
2b(x)+εu(x)sin(kx −ωt),

x, p -  slow conjugate variables,  ε ≅1/ k <<1.
φ = kx −ωt = k(x − vφt) - fast phase   

p = vφResonant  line:   

H =
1
2
p2 + 1

2
Ωb
2b(x) - averaged Hamiltonian, kinetic 

energy  of the particle 

Ωb =
eB(0)
c

,  

b(x) ≅ x2



x 

p 

p = vφ - resonant  line   

Trajectories of the averaged system 



Approximate equations for motion near the resonant line: 
φ +G(x)cosφ + L(x) = 0
x = vφ

- fast pendulum 

- slowly varying parameter 

Phase portraits of the pendulum for frozen x: 

  G(x)= εk2u(x),   L(x) = 1
2 kΩb

2 "b (x)

L >|G |0 < L <|G |



-2 0 2 4
φ

-2

0

2

dφ
/d
t

A

The area A surrounded by the 
trajectory is an adiabatic 
invariant: its value is 
approximately conserved in the  
evolution.  

- the area of the oscillatory 
domain, capture is possible 
for x  such that  

S(x)

!S (x)> 0.

Probability  of capture: Π =
"S (x)vφ

2π | L(x) |
≅
1
k

In-out function:  
S(xout ) = S(xin )

IIIb. Capture and scattering 



Scattering in values of the averaged Hamiltonian: 

Mean value of scattering:  < Δh >

< Δh >= −
vϕ
2πk

sgn(L(x))S(x) ≅ 1
k

Δh



2

equations are used to derive a generalized Fokker-Planck
equation describing the long-term evolution of the full
particle distribution function.

II. HAMILTONIAN EQUATIONS

We consider a Hamiltonian system (in dimensionless
variables) describing particle oscillations in the (z, p)
plane with frequency ⌦b and interaction with an elec-
trostatic wave propagating along z with a velocity v� =
const:

H =
1

2
p2 +

1

2
⌦2

bb(z) + "u(z) sin�

� = k (z � v�t) (1)

with dimensionless wave number k � 1, dimensionless
wave amplitude " ⇠ 1/k ⌧ 1, the function b(z) =
z2 + b

0

z4/2 describes the magnetic field configuration,
and function u(z) 2 [0, 1] gives the distribution of wave
amplitude along z (we choose u = 0 for z < 0 and
u = (tanh(z̃)�tanh(z̃

0

))/2 for z � 1, with z̃ = (z�z
0

)/l,
z̃
0

= �z
0

/l, z
0

= 1, and l = 3). Two examples of solu-
tions of Hamiltonian equations for Hamiltonian (1) are
shown in Fig. 1. Far from the resonance �̇ = 0, particles
move along regular closed trajectories in the (z, p) plane.
These trajectories correspond to particle oscillations in
the potential ⇠ ⌦2

bb(z)/2 with frequency ⇠ ⌦b. High-
frequency waves (kv� = ! � ⌦b) cannot disturb this
motion. However, in the vicinity of the resonance �̇ = 0,
the wave phase � changes at a speed comparable with
particle velocity of motion. Therefore, particle motion
can be significantly disturbed by the wave field. There
are two main e↵ects corresponding to such a disturbance:
scattering and trapping. The left panels of Fig. 1 shows
examples of scattering when particle energy is slightly
changed during resonance crossing. This change consists
on a nonzero mean value and stochastic part. In case of
many passages through the resonance, scattering can re-
sult in di↵usive energy variations (or/and energy drift).
The right panels of Fig. 1 shows examples of particle
trapping by the wave field. Trapped particles have their
characteristic motion essentially modified and start mov-
ing with the wave (i.e. p ⇡ v�). Trapped motion stops
when a particle escapes from the resonance. During such
a trapped motion, particle energy changes regularly as
z ⇠ v�t and p ⇡ v�. To describe both scattering and
trapping processes for a larger particle ensemble, we start
with the consideration of single particle motion near the
resonance.

To introduce the wave phase � as a new variable, we
use the generating function W = I(kz � !t) + p̃z where
! = kv� ⇠ k � 1 and (p̃, z̃) are new variables. The
corresponding new Hamiltonian takes the form:

H̃ = �!I +
1

2
(p̃+ kI)2 +

1

2
⌦2

bb(z̃) + "u(z̃) sin� (2)

FIG. 1: Particle trajectory: top panel shows the
long-term evolution of particle energy h, middle and

bottom panels show fragments of trajectory for
scattering (left) and trapping (right). System
parameters are: ⌦b = 1, v� = 0.5, k = 100,

b̃
0

= 2h
0

b
0

/⌦2

b = 0.1, " = 0.05, and initial particle
energy equals h

0

=
p
2.

We omit tildes in p̃ and z̃, and write the equations of
motion:

i̇ = �k
@H̃

@�
= �k"u(z) cos�

�̇ =
@H̃

@I
= �! + k (p+ i) (3)

ṗ = �@H̃

@z
= �1

2
⌦2

bb
0(z)� "u0(z) sin�

ż =
@H̃

@p
= p+ i

where i = kI. Equations (3) show that �̇ ⇠ k
changes much faster than (z, p, i). The resonant condi-
tion �! + k(p + i) = 0 gives the resonant iR = v� � p.
We expand Hamiltonian H̃ around the resonant surface
I = kiR(z, p):

H̃ ⇡ ⇤(z, p) +
1

2
g(z, p) (i� iR)

2 + "u(z) sin� (4)

Probability of capture 

Mean value of scattering 

< Δh >= −
vϕ
2πk

sgn(L(x))S(x)

Π =
"S (x)vφ

2π | L(x) |



x 

p 

p = vφ
- resonant  line   

Assume that the particles interact with the wave 
only for x>0 (i.e. u(x) =0 for x<0). So we can 
consider  only part of the resonant line with  x>0. 
We use h as a coordinate instead of x. 

h 



Denote: 
S(h) – the area of the oscillatory domain, 
Π(h) –probability of capture into resonance 
Δh(h, ξ) – change of h for one passage through   

    resonance (ξ characterises the  phase for 
this passage, it is considered as a random value 
with the uniform distribution on [0,1]), 
 
< Δh > - mean value of  Δh 
<(Δh)2> - mean value of (Δh)2  

T(h) - the period of the averaged motion 
 
 V(h)=< Δh > /T(h), D(h)=< (Δh)2 > /T(h) 



Π(h) =
vφdS / dh

2πk
 (for dS / dh > 0),   <Δh >= −

vφS
2πk

 ⇒  Π = −d<Δh > /dh (for dS / dh > 0)
We assume that the function S has a unique maximum 
at h=hm   Thus, phase points  captured at  h-<hm  fly to 
the right along resonant line and escape from the 
resonance  at h+<hm  such that S(h+)=S(h-).    

For not captured phase points  the energy drifts slowly 
to the left with the velocity V(h)=<Δh>/T(h).  

Ref. 14). The corresponding Hamiltonian equations _P/ ¼
"eAþ eB sin /; _/ ¼ gP/ describe the nonlinear pendulum
with a torque that appears in the majority of systems describ-
ing wave-particle resonant interactions (see, e.g., reviews
2–4, and 18 and references therein). The analysis of the
Hamiltonian (2) will provide the needed characteristics of
particle scattering and acceleration by the waves. Below we
consider only sufficiently intense coherent waves such that
B > jAj.

For aðsÞ ¼ B=jAj > 1 (for definiteness, we consider
B> 0 and g> 0), the phase portrait of Hamiltonian (2) con-
tains a region filled with closed trajectories. The existence of
such a region guarantees the nonlinear character of wave-
particle interaction (see more details in Refs. 2, 3, and 18).
Particles moving along closed trajectories oscillate around
the resonance _/ ¼ 0 and are called trapped particles.
Particles moving along open trajectories are transient and are
scattered by the wave. If the area S of the trapped region
grows, some transient particles can get trapped into reso-
nance with the wave. S is given by equation (see Eq. (2))
SðsÞ ¼

Þ
P/d/ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
8eB=g

p
sðaÞ where

sðaÞ ¼
ð/þ

/"

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a"1ð/þ " /Þ þ cos /þ " cos /

q
d/; (3)

and /" is a root of equation a sin / ¼ "1, whereas /þ is a
root of equation ð/" " /Þ þ aðcos /" " cos /Þ ¼ 0. The
relative number of particles which can be trapped by waves
during one passage through resonance is called the probabil-
ity of trapping P and is defined as a ratio of dS/dt and phase
flux through the resonance3,14

P ¼ dS

dt

.$$$$$

ð2p

0

_P/d/

$$$$$ ¼
1

2pjAj
dS

ds
; (4)

where _P/ is defined by Hamiltonian equations for (2), and
P¼ 0 if dS=ds < 0. Both S and P are small variables &

ffiffi
e
p

.
Once being trapped, particles move in resonance with the
wave until the area SðsÞ returns to its value at the moment of
trapping strap (see scheme in Fig. 1). During the time interval
of trapped motion, particle momentum I varies as IR, and
particles escape from resonance with larger (or smaller) I (or
larger (smaller) energy HðI; sÞ). This effect corresponds to
particle acceleration via trapping.2,3,16,18 Since the duration
of trapping acceleration can be rather long and variations of
I can be large (both being independent of e), this process can-
not be described as a local diffusion.

Transient particles passing through the resonance with-
out being trapped are scattered with a change of momentum
I given by equation DI ¼

Ð
_Idt ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2eB=g

p
hð/'; aÞ, where

h /'; að Þ ¼
ð/'

"1

sign Að Þ
ffiffiffi
a
p

sin /d/ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
/' " /þ a cos /' " cos /ð Þ

p ; (5)

and /' is defined by the particle energy F ' ¼ ejAjð/'
þ a cos /'Þ taken at P/ ¼ 0. The integral (5) depends on s
and h ¼ ð/' þ a cos /'Þ=2p. The function hðhÞ is periodic

(see, e.g., Ref. 3), whereas the mean value hhih ¼
"signðAÞsðaÞ=p for a> 1 and hhih ¼ 0 for a< 1 (see Ref.
14). For wave-particle interactions in a magnetic field,
averaging over initial conditions (gyrophases) of resonant
particles is equivalent to an averaging over h. This allows
us to derive two expressions describing the evolution of the
h-averaged particle distribution f(I) under the influence of
nonlinear and quasi-linear scattering:8 the velocity of drift
V ¼ hDIi=s0 ¼ "signðAÞS=ð2ps0Þ and the diffusion coeffi-
cient D ¼ VarðDIÞ=s0 ¼ 2eðB=gÞVarðhÞ, where s0 is the
time interval between two successive passages through the
resonance and Var is the variance. This expression for the
diffusion coefficient D coincides with the formula derived
previously for a narrow wave spectrum in the frame of the
quasi-linear theory.1 Coefficients PðsÞ; VðsÞ; DðsÞ can be
rewritten as PðIÞ, V(I), D(I) because I¼ IR at resonance.

We have derived expressions for PðIÞ, V(I), and D(I).
These general characteristics of nonlinear wave-particle res-
onant interaction have been derived analytically and tested
numerically many times for different plasma systems.1–3,16,18

However, to our best knowledge, no equation providing the
relationship between P and V(I) has been yet available.
Hereafter, we shall derive this relationship and use it to con-
struct (for the first time) a generalized Fokker-Planck equa-
tion which will include all effects described by PðIÞ, V(I),
and D(I). Using the definition eA ¼ @IR=@t and Eq. (4), we
obtain

dV

dI
¼ " sign Að Þ

2ps0

dS

dt

dI

dt

& '"1

I¼IR

¼ " 1

2pejAjs0

dS

dt
¼ "P

s0
: (6)

Using the above-defined D, V, and P=s0 and considering
a trapping/escape event as a rapid change of particle I to I0

(where I0 is defined by equations I0 ¼ IRðsescÞ; SðstrapÞ
¼ SðsescÞ, see Fig. 1), we can now write a Fokker-Planck
equation describing the full evolution of the distribution

FIG. 1. A schematic view of area SðsÞ and resonant momentum IRðsÞ profiles.
A particle becomes trapped by the wave at s ¼ strap, when the area S grows
and I¼ IR. During trapped motion, momentum varies as IRðsÞ. When the area
S returns back to the value SðstrapÞ, the trapped particle escapes from reso-
nance, at s ¼ sesc. After escape, the particle has a momentum IRðsescÞ ¼ I0.
For simplicity, we consider here systems with a single maximum of S at I¼ I0.

090701-2 Artemyev et al. Phys. Plasmas 23, 090701 (2016)

h+ h- hm 
h



Numerical check for capture 5

FIG. 3: Probability of trapping: numerical (dots) and analytical (curves) results. System parameters are: ⌦b = 1,
v� = 0.5, b̃

0

= 0.1.

FIG. 4: Energies gained by trapped particles: numerical (dots) and analytical (curves) results. System parameters
are: ⌦b = 1, v� = 0.5, b̃

0

= 0.1.

FIG. 5: Three profiles of Q(✓, a) function.

provides some variation of the particle distribution f(I).
The last term in Eq. (18) describes particle transport in
I-space due to trapping. To write this term in the present
form, we employ the useful equality derived in [45]: ⇧ =
�dVI/dI. This equality describes the relation between
probability of trapping and drift velocity and it is based
on a very important property of the integral (14): hIi✓ =
�sign(a)S/2⇡ [50, 51]. The term ⇠ (f � f⇤) is nonlocal,
because it describes the change of particle distribution at
I as a function of the particle distribution at K⇤. Thus,
Eq. (18) describes the nonlocal probabilistic process of

FIG. 6: Profiles of hQi✓ and Var(Q).

particle trapping and transport in I-space.

Equation (18) can be rewritten as

@f

@t
=

@f

@h

✓
Dhh

@f

@h

◆
�Vh

@f

@h
� dVh

@h
(f � f⇤)⇥ (h) (19)

where we use the relation (16). For a given particle of en-
ergy h, two successive resonant interactions are separated



Numerical check for scattering 

6

FIG. 7: Energies gained by scattered particles: numerical (dots) and analytical (curves) results. System parameters
are: ⌦b = 1, v� = 0.5, b̃

0

= 0.1.

by a time interval ⌧
0

= (2⇡/⌦b)T (h) with

T (h) =
1

⇡

z
+Z

z�

⌦bdzp
2h� ⌦2

bb(z)
=

1

⇡

y
+Z

y�

dyq
1� y2 � b̃

0

y4/2

(20)
where b̃

0

= 2hb
0

/⌦2

b and y± are solutions of equation
1 � y2 � b̃

0

y4/2 = 0. Figure 8(left panel) shows the
variation of T (b̃

0

) with h.
Thus, Dhh and Vh are equal to the ratio of expressions

given by Eq. (17) and ⌧
0

(h). We use the expression (11)
for the resonant coordinate zR and plot Dhh, Vh, dVh/dh
in Fig. 8(center panel). To define h⇤(h), we solve the
equation h+�h(h) = h⇤ with �h given by Eq. (13). We
also plot h⇤(h) in Fig. 8 (right panel).

Using the functions from Fig. 8, we next solve Eq. (19)
numerically for three systems with di↵erent initial dis-
tributions f

0

(h) and parameters. To check these model
solutions, we numerically integrate 106 test-particle tra-
jectories and plot the corresponding distributions. The
comparison of solutions of Eq. (19) with results of fully
numerical tracing demonstrates that Eq. (19) describes
well the evolution of the particle distribution (see Fig.
9).

Figure 9(left column) shows the evolution of the dis-
tribution f(h) in the system with k = 100, " = 0.05.
The initial distribution f

0

(h) is localized at small en-
ergies h 2 [0.5, 1] where the probability of trapping is
positive (see Fig. 3). Therefore, after only a short time
interval, some particle population is already transported
to the high energy region (h > 1.5), whereas the peak of
the distribution drifts to smaller energies due to the neg-
ative V < 0 (see Fig. 7). Particle transport via trapping
is very fast and e↵ective, because the initial distribution
has a maximum around the peak value of probability.
As a results, after only 10 bounce periods (⇠ 2⇡/⌦b)
the distribution function already fills all the available en-
ergy range and it reaches an almost stationary solution
when in Eq. (19) both terms @f/@h and ⇠ (f � f⇤) tend
to zero. Such an evolution of the particle distribution
corresponds to a growth of the average particle energy
hhi =

R
hf(h)dh/

R
f(h)dh (see Fig. 10, run #1). For

10 period hhi increases about three times and then satu-
rates.
A similar evolution of the particle energy distribution

can be found in Fig. 9(middle column), where solutions
of Eq. (19) are displayed for system parameters k =
250, " = 0.05. The larger e↵ective wave amplitude ⇠ k"
corresponds to a wider energy range filled by trapped
particles (h reaches ⇠ 15, see Fig. 3). Saturation of
energy growth occurs at the same time (about 10 bounce
periods) as for the previous system (compare runs #1
and # 2 in Fig. 10).
In contrast to results shown in Figs. 9(left and mid-

dle column), the initial distribution for the run shown in
Fig. 9(right column) is localized at high energy h ⇠ 3.5.
For system parameters k = 100, " = 0.05, trapping is
impossible in the high energy range (see Fig. 3). Thus,
particles start drifting to small energies and the aver-
age energy hhi decreases (see Fig. 9(right column) and
Fig. 10, run #3). Only when particles reach su�ciently
small energies (h < 1), does trapping start to transport
particles back to the high energy region and the aver-
age energy hhi increases again (see time larger than 15
bounce periods. Energy saturation occurs only around
25 bounce periods, when the distribution function reach-
es an almost flat shape.

IV. CONCLUSIONS

Equation (19) describes the long-term evolution of the
particle distribution in a system with nonlinear wave-
particle interaction. This equation can be applied for
systems where Landau resonance with electrostatic waves
play an important role. There are several plasma systems
in the near-Earth space where such conditions are real-
ized.
First of all, electron acceleration by parallel electric

fields of strong kinetic Alfven waves is believed to be re-
sponsible for the formation of hot electron field-aligned
distributions in the aurora and the equatorial magneto-
sphere [52, 53]. Corresponding wave-particle resonant in-
teraction includes both trapping and scattering [54] and,



x 

p 

p = vφ
- resonant  line   

Trajectories of the averaged system 

Let f(t,h) be the distribution function of particles, 
where  h+vϕ2/2 is the averaged Hamiltonian. We 
would like to describe approximately evolution of  
this distribution.   

h 

IIIc. Kinetic equation 



∂f
∂t
= Ls f + Lc f ,

Kinetic equation: 

where operators Ls  and Lc are related to scattering 
and capture/escape, respectively.  
Scattering part has a standard form 

Ls f = −
∂(Vf )
∂h

+
1
2
∂
∂h

D ∂f
∂h

⎛

⎝
⎜

⎞

⎠
⎟+ Lsm f .

Here Lsm f  is a small (≈D ) additional drift term which 
appear because V is calculated in the principal  order 
in 1/k1/2. This term is omitted in formulas below. 



The capture/escape part has different forms for  
h<hm (capture) and h>hm (escape) 

For the capture, h<hm: 

Lc f = −
Πf
T

=
1
T
d < Δh >
dh

f

For the escape, h>hm: 

Lc f =
Π* f*
T*

dh*
dh

= −
Π(h*)
T*

dh*
dh

f* = −
Π(h*)
T*

dS(h) / dh
dS(h*) / dh*

f*

= −
vφ
T*
dS(h*) / dh*
2πk

dS(h) / dh
dS(h*) / dh*

f* = −
vφ
T*
dS(h) / dh
2πk

f* =
d < Δh >
dh

f*
T*

Ref. 14). The corresponding Hamiltonian equations _P/ ¼
"eAþ eB sin /; _/ ¼ gP/ describe the nonlinear pendulum
with a torque that appears in the majority of systems describ-
ing wave-particle resonant interactions (see, e.g., reviews
2–4, and 18 and references therein). The analysis of the
Hamiltonian (2) will provide the needed characteristics of
particle scattering and acceleration by the waves. Below we
consider only sufficiently intense coherent waves such that
B > jAj.

For aðsÞ ¼ B=jAj > 1 (for definiteness, we consider
B> 0 and g> 0), the phase portrait of Hamiltonian (2) con-
tains a region filled with closed trajectories. The existence of
such a region guarantees the nonlinear character of wave-
particle interaction (see more details in Refs. 2, 3, and 18).
Particles moving along closed trajectories oscillate around
the resonance _/ ¼ 0 and are called trapped particles.
Particles moving along open trajectories are transient and are
scattered by the wave. If the area S of the trapped region
grows, some transient particles can get trapped into reso-
nance with the wave. S is given by equation (see Eq. (2))
SðsÞ ¼

Þ
P/d/ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
8eB=g

p
sðaÞ where

sðaÞ ¼
ð/þ

/"

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a"1ð/þ " /Þ þ cos /þ " cos /

q
d/; (3)

and /" is a root of equation a sin / ¼ "1, whereas /þ is a
root of equation ð/" " /Þ þ aðcos /" " cos /Þ ¼ 0. The
relative number of particles which can be trapped by waves
during one passage through resonance is called the probabil-
ity of trapping P and is defined as a ratio of dS/dt and phase
flux through the resonance3,14

P ¼ dS

dt

.$$$$$

ð2p

0

_P/d/

$$$$$ ¼
1

2pjAj
dS

ds
; (4)

where _P/ is defined by Hamiltonian equations for (2), and
P¼ 0 if dS=ds < 0. Both S and P are small variables &

ffiffi
e
p

.
Once being trapped, particles move in resonance with the
wave until the area SðsÞ returns to its value at the moment of
trapping strap (see scheme in Fig. 1). During the time interval
of trapped motion, particle momentum I varies as IR, and
particles escape from resonance with larger (or smaller) I (or
larger (smaller) energy HðI; sÞ). This effect corresponds to
particle acceleration via trapping.2,3,16,18 Since the duration
of trapping acceleration can be rather long and variations of
I can be large (both being independent of e), this process can-
not be described as a local diffusion.

Transient particles passing through the resonance with-
out being trapped are scattered with a change of momentum
I given by equation DI ¼

Ð
_Idt ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2eB=g

p
hð/'; aÞ, where

h /'; að Þ ¼
ð/'

"1

sign Að Þ
ffiffiffi
a
p

sin /d/ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
/' " /þ a cos /' " cos /ð Þ

p ; (5)

and /' is defined by the particle energy F ' ¼ ejAjð/'
þ a cos /'Þ taken at P/ ¼ 0. The integral (5) depends on s
and h ¼ ð/' þ a cos /'Þ=2p. The function hðhÞ is periodic

(see, e.g., Ref. 3), whereas the mean value hhih ¼
"signðAÞsðaÞ=p for a> 1 and hhih ¼ 0 for a< 1 (see Ref.
14). For wave-particle interactions in a magnetic field,
averaging over initial conditions (gyrophases) of resonant
particles is equivalent to an averaging over h. This allows
us to derive two expressions describing the evolution of the
h-averaged particle distribution f(I) under the influence of
nonlinear and quasi-linear scattering:8 the velocity of drift
V ¼ hDIi=s0 ¼ "signðAÞS=ð2ps0Þ and the diffusion coeffi-
cient D ¼ VarðDIÞ=s0 ¼ 2eðB=gÞVarðhÞ, where s0 is the
time interval between two successive passages through the
resonance and Var is the variance. This expression for the
diffusion coefficient D coincides with the formula derived
previously for a narrow wave spectrum in the frame of the
quasi-linear theory.1 Coefficients PðsÞ; VðsÞ; DðsÞ can be
rewritten as PðIÞ, V(I), D(I) because I¼ IR at resonance.

We have derived expressions for PðIÞ, V(I), and D(I).
These general characteristics of nonlinear wave-particle res-
onant interaction have been derived analytically and tested
numerically many times for different plasma systems.1–3,16,18

However, to our best knowledge, no equation providing the
relationship between P and V(I) has been yet available.
Hereafter, we shall derive this relationship and use it to con-
struct (for the first time) a generalized Fokker-Planck equa-
tion which will include all effects described by PðIÞ, V(I),
and D(I). Using the definition eA ¼ @IR=@t and Eq. (4), we
obtain

dV

dI
¼ " sign Að Þ

2ps0

dS

dt

dI

dt

& '"1

I¼IR

¼ " 1

2pejAjs0

dS

dt
¼ "P

s0
: (6)

Using the above-defined D, V, and P=s0 and considering
a trapping/escape event as a rapid change of particle I to I0

(where I0 is defined by equations I0 ¼ IRðsescÞ; SðstrapÞ
¼ SðsescÞ, see Fig. 1), we can now write a Fokker-Planck
equation describing the full evolution of the distribution

FIG. 1. A schematic view of area SðsÞ and resonant momentum IRðsÞ profiles.
A particle becomes trapped by the wave at s ¼ strap, when the area S grows
and I¼ IR. During trapped motion, momentum varies as IRðsÞ. When the area
S returns back to the value SðstrapÞ, the trapped particle escapes from reso-
nance, at s ¼ sesc. After escape, the particle has a momentum IRðsescÞ ¼ I0.
For simplicity, we consider here systems with a single maximum of S at I¼ I0.
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h* h Π* =Π(h*),  Denote 

Then T* = T (h*),  f*(h, t) = f (h*, t).
hm 



Finally, the kinetic equation takes the following form 

∂f
∂t
= −V ∂f

∂h
+
1
T
∂T
∂h
Vf + 1

2
∂
∂h

D ∂f
∂h

#

$
%

&

'
(

For h≤hm: 

∂f
∂t
= −V ∂f

∂h
−
∂V
∂h

f − T
T*
f*

#

$
%

&

'
(+
1
T*
∂T
∂h
Vf* +

1
2
∂
∂h

D ∂f
∂h

#

$
%

&

'
(

V =
< Δh >
T

,   D =
< (Δh)2 >

T

For h>hm: 

Here 



One can rewrite this equation using action of the 
averaged system I instead of h. Denote 
corresponding values               We have !f , !V, !D.

f =
!fT

2π
,  V =

2π !V
T

,  D =
4π 2 !D
T 2

(we use here that                   ). ∂I
∂h

=
1
2π

T



The kinetic equation takes the following form 
(tildes are omitted): 

∂f
∂t
= −V ∂f

∂I
+
1
2
∂
∂I

D ∂f
∂I

⎛

⎝
⎜

⎞

⎠
⎟

For h≤hm: 

∂f
∂t
= −V ∂f

∂I
−
∂V
∂I

f − f*( )+ 1
2
∂
∂I

D ∂f
∂I

⎛

⎝
⎜

⎞

⎠
⎟

For h>hm: 



Numerical check for  the kinetic eqation 8

FIG. 9: Particle distributions obtained as a solution of Eq. (19) are shown in black, whereas results of test particle
simulations are shown in red. The initial distribution is shown in grey. Time evolution from top to bottom. System
parameters are: ⌦b = 1, v� = 0.5, b̃

0

= 0.1, " = 0.05. Four time moments are displayed: t⌦b = {1, 3, 5, 10} for runs
#1 & #2 and t⌦b = {3, 5, 10, 25} for run #3.

FIG. 10: Average energy hhi for three runs from Fig. 9.

National Ignition Facility (NIF) involving intense laser-
plasma interaction have demonstrated the presence of
strong levels of reflectivity due to backward stimulat-
ed Raman scattering [74], driving forward-propagating
high amplitude Langmuir waves [17]. Such waves can
in turn produce a significant population of suprathermal
electrons that may modify Raman scattering but also
penetrate inside the capsule and preheat the fuel, reduc-
ing its compression and compromising ignition [18, 19].
Accurately determining this high-energy electron tail is
therefore crucial for both direct and indirect drive laser
fusion, and our proposed approach could allow a fast ex-
ploration of this e↵ect over a wide range of parameters



IIId.  Some properties of the kinetic equation 
 (work in progress) 

Ileft < I ≤ Im :     ∂f
∂t
= −V (I )∂f

∂I
+

1
2
∂
∂I

D(I )∂f
∂I

⎛

⎝
⎜

⎞

⎠
⎟,

Im ≤ I < Iright :   ∂f
∂t
= −V (I )∂f

∂I
−
∂V (I )
∂I

f − f*( )+ 1
2
∂
∂I

D(I )∂f
∂I

⎛

⎝
⎜

⎞

⎠
⎟.

Ileft Iright Im I-- I+ 

V = 0 V = 0

 V (I )∝ 1
k

| I − I−,+ |5/4,   D(I )∝ 1
k

| I − Ileft, right |2 .



Ileft Iright Im I-- I+ 

V = 0 V = 0

   D(I )∝ 1
k

| I − Ileft, right |2 .

The only smooth on                    stationary solutions are (Ileft, Iright ) f = const.

Number of particles is conserved:    f (t, I )dI = const.
Ileft

Iright

∫



Neglect diffusion term as    V∝
1
k

,   D(I )∝ 1
k

,   k >>1. Then 

I− < I ≤ Im :   ∂f
∂t
= −V (I )∂f

∂I
,

Im ≤ I < I+ :   ∂f
∂t
= −V (I )∂f

∂I
−
∂V (I )
∂I

f − f*( ).

The first equation is a linear first order PDE. 
After solving the first equation, the second equation takes the 
form of a linear first order non-homogeneous PDE. 
Thus one can write explicit formulas for the general solution. 
All smooth solutions of Cauchy problem tend to the uniform 
distribution as   

I-- I+ Im 

t→∞.
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