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## Introduction

The purpose of this book is to provide a broad and general introduction to the subject of dynamical systems, suitable for a one- or two-semester graduate course. We introduce the principal themes of dynamical systems both through examples and by explaining and proving fundamental and accessible results. We make no attempt to be exhaustive in our treatment of any particular area.

This book grew out of lecture notes from the graduate dynamical systems course at the University of Maryland, College Park. The choice of topics reflects not only the tastes of the authors, but also to a large extent the collective opinion of the Dynamics Group at the University of Maryland, which includes experts in virtually every major area of dynamical systems.

Early versions of this book have been used by several instructors at Maryland, the University of Bonn, and Pennsylvania State University. Experience shows that with minor omissions the first five chapters of the book can be covered in a one-semester course. Instructors who wish to cover a different set of topics may safely omit some of the sections at the end of Chapter 1, $\S \S 2.7-\S 2.8, \S \S 3.5-3.8$, and $\S \S 4.8-4.12$, and then choose from topics in later chapters. Examples from Chapter 1 are used throughout the book. Chapter 6 depends on Chapter 5, but the other chapters are essentially independent. Every section ends with exercises (starred exercises are the most difficult).

The exposition of most of the concepts and results in this book has been refined over the years by various authors. Since most of these ideas have appeared so often and in so many variants in the literature, we have not attempted to identify the original sources. In many cases, we followed the written exposition from specific sources listed in the bibliography. These sources cover particular topics in greater depth than we do here, and we recommend them for further reading. We also benefited from the advice and guidance of a number of specialists, including Joe Auslander, Werner Ballmann,

Ken Berg, Mike Boyle, Boris Hasselblatt, Michael Jakobson, Anatole Katok, Michal Misiurewicz, and Dan Rudolph. We thank them for their contributions. We are especially grateful to Vitaly Bergelson for his contributions to the treatment of applications of topological dynamics and ergodic theory to combinatorial number theory. We thank the students who used early versions of this book in our classes, and who found many typos, errors, and omissions.

## Examples and Basic Concepts

Dynamical systems is the study of the long-term behavior of evolving systems. The modern theory of dynamical systems originated at the end of the 19th century with fundamental questions concerning the stability and evolution of the solar system. Attempts to answer those questions led to the development of a rich and powerful field with applications to physics, biology, meteorology, astronomy, economics, and other areas.

By analogy with celestial mechanics, the evolution of a particular state of a dynamical system is referred to as an orbit. A number of themes appear repeatedly in the study of dynamical systems: properties of individual orbits; periodic orbits; typical behavior of orbits; statistical properties of orbits; randomness vs. determinism; entropy; chaotic behavior; and stability under perturbation of individual orbits and patterns. We introduce some of these themes through the examples in this chapter.

We use the following notation throughout the book: $\mathbb{N}$ is the set of positive integers; $\mathbb{N}_{0}=\mathbb{N} \cup\{0\} ; \mathbb{Z}$ is the set of integers; $\mathbb{Q}$ is the set of rational numbers; $\mathbb{R}$ is the set of real numbers; $\mathbb{C}$ is the set of complex numbers; $\mathbb{R}^{+}$ is the set of positive real numbers; $\mathbb{R}_{0}^{+}=\mathbb{R}^{+} \cup\{0\}$.

### 1.1 The Notion of a Dynamical System

A discrete-time dynamical system consists of a non-empty set $X$ and a map $f: X \rightarrow X$. For $n \in \mathbb{N}$, the $n$th iterate of $f$ is the $n$-fold composition $f^{n}=$ $f \circ \cdots \circ f$; we define $f^{0}$ to be the identity map, denoted Id. If $f$ is invertible, then $f^{-n}=f^{-1} \circ \cdots \circ f^{-1}(n$ times $)$. Since $f^{n+m}=f^{n} \circ f^{m}$, these iterates form a group if $f$ is invertible, and a semigroup otherwise.

Although we have defined dynamical systems in a completely abstract setting, where $X$ is simply a set, in practice $X$ usually has additional structure
that is preserved by the map $f$. For example, $(X, f)$ could be a measure space and a measure-preserving map; a topological space and a continuous map; a metric space and an isometry; or a smooth manifold and a differentiable map.

A continuous-time dynamical system consists of a space $X$ and a oneparameter family of maps of $\left\{f^{t}: X \rightarrow X\right\}, t \in \mathbb{R}$ or $t \in \mathbb{R}_{0}^{+}$, that forms a oneparameter group or semigroup, i.e., $f^{t+s}=f^{t} \circ f^{s}$ and $f^{0}=$ Id. The dynamical system is called a flow if the time $t$ ranges over $\mathbb{R}$, and a semiflow if $t$ ranges over $\mathbb{R}_{0}^{+}$. For a flow, the time-t map $f^{t}$ is invertible, since $f^{-t}=\left(f^{t}\right)^{-1}$. Note that for a fixed $t_{0}$, the iterates $\left(f^{t_{0}}\right)^{n}=f^{t_{0} n}$ form a discrete-time dynamical system.

We will use the term dynamical system to refer to either discrete-time or continuous-time dynamical systems. Most concepts and results in dynamical systems have both discrete-time and continuous-time versions. The continuous-time version can often be deduced from the discrete-time version. In this book, we focus mainly on discrete-time dynamical systems, where the results are usually easier to formulate and prove.

To avoid having to define basic terminology in four different cases, we write the elements of a dynamical system as $f^{t}$, where $t$ ranges over $\mathbb{Z}, \mathbb{N}_{0}, \mathbb{R}$, or $\mathbb{R}_{0}^{+}$, as appropriate. For $x \in X$, we define the positive semiorbit $\mathcal{O}_{f}^{+}(x)=$ $\bigcup_{t \geq 0} f^{t}(x)$. In the invertible case, we define the negative semiorbit $\mathcal{O}_{f}^{-}(x)=$ $\bigcup_{t \leq 0} f^{t}(x)$, and the $\operatorname{orbit} \mathcal{O}_{f}(x)=\mathcal{O}_{f}^{+}(x) \cup \mathcal{O}_{f}^{-}(x)=\bigcup_{t} f^{t}(x)$ (we omit the subscript " $f$ " if the context is clear). A point $x \in X$ is a periodic point of period $T>0$ if $f^{T}(x)=x$. The orbit of a periodic point is called a periodic orbit. If $f^{t}(x)=x$ for all $t$, then $x$ is a fixed point. If $x$ is periodic, but not fixed, then the smallest positive $T$, such that $f^{T}(x)=x$, is called the minimal period of $x$. If $f^{s}(x)$ is periodic for some $s>0$, we say that $x$ is eventually periodic. In invertible dynamical systems, eventually periodic points are periodic.

For a subset $A \subset X$ and $t>0$, let $f^{t}(A)$ be the image of $A$ under $f^{t}$, and let $f^{-t}(A)$ be the preimage under $f^{t}$, i.e., $f^{-t}(A)=\left(f^{t}\right)^{-1}(A)=\left\{x \in X: f^{t}(x) \in\right.$ $A\}$. Note that $f^{-t}\left(f^{t}(A)\right)$ contains $A$, but, for a non-invertible dynamical system, is generally not equal to $A$. A subset $A \subset X$ is $f$-invariant if $f^{t}(A) \subset A$ for all $t$; forward $f$-invariant if $f^{t}(A) \subset A$ for all $t \geq 0$; and backward $f$-invariant if $f^{-t}(A) \subset A$ for all $t \geq 0$.

In order to classify dynamical systems, we need a notion of equivalence. Let $f^{t}: X \rightarrow X$ and $g^{t}: Y \rightarrow Y$ be dynamical systems. A semiconjugacy from $(Y, g)$ to $(X, f)$ (or, briefly, from $g$ to $f$ ) is a surjective map $\pi: Y \rightarrow X$ satisfying $f^{t} \circ \pi=\pi \circ g^{t}$, for all $t$. We express this formula schematically by
saying that the following diagram commutes:


An invertible semiconjugacy is called a conjugacy. If there is a conjugacy from one dynamical system to another, the two systems are said to be conjugate; conjugacy is an equivalence relation. To study a particular dynamical system, we often look for a conjugacy or semiconjugacy with a better-understood model. To classify dynamical systems, we study equivalence classes determined by conjugacies preserving some specified structure. Note that for some classes of dynamical systems (e.g., measure-preserving transformations) the word isomorphism is used instead of "conjugacy."

If there is a semiconjugacy $\pi$ from $g$ to $f$, then $(X, f)$ is a factor of $(Y, g)$, and $(Y, g)$ is an extension of $(X, f)$. The map $\pi: Y \rightarrow X$ is also called a factor map or projection. The simplest example of an extension is the direct product

$$
\left(f_{1} \times f_{2}\right)^{t}: X_{1} \times X_{2} \rightarrow X_{1} \times X_{2}
$$

of two dynamical systems $f_{i}^{t}: X_{i} \rightarrow X_{i}, i=1,2$, where $\left(f_{1} \times f_{2}\right)^{t}\left(x_{1}, x_{2}\right)=$ $\left(f_{1}^{t}\left(x_{1}\right), f_{2}^{t}\left(x_{2}\right)\right)$. Projection of $X_{1} \times X_{2}$ onto $X_{1}$ or $X_{2}$ is a semiconjugacy, so $\left(X_{1}, f_{1}\right)$ and $\left(X_{2}, f_{2}\right)$ are factors of $\left(X_{1} \times X_{2}, f_{1} \times f_{2}\right)$.

An extension $(Y, g)$ of $(X, f)$ with factor map $\pi: Y \rightarrow X$ is called a skew product over $(X, f)$ if $Y=X \times F$, and $\pi$ is the projection onto the first factor or, more generally, if $Y$ is a fiber bundle over $X$ with projection $\pi$.

Exercise 1.1.1. Show that the complement of a forward invariant set is backward invariant, and vice versa. Show that if $f$ is bijective, then an invariant set $A$ satisfies $f^{t}(A)=A$ for all $t$. Show that this is false, in general, if $f$ is not bijective.

Exercise 1.1.2. Suppose $(X, f)$ is a factor of $(Y, g)$ by a semiconjugacy $\pi: Y \rightarrow X$. Show that if $y \in Y$ is a periodic point, then $\pi(y) \in X$ is periodic. Give an example to show that the preimage of a periodic point does not necessarily contain a periodic point.

### 1.2 Circle Rotations

Consider the unit circle $S^{1}=[0,1] / \sim$, where $\sim$ indicates that 0 and 1 are identified. Addition mod 1 makes $S^{1}$ an abelian group. The natural distance
on $[0,1]$ induces a distance on $S^{1}$; specifically,

$$
d(x, y)=\min (|x-y|, 1-|x-y|)
$$

Lebesgue measure on $[0,1]$ gives a natural measure $\lambda$ on $S^{1}$, also called Lebesgue measure $\lambda$.

We can also describe the circle as the set $S^{1}=\{z \in \mathbb{C}:|z|=1\}$, with complex multiplication as the group operation. The two notations are related by $z=e^{2 \pi i x}$, which is an isometry if we divide arc length on the multiplicative circle by $2 \pi$. We will generally use the additive notation for the circle.

For $\alpha \in \mathbb{R}$, let $R_{\alpha}$ be the rotation of $S^{1}$ by angle $2 \pi \alpha$, i.e.,

$$
R_{\alpha} x=x+\alpha \bmod 1
$$

The collection $\left\{R_{\alpha}: \alpha \in[0,1)\right\}$ is a commutative group with composition as group operation, $R_{\alpha} \circ R_{\beta}=R_{\gamma}$, where $\gamma=\alpha+\beta \bmod 1$. Note that $R_{\alpha}$ is an isometry: It preserves the distance $d$. It also preserves Lebesgue measure $\lambda$, i.e., the Lebesgue measure of a set is the same as the Lebesgue measure of its preimage.

If $\alpha=p / q$ is rational, then $R_{\alpha}^{q}=\mathrm{Id}$, so every orbit is periodic. On the other hand, if $\alpha$ is irrational, then every positive semiorbit is dense in $S^{1}$. Indeed, the pigeon-hole principle implies that, for any $\epsilon>0$, there are $m, n<$ $1 / \epsilon$ such that $m<n$ and $d\left(R_{\alpha}^{m}, R_{\alpha}^{n}\right)<\epsilon$. Thus $R^{n-m}$ is rotation by an angle less than $\epsilon$, so every positive semiorbit is $\epsilon$-dense in $S^{1}$ (i.e., comes within distance $\epsilon$ of every point in $S^{1}$ ). Since $\epsilon$ is arbitrary, every positive semiorbit is dense.

For $\alpha$ irrational, density of every orbit of $R_{\alpha}$ implies that $S^{1}$ is the only $R_{\alpha}$-invariant closed non-empty subset. A dynamical system with no proper closed non-empty invariant subsets is called minimal. In Chapter 4, we show that any measurable $R_{\alpha}$-invariant subset of $S^{1}$ has either measure zero or full measure. A measurable dynamical system with this property is called ergodic.

Circle rotations are examples of an important class of dynamical systems arising as group translations. Given a group $G$ and an element $h \in G$, define maps $L_{h}: G \rightarrow G$ and $R_{h}: G \rightarrow G$ by

$$
L_{h} g=h g \quad \text { and } \quad R_{h} g=g h
$$

These maps are called left and right translation by $h$. If $G$ is commutative, $L_{h}=R_{h}$.

A topological group is a topological space $G$ with a group structure such that group multiplication $(g, h) \mapsto g h$, and the inverse $g \mapsto g^{-1}$ are
continuous maps. A continuous homomorphism of a topological group to itself is called an endomorphism; an invertible endomorphism is an automorphism. Many important examples of dynamical systems arise as translations or endomorphisms of topological groups.

Exercise 1.2.1. Show that for any $k \in \mathbb{Z}$, there is a continuous semiconjugacy from $R_{\alpha}$ to $R_{k \alpha}$.

Exercise 1.2.2. Prove that for any finite sequence of decimal digits there is an integer $n>0$ such that the decimal representation of $2^{n}$ starts with that sequence of digits.

Exercise 1.2.3. Let $G$ be a topological group. Prove that for each $g \in G$, the closure $H(g)$ of the set $\left\{g^{n}\right\}_{n=-\infty}^{\infty}$ is a commutative subgroup of $G$. Thus, if $G$ has a minimal left translation, then $G$ is abelian.
*Exercise 1.2.4. Show that $R_{\alpha}$ and $R_{\beta}$ are conjugate by a homeomorphism if and only if $\alpha= \pm \beta \bmod 1$.

### 1.3 Expanding Endomorphisms of the Circle

For $m \in \mathbb{Z},|m|>1$, define the times- $m$ map $E_{m}: S^{1} \rightarrow S^{1}$ by

$$
E_{m} x=m x \bmod 1 .
$$

This map is a non-invertible group endomorphism of $S^{1}$. Every point has $m$ preimages. In contrast to a circle rotation, $E_{m}$ expands arc length and distances between nearby points by a factor of $m$ : If $d(x, y) \leq 1 /(2 m)$, then $d\left(E_{m} x, E_{m} y\right)=m d(x, y)$. A map (of a metric space) that expands distances between nearby points by a factor of at least $\mu>1$ is called expanding.

The map $E_{m}$ preserves Lebesgue measure $\lambda$ on $S^{1}$ in the following sense: if $A \subset S^{1}$ is measurable, then $\lambda\left(E_{m}^{-1}(A)\right)=\lambda(A)$ (Exercise 1.3.1). Note, however, that for a sufficiently small interval $I, \lambda\left(E_{m}(I)\right)=m \lambda(I)$. We will show later that $E_{m}$ is ergodic (Proposition 4.4.2).

Fix a positive integer $m>1$. We will now construct a semiconjugacy from another natural dynamical system to $E_{m}$. Let $\Sigma=\{0, \ldots, m-1\}^{\mathbb{N}}$ be the set of sequences of elements in $\{0, \ldots, m-1\}$. The shift $\sigma: \Sigma \rightarrow \Sigma$ discards the first element of a sequence and shifts the remaining elements one place to the left:

$$
\sigma\left(\left(x_{1}, x_{2}, x_{3}, \ldots\right)\right)=\left(x_{2}, x_{3}, x_{4}, \ldots\right) .
$$

A base-m expansion of $x \in[0,1]$ is a sequence $\left(x_{i}\right)_{i \in \mathbb{N}} \in \Sigma$ such that $x=\Sigma_{i=1}^{\infty} x_{i} / m^{i}$. In analogy with decimal notation, we write $x=0 . x_{1} x_{2} x_{3} \ldots$.

Base- $m$ expansions are not always unique: A fraction whose denominator is a power of $m$ is represented both by a sequence with trailing $m-1$ s and a sequence with trailing zeros. For example, in base 5 , we have $0.144 \ldots=$ $0.200 \ldots=2 / 5$.

Define a map

$$
\phi: \Sigma \rightarrow[0,1], \quad \phi\left(\left(x_{i}\right)_{i \in \mathbb{N}}\right)=\sum_{i=1}^{\infty} \frac{x_{i}}{m^{i}} .
$$

We can consider $\phi$ as a map into $S^{1}$ by identifying 0 and 1 . This map is surjective, and one-to-one except on the countable set of sequences with trailing zeros or $m-1$ 's. If $x=0 . x_{1} x_{2} x_{3} \ldots \in[0,1)$, then $E_{m} x=0 . x_{2} x_{3} \ldots$. Thus, $\phi \circ \sigma=E_{m} \circ \phi$, so $\phi$ is a semiconjugacy from $\sigma$ to $E_{m}$.

We can use the semiconjugacy of $E_{m}$ with the shift $\sigma$ to deduce properties of $E_{m}$. For example, a sequence $\left(x_{i}\right) \in \Sigma$ is a periodic point for $\sigma$ with period $k$ if and only if it is a periodic sequence with period $k$, i.e., $x_{k+i}=x_{i}$ for all $i$. It follows that the number of periodic points of $\sigma$ of period $k$ is $m^{k}$. More generally, $\left(x_{i}\right)$ is eventually periodic for $\sigma$ if and only if the sequence $\left(x_{i}\right)$ is eventually periodic. A point $x \in S^{1}=[0,1] / \sim$ is periodic for $E_{m}$ with period $k$ if and only if $x$ has a base- $m$ expansion $x=0 \cdot x_{1} x_{2} \ldots$ that is periodic with period $k$. Therefore, the number of periodic points of $E_{m}$ of period $k$ is $m^{k}-1$ (since 0 and 1 are identified).

Let $\mathcal{F}_{m}=\bigcup_{k=1}^{\infty}\{0, \ldots, m-1\}^{k}$ be the set of all finite sequences of elements of the set $\{0, \ldots, m-1\}$. A subset $A \subset[0,1]$ is dense if and only if every finite sequence $w \in \mathcal{F}_{m}$ occurs at the beginning of the base- $m$ expansion of some element of $A$. It follows that the set of periodic points is dense in $S^{1}$. The orbit of a point $x=0 . x_{1} x_{2} \ldots$ is dense in $S^{1}$ if and only if every finite sequence from $\mathcal{F}_{m}$ appears in the sequence $\left(x_{i}\right)$. Since $\mathcal{F}_{m}$ is countable, we can construct such a point by concatenating all elements of $\mathcal{F}_{m}$.

Although $\phi$ is not one-to-one, we can construct a right inverse to $\phi$. Consider the partition of $S^{1}=[0,1] / \sim$ into intervals

$$
P_{k}=[k / m,(k+1) / m), \quad 0 \leq k \leq m-1 .
$$

For $x \in[0,1]$, define $\psi_{i}(x)=k$ if $E_{m}^{i} x \in P_{k}$. The map $\psi: S^{1} \rightarrow \Sigma$, given by $x \mapsto\left(\psi_{i}(x)\right)_{i=0}^{\infty}$, is a right inverse for $\phi$, i.e., $\phi \circ \psi=\mathrm{Id}: S^{1} \rightarrow S^{1}$. In particular, $x \in S^{1}$ is uniquely determined by the sequence ( $\psi_{i}(x)$ ).

The use of partitions to code points by sequences is the principal motivation for symbolic dynamics, the study of shifts on sequence spaces, which is the subject of the next section and Chapter 3.

Exercise 1.3.1. Prove that $\lambda\left(E_{m}^{-1}([a, b])\right)=\lambda([a, b])$ for any interval $[a, b] \subset[0,1]$.

Exercise 1.3.2. Prove that $E_{k} \circ E_{l}=E_{l} \circ E_{k}=E_{k l}$. When is $E_{k} \circ R_{\alpha}=$ $R_{\alpha} \circ E_{k}$ ?

Exercise 1.3.3. Show that the set of points with dense orbits is uncountable.
Exercise 1.3.4. Prove that the set

$$
C=\left\{x \in[0,1]: E_{3}^{k} x \notin(1 / 3,2 / 3) \forall k \in \mathbb{N}_{0}\right\}
$$

is the standard middle-thirds Cantor set.
*Exercise 1.3.5. Show that the set of points with dense orbits under $E_{m}$ has Lebesgue measure 1.

### 1.4 Shifts and Subshifts

In this section, we generalize the notion of shift space introduced in the previous section. For an integer $m>1$ set $\mathcal{A}_{m}=\{1, \ldots, m\}$. We refer to $\mathcal{A}_{m}$ as an alphabet and its elements as symbols. A finite sequence of symbols is called a word. Let $\Sigma_{m}=\mathcal{A}_{m}^{\mathbb{Z}}$ be the set of infinite two-sided sequences of symbols in $\mathcal{A}_{m}$, and $\Sigma_{m}^{+}=\mathcal{A}_{m}^{\mathbb{N}}$ be the set of infinite one-sided sequences. We say that a sequence $x=\left(x_{i}\right)$ contains the word $w=w_{1} w_{2} \ldots w_{k}$ (or that $w$ occurs in $x$ ) if there is some $j$ such that $w_{i}=x_{j+i}$ for $i=1, \ldots, k$.

Given a one-sided or two-sided sequence $x=\left(x_{i}\right)$, let $\sigma(x)=\left(\sigma(x)_{i}\right)$ be the sequence obtained by shifting $x$ one step to the left, i.e., $\sigma(x)_{i}=x_{i+1}$. This defines a self-map of both $\Sigma_{m}$ and $\Sigma_{m}^{+}$called the shift. The pair $\left(\Sigma_{m}, \sigma\right)$ is called the full two-sided shift; $\left(\Sigma_{m}^{+}, \sigma\right)$ is the full one-sided shift. The two-sided shift is invertible. For a one-sided sequence, the leftmost symbol disappears, so the one-sided shift is non-invertible, and every point has $m$ preimages. Both shifts have $m^{n}$ periodic points of period $n$.

The shift spaces $\Sigma_{m}$ and $\Sigma_{m}^{+}$are compact topological spaces in the product topology. This topology has a basis consisting of cylinders

$$
C_{j_{1}, \ldots, j_{k}}^{n_{1}, \ldots n_{k}}=\left\{x=\left(x_{l}\right): x_{n_{i}}=j_{i}, i=1, \ldots, k\right\},
$$

where $n_{1}<n_{2}<\cdots<n_{k}$ are indices in $\mathbb{Z}$ or $\mathbb{N}$, and $j_{i} \in \mathcal{A}_{m}$. Since the preimage of a cylinder is a cylinder, $\sigma$ is continuous on $\Sigma_{m}^{+}$and is a homeomorphism of $\Sigma_{m}$. The metric

$$
d\left(x, x^{\prime}\right)=2^{-l}, \quad \text { where } \quad l=\min \left\{|i|: x_{i} \neq x_{i}^{\prime}\right\}
$$



Figure 1.1. Examples of directed graphs with labeled vertices and the corresponding adjacency matrices.
generates the product topology on $\Sigma_{m}$ and $\Sigma_{m}^{+}$(Exercise 1.4.3). In $\Sigma_{m}$, the open ball $B\left(x, 2^{-l}\right)$ is the symmetric cylinder $C_{x_{-l}, x_{-l+1}, \ldots, x_{l}}^{-l,-l+1, \ldots,}$, and in $\Sigma_{m}^{+}$, $B\left(x, 2^{-l}\right)=C_{x_{1}, \ldots, x_{l}}^{1, \ldots,}$. The shift is expanding on $\Sigma_{m}^{+}$; if $d\left(x, x^{\prime}\right)<1 / 2$, then $d\left(\sigma(x), \sigma\left(x^{\prime}\right)\right)=2 d\left(x, x^{\prime}\right)$.

In the product topology, periodic points are dense, and there are dense orbits (Exercise 1.4.5).

Now we describe a natural class of closed shift-invariant subsets of the full shift spaces. These subshifts can be described in terms of adjacency matrices or their associated directed graphs. An adjacency matrix $A=\left(a_{i j}\right)$ is an $m \times$ $m$ matrix whose entries are zeros and ones. Associated to $A$ is a directed graph $\Gamma_{A}$ with $m$ vertices such that $a_{i j}$ is the number of edges from the $i$ th vertex to the $j$ th vertex. Conversely, if $\Gamma$ is a finite directed graph with vertices $v_{1}, \ldots, v_{m}$, then $\Gamma$ determines an adjacency matrix $B$, and $\Gamma=\Gamma_{B}$. Figure 1.1 shows two adjacency matrices and the associated graphs.

Given an $m \times m$ adjacency matrix $A=\left(a_{i j}\right)$, we say that a word or infinite sequence $x$ (in the alphabet $\mathcal{A}_{m}$ ) is allowed if $a_{x_{i} x_{i+1}}>0$ for every $i$; equivalently, if there is a directed edge from $x_{i}$ to $x_{i+1}$ for every $i$. A word or sequence that is not allowed is said to be forbidden. Let $\Sigma_{A} \subset \Sigma_{m}$ be the set of allowed two-sided sequences $\left(x_{i}\right)$, and $\Sigma_{A}^{+} \subset \Sigma_{m}^{+}$be the set of allowed one-sided sequences. We can view a sequence $\left(x_{i}\right) \in \Sigma_{A}$ (or $\Sigma_{A}^{+}$) as an infinite walk along directed edges in the graph $\Gamma_{A}$, where $x_{i}$ is the index of the vertex visited at time $i$. The sets $\Sigma_{A}$ and $\Sigma_{A}^{+}$are closed shift-invariant subsets of $\Sigma_{m}$ and $\Sigma_{m}^{+}$, and inherit the subspace topology. The pairs $\left(\Sigma_{A}, \sigma\right)$ and $\left(\Sigma_{A}^{+}, \sigma\right)$ are called the two-sided and one-sided vertex shifts determined by $A$.

A point $\left(x_{i}\right) \in \Sigma_{A}\left(\right.$ or $\left.\Sigma_{A}^{+}\right)$is periodic of period $n$ if and only if $x_{i+n}=x_{i}$ for every $i$. The number of periodic points of period $n\left(\right.$ in $\Sigma_{A}$ or $\left.\Sigma_{A}^{+}\right)$is equal to the trace of $A^{n}$ (Exercise 1.4.2).

Exercise 1.4.1. Let $A$ be a matrix of zeros and ones. A vertex $v_{i}$ can be reached (in $n$ steps) from a vertex $v_{j}$ if there is a path (consisting of $n$ edges) from $v_{i}$ to $v_{j}$ along directed edges of $\Gamma_{A}$. What properties of $A$ correspond to the following properties of $\Gamma_{A}$ ?
(a) Any vertex can be reached from some other vertex.
(b) There are no terminal vertices, i.e., there is at least one directed edge starting at each vertex.
(c) Any vertex can be reached in one step from any other vertex .
(d) Any vertex can be reached from any other vertex in exactly $n$ steps.

Exercise 1.4.2. Let $A$ be an $m \times m$ matrix of zeros and ones. Prove that:
(a) the number of fixed points in $\Sigma_{A}\left(\right.$ or $\left.\Sigma_{A}^{+}\right)$is the trace of $A$;
(b) the number of allowed words of length $n+1$ beginning with the symbol $i$ and ending with $j$ is the $i, j$ th entry of $A^{n}$; and
(c) the number of periodic points of period $n$ in $\Sigma_{A}\left(\right.$ or $\left.\Sigma_{A}^{+}\right)$is the trace of $A^{n}$.

Exercise 1.4.3. Verify that the metrics on $\Sigma_{m}$ and $\Sigma_{m}^{+}$generate the product topology.

Exercise 1.4.4. Show that the semiconjugacy $\phi: \Sigma \rightarrow[0,1]$ of $\S 1.3$ is continuous with respect to the product topology on $\Sigma$.

Exercise 1.4.5. Assume that all entries of some power of $A$ are positive. Show that in the product topology on $\Sigma_{A}$ and $\Sigma_{A}^{+}$, periodic points are dense, and there are dense orbits.

### 1.5 Quadratic Maps

The expanding maps of the circle introduced in $\S 1.3$ are linear maps in the sense that they come from linear maps of the real line. The simplest nonlinear dynamical systems in dimension one are the quadratic maps

$$
q_{\mu}(x)=\mu x(1-x), \quad \mu>0
$$

Figure 1.2 shows the graph of $q_{3}$ and successive images $x_{i}=q_{3}^{i}\left(x_{0}\right)$ of a point $x_{0}$.

If $\mu>1$ and $x \notin[0,1]$, then $q_{\mu}^{n}(x) \rightarrow-\infty$ as $n \rightarrow \infty$. For this reason, we focus our attention on the interval $[0,1]$. For $\mu \in[0,4]$, the interval $[0,1]$ is forward invariant under $q_{\mu}$. For $\mu>4$, the interval $(1 / 2-\sqrt{1 / 4-1 / \mu}$, $1 / 2+\sqrt{1 / 4-1 / \mu})$ maps outside $[0,1]$; we show in Chapter 7 that the set of points $\Lambda_{\mu}$ whose forward orbits stay in $[0,1]$ is a Cantor set, and $\left(\Lambda_{\mu}, q_{\mu}\right)$ is equivalent to the full one-sided shift on two symbols.

Let $X$ be a locally compact metric space and $f: X \rightarrow X$ a continuous map. A fixed point $p$ of $f$ is attracting if it has a neighborhood $U$ such that $\bar{U}$ is compact, $f(\bar{U}) \subset U$, and $\bigcap_{n \geq 0} f^{n}(U)=\{p\}$. A fixed point $p$ is repelling


Figure 1.2. Quadratic map of $q_{3}$.
if it has a neighborhood $U$ such that $\bar{U} \subset f(U)$, and $\bigcap_{n \geq 0} f^{-n}(U)=\{p\}$. Note that if $f$ is invertible, then $p$ is attracting for $f$ if and only if it is repelling for $f^{-1}$, and vice versa. A fixed point $p$ is called isolated if there is a neighborhood of $p$ that contains no other fixed points.

If $x$ is a periodic point of $f$ of period $n$, then we say that $f$ is an attracting (repelling) periodic point if $x$ is an attracting (repelling) fixed point of $f^{n}$. We also say that the periodic orbit $\mathcal{O}(x)$ is attracting or repelling, respectively.

The fixed points of $q_{\mu}$ are 0 and $1-1 / \mu$. Note that $q_{\mu}^{\prime}(0)=\mu$ and that $q_{\mu}^{\prime}(1-1 / \mu)=2-\mu$. Thus, 0 is attracting for $\mu<1$ and repelling for $\mu>1$, and $1-1 / \mu$ is attracting for $\mu \in(1,3)$ and repelling for $\mu \notin[1,3]$ (Exercise 1.5.4).

The maps $q_{\mu}, \mu>4$, have interesting and complicated dynamical behavior. In particular, periodic points abound. For example,

$$
\begin{aligned}
& q_{\mu}([1 / \mu, 1 / 2]) \supset[1-1 / \mu, 1], \\
& q_{\mu}([1-1 / \mu, 1]) \supset[0,1-1 / \mu] \supset[1 / \mu, 1 / 2] .
\end{aligned}
$$

Hence, $q_{\mu}^{2}([1 / \mu, 1 / 2]) \supset[1 / \mu, 1 / 2]$, so the Intermediate Value Theorem implies that $q_{\mu}^{2}$ has a fixed point $p_{2} \in[1 / \mu, 1 / 2]$. Thus, $p_{2}$ and $q_{\mu}\left(p_{2}\right)$ are non-fixed periodic points of period 2 . This approach to showing existence of periodic points applies to many one-dimensional maps. We exploit this technique in Chapter 7 to prove the Sharkovsky Theorem (Theorem 7.3.1), which asserts, for example, that for continuous self-maps of the interval the existence of an orbit of period three implies the existence of periodic orbits of all orders.

Exercise 1.5.1. Show that for any $x \notin[0,1], q_{\mu}^{n}(x) \rightarrow-\infty$ as $n \rightarrow \infty$.
Exercise 1.5.2. Show that a repelling fixed point is an isolated fixed point.

Exercise 1.5.3. Suppose $p$ is an attracting fixed point for $f$. Show that there is a neighborhood $U$ of $p$ such that the forward orbit of every point in $U$ converges to $p$.

Exercise 1.5.4. Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be a $C^{1}$ map, and $p$ be a fixed point. Show that if $\left|f^{\prime}(p)\right|<1$, then $p$ is attracting, and if $\left|f^{\prime}(p)\right|>1$, then $p$ is repelling.

Exercise 1.5.5. Are 0 and $1-1 / \mu$ attracting or repelling for $\mu=1$ ? for $\mu=3$ ?

Exercise 1.5.6. Show the existence of a non-fixed periodic point of $q_{\mu}$ of period 3, for $\mu>4$.

Exercise 1.5.7. Is the period-2 orbit $\left\{p_{2}, q_{\mu}\left(p_{2}\right)\right\}$ attracting or repelling for $\mu>4$ ?

### 1.6 The Gauss Transformation

Let $[x]$ denote the greatest integer less than or equal to $x$, for $x \in \mathbb{R}$. The $\operatorname{map} \varphi:[0,1] \rightarrow[0,1]$ defined by

$$
\varphi(x)=\left\{\begin{array}{lll}
1 / x-[1 / x] & \text { if } & x \in(0,1], \\
0 & \text { if } & x=0
\end{array}\right.
$$

was studied by C. Gauss, and is now called the Gauss transformation. Note that $\varphi$ maps each interval $(1 /(n+1), 1 / n]$ continuously and monotonically onto $[0,1)$; it is discontinuous at $1 / n$ for all $n \in \mathbb{N}$. Figure 1.3 shows the graph of $\varphi$.


Figure 1.3. Gauss transformation.

Gauss discovered a natural invariant measure $\mu$ for $\varphi$. The Gauss measure of an interval $A=(a, b)$ is

$$
\mu(A)=\frac{1}{\log 2} \int_{a}^{b} \frac{d x}{1+x}=(\log 2)^{-1} \log \frac{1+b}{1+a} .
$$

This measure is $\varphi$-invariant in the sense that $\mu\left(\varphi^{-1}(A)\right)=\mu(A)$ for any interval $A=(a, b)$. To prove invariance, note that the preimage of $(a, b)$ consists of infinitely many intervals: In the interval $(1 /(n+1), 1 / n)$, the preimage is $(1 /(n+b), 1 /(n+a))$. Thus,

$$
\begin{aligned}
\mu\left(\varphi^{-1}((a, b))\right) & =\mu\left(\bigcup_{n=1}^{\infty}\left(\frac{1}{n+b}, \frac{1}{n+a}\right)\right) \\
& =\frac{1}{\log 2} \sum_{n=1}^{\infty} \log \left(\frac{n+a+1}{n+a} \cdot \frac{n+b}{n+b+1}\right)=\mu((a, b)) .
\end{aligned}
$$

Note that in general $\mu(\varphi(A)) \neq \mu(A)$.
The Gauss transformation is closely related to continued fractions. The expression

$$
\left[a_{1}, a_{2}, \ldots, a_{n}\right]=\frac{1}{a_{1}+\frac{1}{a_{2}+\cdots \frac{1}{a_{n}}}}, \quad a_{1}, \ldots, a_{n} \in \mathbb{N}
$$

is called a finite continued fraction. For $x \in(0,1]$, we have $x=1 /\left(\left[\frac{1}{x}\right]+\varphi(x)\right)$. More generally, if $\varphi^{n-1}(x) \neq 0$, set $a_{i}=\left[1 / \varphi^{i-1}(x)\right] \geq 1$ for $i \leq n$. Then,

$$
x=\frac{1}{a_{1}+\frac{1}{a_{2}+\frac{1}{\cdots+\frac{1}{a_{n}+\varphi^{n}(x)}}}}
$$

Note that $x$ is rational if and only if $\varphi^{m}(x)=0$ for some $m \in \mathbb{N}$ (Exercise 1.6.2). Thus any rational number is uniquely represented by a finite continued fraction.

For an irrational number $x \in(0,1)$, the sequence of finite continued fractions

$$
\left[a_{1}, a_{2}, \ldots, a_{n}\right]=\frac{1}{a_{1}+\frac{1}{a_{2}+\frac{1}{\cdots+\frac{1}{a_{n}}}}}
$$

converges to $x$ (where $a_{i}=\left[1 / \varphi^{i-1}(x)\right]$ ) (Exercise 1.6.4). This is expressed concisely with the infinite continued fraction notation

$$
x=\left[a_{1}, a_{2}, \ldots\right]=\frac{1}{a_{1}+\frac{1}{a_{2}+\cdots}}
$$

Conversely, given a sequence $\left(b_{i}\right)_{i \in \mathbb{N}}, b_{i} \in \mathbb{N}$, the sequence $\left[b_{1}, b_{2}, \ldots, b_{n}\right]$ converges, as $n \rightarrow \infty$, to a number $y \in[0,1]$, and the representation $y=$ [ $\left.b_{1}, b_{2}, \ldots\right]$ is unique (Exercise 1.6.4). Hence $\varphi(y)=\left[b_{2}, b_{3}, \ldots\right]$, because $b_{n}=\left[1 / \varphi^{n-1}(y)\right]$.

We summarize this discussion by saying that the continued fraction representation conjugates the Gauss transformation and the shift on the space of finite or infinite integer-valued sequences $\left(b_{i}\right)_{i=1}^{\omega}, \omega \in \mathbb{N} \cup\{\infty\}, b_{i} \in \mathbb{N}$. (By convention, the shift of a finite sequence is obtained by deleting the first term; the empty sequence represents 0 .) As an immediate consequence, we obtain a description of the eventually periodic points of $\varphi$ (see Exercise 1.6.3).

Exercise 1.6.1. What are the fixed points of the Gauss transformation?
Exercise 1.6.2. Show that $x \in[0,1]$ is rational if and only if $\varphi^{m}(x)=0$ for some $m \in \mathbb{N}$.

Exercise 1.6.3. Show that:
(a) a number with periodic continued fraction expansion satisfies a quadratic equation with integer coefficients; and
(b) a number with eventually periodic continued fraction expansion satisfies a quadratic equation with integer coefficients.
The converse of the second statement is also true, but is more difficult to prove [Arc70], [HW79].
*Exercise 1.6.4. Show that given any infinite sequence $b_{k} \in \mathbb{N}, k=1,2, \ldots$, the sequence $\left[b_{1}, \ldots, b_{n}\right]$ of finite continued fractions converges. Show that for any $x \in \mathbb{R}$, the continued fraction $\left[a_{1}, a_{2}, \ldots\right], a_{i}=\left[1 / \phi^{i-1}(x)\right]$, converges to $x$, and that this continued fraction representation is unique.

### 1.7 Hyperbolic Toral Automorphisms

Consider the linear map of $\mathbb{R}^{2}$ given by the matrix

$$
A=\left(\begin{array}{ll}
2 & 1 \\
1 & 1
\end{array}\right) .
$$

The eigenvalues are $\lambda=(3+\sqrt{5}) / 2>1$ and $1 / \lambda$. The map expands by a factor of $\lambda$ in the direction of the eigenvector $v_{\lambda}=((1+\sqrt{5}) / 2,1)$, and contracts


Figure 1.4. The image of the torus under $A$.
by $1 / \lambda$ in the direction of $v_{1 / \lambda}=((1-\sqrt{5}) / 2,1)$. The eigenvectors are perpendicular because $A$ is symmetric.

Since $A$ has integer entries, it preserves the integer lattice $\mathbb{Z}^{2} \subset \mathbb{R}^{2}$ and induces a map (which we also call $A$ ) of the torus $\mathbb{T}^{2}=\mathbb{R}^{2} / \mathbb{Z}^{2}$. The torus can be viewed as the unit square $[0,1] \times[0,1]$ with opposite sides identified: $\left(x_{1}, 0\right) \sim\left(x_{1}, 1\right)$ and $\left(0, x_{2}\right) \sim\left(1, x_{2}\right), x_{1}, x_{2} \in[0,1]$. The map $A$ is given in coordinates by

$$
A\binom{x_{1}}{x_{2}}=\binom{\left(2 x_{1}+x_{2}\right) \bmod 1}{\left(x_{1}+x_{2}\right) \bmod 1}
$$

(see Figure 1.4). Note that $\mathbb{T}^{2}$ is a commutative group and $A$ is an automorphism, since $A^{-1}$ is also an integer matrix.

The periodic points of $A: \mathbb{T}^{2} \rightarrow \mathbb{T}^{2}$ are the points with rational coordinates (Exercise 1.7.1).

The lines in $\mathbb{R}^{2}$ parallel to the eigenvector $v_{\lambda}$ project to a family $W^{u}$ of parallel lines on $\mathbb{T}^{2}$. For $x \in \mathbb{T}^{2}$, the line $W^{u}(x)$ through $x$ is called the unstable manifold of $x$. The family $W^{u}$ partitions $\mathbb{T}^{2}$ and is called the unstable foliation of $A$. This foliation is invariant in the sense that $A\left(W^{u}(x)\right)=W^{u}(A x)$. Moreover, $A$ expands each line in $W^{u}$ by a factor of $\lambda$. Similarly, the stable foliation $W^{s}$ is obtained by projecting the family of lines in $\mathbb{R}^{2}$ parallel to $v_{1 / \lambda}$. This foliation is also invariant under $A$, and $A$ contracts each stable manifold $W^{s}(x)$ by $1 / \lambda$. Since the slopes of $v_{\lambda}$ and $v_{1 / \lambda}$ are irrational, each of the stable and unstable manifolds is dense in $\mathbb{T}^{2}$ (Exercise 1.11.1).

In a similar way, any $n \times n$ integer matrix $B$ induces a group endomorphism of the $n$-torus $\mathbb{T}^{n}=\mathbb{R}^{n} / \mathbb{Z}^{n}=[0,1]^{n} / \sim$. The map is invertible (an
automorphism) if and only if $B^{-1}$ is an integer matrix, which happens if and only if $|\operatorname{det} B|=1$ (Exercise 1.7.2). If $B$ is invertible and the eigenvalues do not lie on the unit circle, then $B: \mathbb{T}^{n} \rightarrow \mathbb{T}^{n}$ has expanding and contracting subspaces of complementary dimensions and is called a hyperbolic toral automorphism. The stable and unstable manifolds of a hyperbolic toral automorphism are dense in $\mathbb{T}^{n}$ (§5.10). This is easy to show in dimension two (Exercise 1.7.3 and Exercise 1.11.1).

Hyperbolic toral automorphisms are prototypes of the more general class of hyperbolic dynamical systems. These systems have uniform expansion and contraction in complementary directions at every point. We discuss them in detail in Chapter 5.

Exercise 1.7.1. Consider the automorphism of $\mathbb{T}^{2}$ corresponding to a nonsingular $2 \times 2$ integer matrix whose eigenvalues are not roots of 1 .
(a) Prove that every point with rational coordinates is eventually periodic.
(b) Prove that every eventually periodic point has rational coordinates.

Exercise 1.7.2. Prove that the inverse of an $n \times n$ integer matrix $B$ is also an integer matrix if and only if $|\operatorname{det} B|=1$.

Exercise 1.7.3. Show that the eigenvalues of a two-dimensional hyperbolic toral automorphism are irrational (so the stable and unstable manifolds are dense by Exercise 1.11.1).

Exercise 1.7.4. Show that the number of fixed points of a hyperbolic toral automorphism $A$ is $\operatorname{det}(A-I)$ (hence the number of periodic points of period $n$ is $\operatorname{det}\left(A^{n}-I\right)$ ).

### 1.8 The Horseshoe

Consider a region $D \subset \mathbb{R}^{2}$ consisting of two semicircular regions $D_{1}$ and $D_{5}$ together with a unit square $R=D_{2} \cup D_{3} \cup D_{4}$ (see Figure 1.5).

Let $f: D \rightarrow D$ be a differentiable map that stretches and bends $D$ into a horseshoe as shown in Figure 1.5. Assume also that $f$ stretches $D_{2} \cup D_{4}$ uniformly in the horizontal direction by a factor of $\mu>2$ and contracts


Figure 1.5. The horseshoe map.

$R$
Figure 1.6. Horizontal rectangles.
uniformly in the vertical direction by $\lambda<1 / 2$. Since $f\left(D_{5}\right) \subset D_{5}$, the Brouwer fixed point theorem implies the existence of a fixed point $p \in D_{5}$.

Set $R_{0}=f\left(D_{2}\right) \cap R$ and $R_{1}=f\left(D_{4}\right) \cap R$. Note that $f(R) \cap R=R_{0} \cup R_{1}$. The set $f^{2}(R) \cap f(R) \cap R=f^{2}(R) \cap R$ consists of four horizontal rectangles $R_{i j}, i, j \in\{0,1\}$, of height $\lambda^{2}$ (see Figure 1.6). More generally, for any finite sequence $\omega_{0}, \ldots, \omega_{n}$ of zeros and ones,

$$
R_{\omega_{0} \omega_{1} \ldots \omega_{n}}=R_{\omega_{0}} \cap f\left(R_{\omega_{1}}\right) \cap \cdots \cap f^{n}\left(R_{\omega_{n}}\right)
$$

is a horizontal rectangle of height $\lambda^{n}$, and $f^{n}(R) \cap R$ is the union of $2^{n}$ such rectangles. For an infinite sequence $\omega=\left(\omega_{i}\right) \in\{0,1\}^{\mathbb{N}_{0}}$, let $R_{\omega}=$ $\bigcap_{i=0}^{\infty} f^{i}\left(R_{\omega_{i}}\right)$. The set $H^{+}=\bigcap_{n=0}^{\infty} f^{n}(R)=\bigcup_{\omega} R_{\omega}$ is the product of a horizontal interval of length 1 and a vertical Cantor set $C^{+}$(a Cantor set is a compact, perfect, totally disconnected set). Note that $f\left(H^{+}\right)=H^{+}$.

We now construct, in a similar way, a set $H^{-}$using preimages. Observe that $f^{-1}\left(R_{0}\right)=f^{-1}(R) \cap D_{2}$, and $f^{-1}\left(R_{1}\right)=f^{-1}(R) \cap D_{4}$ are vertical rectangles of width $\mu^{-1}$. For any sequence $\omega_{-m}, \omega_{-m+1}, \ldots, \omega_{-1}$ of zeros and ones, $\bigcap_{i=1}^{m} f^{-i}\left(R_{\omega_{i}}\right)$ is a vertical rectangle of width $\mu^{-m}$, and $H^{-}=\bigcap_{i=1}^{\infty} f^{-i}(R)$ is the product of a vertical interval (of length 1 ) and a horizontal Cantor set $C^{-}$.

The horseshoe set $H=H^{+} \cap H^{-}=\bigcap_{i=-\infty}^{\infty} f^{i}(R)$ is the product of the Cantor sets $C^{-}$and $C^{+}$and is closed and $f$-invariant. It is locally maximal, i.e., there is an open set $U$ containing $H$ such that any $f$-invariant subset of $U$ containing $H$ coincides with $H$ (Exercise 1.8.2). The map $\phi: \Sigma_{2}=\{0,1\}^{\mathbb{Z}} \rightarrow$ $H$ that assigns to each infinite sequence $\omega=\left(\omega_{i}\right) \in \Sigma_{2}$ the unique point $\phi(\omega)=\bigcap_{-\infty}^{\infty} f^{i}\left(R_{\omega_{i}}\right)$ is a bijection (Exercise 1.8.3). Note that

$$
f(\phi(\omega))=\bigcap_{-\infty}^{\infty} f^{i+1}\left(R_{\omega_{i}}\right)=\phi\left(\sigma_{r}(\omega)\right)
$$

where $\sigma_{r}$ is the right shift in $\Sigma_{2}, \sigma_{r}(\omega)_{i+1}=\omega_{i}$. Thus, $\phi$ conjugates $f \mid H$ and the full two-sided 2 -shift.

The horseshoe was introduced by S. Smale in the 1960s as an example of a hyperbolic set that "survives" small perturbations. We discuss hyperbolic sets in Chapter 5.

Exercise 1.8.1. Draw a picture of $f^{-1}(R) \cap f(R)$ and $f^{-2}(R) \cap f^{2}(R)$.
Exercise 1.8.2. Prove that $H$ is a locally maximal $f$-invariant set.

Exercise 1.8.3. Prove that $\phi$ is a bijection, and that both $\phi$ and $\phi^{-1}$ are continuous.

### 1.9 The Solenoid

Consider the solid torus $\mathcal{T}=S^{1} \times D^{2}$, where $S^{1}=[0,1] \bmod 1$ and $D^{2}=$ $\left\{(x, y) \in \mathbb{R}^{2}: x^{2}+y^{2} \leq 1\right\}$. Fix $\lambda \in(0,1 / 2)$, and define $F: \mathcal{T} \rightarrow \mathcal{T}$ by

$$
F(\phi, x, y)=\left(2 \phi, \lambda x+\frac{1}{2} \cos 2 \pi \phi, \lambda y+\frac{1}{2} \sin 2 \pi \phi\right) .
$$

The map $F$ stretches by a factor of 2 in the $S^{1}$-direction, contracts by a factor of $\lambda$ in the $D^{2}$-direction, and wraps the image twice inside $\mathcal{T}$ (see Figure 1.7).

The image $F(\mathcal{T})$ is contained in the interior $\operatorname{int}(\mathcal{T})$ of $\mathcal{T}$, and $F^{n+1}(\mathcal{T}) \subset$ $\operatorname{int}\left(F^{n}(\mathcal{T})\right)$. Note that $F$ is one-to-one (Exercise 1.9.1). A slice $F(\mathcal{T}) \cap\{\phi=$ const $\}$ consists of two disks of radius $\lambda$ centered at diametrically opposite points at distance $1 / 2$ from the center of the slice. A slice $F^{n}(\mathcal{T}) \cap\{\phi=$ const $\}$


Figure 1.7. The solid torus and its image $F(\mathcal{T})$.


Figure 1.8. A cross-section of the solenoid.
consists of $2^{n}$ disks of radius $\lambda^{n}$ : two disks inside each of the $2^{n-1}$ disks of $F^{n-1}(\mathcal{T}) \cap\{\phi=\mathrm{const}\}$. Slices of $F(\mathcal{T}), F^{2}(\mathcal{T})$, and $F^{3}(\mathcal{T})$ for $\phi=1 / 8$ are shown in Figure 1.8.

The set $S=\bigcap_{n=0}^{\infty} F^{n}(\mathcal{T})$ is called a solenoid. It is a closed $F$-invariant subset of $\mathcal{T}$ on which $F$ is bijective (Exercise 1.9.1). It can be shown that $S$ is locally the product of an interval with a Cantor set in the two-dimensional disk.

The solenoid is an attractor for $F$. In fact, any neighborhood of $S$ contains $F^{n}(\mathcal{T})$ for $n$ sufficiently large, so the forward orbit of every point in $\mathcal{T}$ converges to $S$. Moreover, $S$ is a hyperbolic set, and is therefore called a hyperbolic attractor. We give a precise definition of attractors in §1.13.

Let $\Phi$ denote the set of sequences $\left(\phi_{i}\right)_{i=0}^{\infty}$, where $\phi_{i} \in S^{1}$ and $\phi_{i}=$ $2 \phi_{i+1} \bmod 1$ for all $i$. The product topology on $\left(S^{1}\right)^{\mathbb{N}_{0}}$ induces the subspace topology on $\Phi$. The space $\Phi$ is a commutative group under component-wise addition $(\bmod 1)$. The $\operatorname{map}(\phi, \psi) \mapsto \phi-\psi$ is continuous, so $\Phi$ is a topological group. The map $\alpha: \Phi \rightarrow \Phi,\left(\phi_{0}, \phi_{1}, \ldots\right) \mapsto\left(2 \phi_{0}, \phi_{0}, \phi_{1}, \ldots\right)$ is a group automorphism and a homeomorphism (Exercise 1.9.3).

For $s \in S$, the first (angular) coordinates of the preimages $F^{-n}(s)=$ $\left(\phi_{n}^{-}, x_{n}, y_{n}\right)$ form a sequence $h(s)=\left(\phi_{0}, \phi_{1}, \ldots\right) \in \Phi$. This defines a map $h: S \rightarrow \Phi$. The inverse of $h$ is the map $\left(\phi_{0}, \phi_{1}, \ldots\right) \mapsto \bigcap_{n=0}^{\infty} F^{n}\left(\left\{\phi_{n}\right\} \times D^{2}\right)$, and $h$ is a homeomorphism (Exercise 1.9.2). Note that $h: S \rightarrow \Phi$ conjugates $F$ and $\alpha$, i.e., $h \circ F=\alpha \circ h$. This conjugation allows one to study properties of $(S, F)$ by studying properties of the algebraic system $(\Phi, \alpha)$.

Exercise 1.9.1. Prove that (a) $F: \mathcal{T} \rightarrow \mathcal{T}$ is injective, and (b) $F: S \rightarrow S$ is bijective.

Exercise 1.9.2. Prove that for every $\left(\phi_{0}, \phi_{1}, \ldots\right) \in \Phi$ the intersection $\bigcap_{n=0}^{\infty} F^{n}\left(\left\{\phi_{n}\right\} \times D^{2}\right)$ consists of a single point $s$, and $h(s)=\left(\phi_{0}, \phi_{1}, \ldots\right)$. Show that $h$ is a homeomorphism.

Exercise 1.9.3. Show that $\Phi$ is a topological group, and $\alpha$ is an automorphism and homeomorphism.

Exercise 1.9.4. Find the fixed point of $F$ and all periodic points of period 2.

### 1.10 Flows and Differential Equations

Flows arise naturally from first-order autonomous differential equations. Suppose $\dot{x}=F(x)$ is a differential equation in $\mathbb{R}^{n}$, where $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is continuously differentiable. For each point $x \in \mathbb{R}^{n}$, there is a unique solution $f^{t}(x)$ starting at $x$ at time 0 and defined for all $t$ in some neighborhood of 0 . To simplify matters, we will assume that the solution is defined for all $t \in \mathbb{R}$; this will be the case, for example, if $F$ is bounded, or is dominated in norm by a linear function. For fixed $t \in \mathbb{R}$, the time- $t$ map $x \mapsto f^{t}(x)$ is a $C^{1}$ diffeomorphism of $\mathbb{R}^{n}$. Because the equation is autonomous, $f^{t+s}(x)=$ $f^{t}\left(f^{s}(x)\right)$, i.e., $f^{t}$ is a flow.

Conversely, given a flow $f^{t}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, if the map $(t, x) \mapsto f^{t}(x)$ is differentiable, then $f^{t}$ is the time- $t$ map of the differential equation

$$
\dot{x}=\left.\frac{d}{d t}\right|_{t=0} f^{t}(x)
$$

Here are some examples. Consider the linear autonomous differential equation $\dot{x}=A x$ in $\mathbb{R}^{n}$, where $A$ is a real $n \times n$ matrix. The flow of this differential equation is $f^{t}(x)=e^{A t} x$, where $e^{A t}$ is the matrix exponential. If $A$ is non-singular, the flow has exactly one fixed point at the origin. If all the eigenvalues of $A$ have negative real part, then every orbit approaches the origin, and the origin is asymptotically stable. If some eigenvalue has positive real part, then the origin is unstable.

Most differential equations that arise in applications are non-linear. The differential equation governing an ideal frictionless pendulum is one of the most familiar:

$$
\ddot{\theta}+\sin \theta=0 .
$$

This equation cannot be solved in closed form, but it can be studied by qualitative methods. It is equivalent to the system

$$
\begin{aligned}
\dot{x} & =y \\
\dot{y} & =-\sin x
\end{aligned}
$$

The energy $E$ of the system is the sum of the kinetic and potential energies, $E(x, y)=1-\cos x+y^{2} / 2$. One can show (Exercise 1.10.2) by differentiating $E(x, y)$ with respect to $t$ that $E$ is constant along solutions of the differential equation. Equivalently, if $f^{t}$ is the flow in $\mathbb{R}^{2}$ of this differential equation, then $E$ is invariant by the flow, i.e., $E\left(f^{t}(x, y)\right)=E(x, y)$, for all $t \in \mathbb{R},(x, y) \in \mathbb{R}^{2}$. A function that is constant on the orbits of a dynamical system is called a first integral of the system.

The fixed points in the phase plane for the undamped pendulum are $(k \pi, 0), k \in \mathbb{Z}$. The points $(2 k \pi, 0)$ are local minima of the energy. The points $(2(k+1) \pi, 0)$ are saddle points.

Now consider the damped pendulum $\ddot{\theta}+\gamma \dot{\theta}+\sin \theta=0$, or the equivalent system

$$
\begin{aligned}
\dot{x} & =y, \\
\dot{y} & =-\sin x-\gamma y .
\end{aligned}
$$

A simple calculation shows that $\dot{E}<0$ except at the fixed points $(k \pi, 0), k \in$ $\mathbb{Z}$, which are the local extrema of the energy. Thus the energy is strictly decreasing along every non-constant solution. In particular, every trajectory approaches a critical point of the energy, and almost every trajectory approaches a local minimum.

The energy of the pendulum is an example of a Lyapunov function, i.e., a continuous function that is non-increasing along the orbits of the flow. Any strict local minimum of a Lyapunov function is an asymptotically stable equilibrium point of the differential equation. Moreover, any bounded orbit must converge to the maximal invariant subset $M$ of the set of points satisfying $\dot{E}=0$. In the case of the damped pendulum, $M=\{(k \pi, 0): k \in \mathbb{Z}\}$.

Here is another class of examples that appears frequently in applications, particularly optimization problems. Given a smooth function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$, the flow of the differential equation

$$
\dot{x}=\operatorname{grad} f(x)
$$

is called the gradient flow of $f$. The function $-f$ is a Lyapunov function for the gradient flow. The trajectories are the projections to $\mathbb{R}^{n}$ of paths of steepest ascent along the graph of $f$ and are orthogonal to the level sets of $f$ (Exercise 1.10.3).

A Hamiltonian system is a flow in $\mathbb{R}^{2 n}$ given by a system of differential equations of the form

$$
\dot{q}_{i}=\frac{\partial H}{\partial p_{i}}, \quad \dot{p}_{i}=-\frac{\partial H}{\partial q_{i}}, \quad i=1, \ldots, n,
$$

where the Hamiltonian function $H(p, q)$ is assumed to be smooth. Since the divergence of the right-hand side is 0 , the flow preserves volume. The Hamiltonian function is a first integral, so that the level surfaces of $H$ are invariant under the flow. If for some $C \in \mathbb{R}$ the level surface $H(p, q)=C$ is compact, the restriction of the flow to the level surface preserves a finite measure with smooth density. Hamiltonian flows have many applications in physics and mathematics. For example, the flow associated with the undamped pendulum is a Hamiltonian flow, where the Hamiltonian function is the total energy of the pendulum (Exercise 1.10.5).

Exercise 1.10.1. Show that the scalar differential equation $\dot{x}=x \log x$ induces the flow $f^{t}(x)=x^{\exp (t)}$ on the line.

Exercise 1.10.2. Show that the energy is constant along solutions of the undamped pendulum equation and strictly decreasing along non-constant solutions of the damped pendulum equation.

Exercise 1.10.3. Show that $-f$ is a Lyapunov function for the gradient flow of $f$, and that the trajectories are orthogonal to the level sets of $f$.

Exercise 1.10.4. Prove that any differentiable one-parameter group of linear maps of $\mathbb{R}$ is the flow of a differential equation $\dot{x}=k x$.

Exercise 1.10.5. Show that the flow of the undamped pendulum is a Hamiltonian flow.

### 1.11 Suspension and Cross-Section

There are natural constructions for passing from a map to a flow, and vice versa. Given a map $f: X \rightarrow X$, and a function $c: X \rightarrow \mathbb{R}^{+}$bounded away from 0 , consider the quotient space

$$
X_{c}=\left\{(x, t) \in X \times \mathbb{R}^{+}: 0 \leq t \leq c(x)\right\} / \sim,
$$

where $\sim$ is the equivalence relation $(x, c(x)) \sim(f(x), 0)$. The suspension of $f$ with ceiling function $c$ is the semiflow $\phi^{t}: X_{c} \rightarrow X_{c}$ given by $\phi^{t}(x, s)=$ ( $f^{n}(x), s^{\prime}$ ), where $n$ and $s^{\prime}$ satisfy

$$
\sum_{i=0}^{n-1} c\left(f^{i}(x)\right)+s^{\prime}=t+s, \quad 0 \leq s^{\prime} \leq c\left(f^{n}(x)\right) .
$$

In other words, flow along $\{x\} \times \mathbb{R}^{+}$to $(x, c(x))$, then jump to $(f(x), 0)$ and continue along $\{f(x)\} \times \mathbb{R}^{+}$, and so on. See Figure 1.9. A suspension flow is also called a flow under a function.


Figure 1.9. Suspension and cross-section.
Conversely, a cross-section of a flow or semiflow $\psi^{t}: Y \rightarrow Y$ is a subset $A \subset$ $Y$ with the following property: the set $T_{y}=\left\{t \in \mathbb{R}^{+}: \psi^{t}(y) \in A\right\}$ is a nonempty discrete subset of $\mathbb{R}^{+}$for every $y \in Y$. For $a \in A$, let $\tau(a)=\min T_{a}$ be the return time to $A$. Define the first return map $g: A \rightarrow A$ by $g(a)=\psi^{\tau(a)}(a)$, i.e., $g(a)$ is the first point after $a$ in $\mathcal{O}_{\psi}^{+}(x) \cap A$ (see Figure 1.9). The first return map is often called the Poincaré map. Since the dimension of the cross-section is less by 1 , in many cases maps in dimension $n$ present the same level of difficulty as flows in dimension $n+1$.

Suspension and cross-section are inverse constructions: the suspension of $g$ with ceiling function $\tau$ is $\psi^{t}$, and $X \times\{0\}$ is a cross-section of $\phi$ with first return map $f$. If $\phi$ is a suspension of $f$, then the dynamical properties of $f$ and $\phi$ are closely related, e.g., the periodic orbits of $f$ correspond to the periodic orbits of $\phi$. Both of these constructions can be tailored to specific settings (topological, measurable, smooth, etc.).

As an example, consider the 2-torus $\mathbb{T}^{2}=\mathbb{R}^{2} / \mathbb{Z}^{2}=S^{1} \times S^{1}$, with topology and metric induced from the topology and metric on $\mathbb{R}^{2}$. Fix $\alpha \in \mathbb{R}$, and define the linear flow $\phi_{\alpha}^{t}: \mathbb{T}^{2} \rightarrow \mathbb{T}^{2}$ by

$$
\phi_{\alpha}^{t}(x, y)=(x+\alpha t, y+t) \bmod 1 .
$$

Note that $\phi_{\alpha}^{t}$ is the suspension of the circle rotation $R_{\alpha}$ with ceiling function 1 , and $S^{1} \times\{0\}$ is a cross-section for $\phi_{\alpha}$ with constant return time $\tau(y)=1$ and first return map $R_{\alpha}$. The flow $\phi_{\alpha}^{t}$ consists of left translations by the elements $g^{t}=(\alpha t, t) \bmod 1$, which form a one-parameter subgroup of $\mathbb{T}^{2}$.

Exercise 1.11.1. Show that if $\alpha$ is irrational, then every orbit of $\phi_{\alpha}$ is dense in $T^{2}$, and if $\alpha$ is rational, then every orbit of $\phi_{\alpha}$ is periodic.

Exercise 1.11.2. Let $\phi^{t}$ be a suspension of $f$. Show that a periodic orbit of $\phi^{t}$ corresponds to a periodic orbit of $f$, and that a dense orbit of $\phi^{t}$ corresponds to a dense orbit of $f$.
*Exercise 1.11.3. Suppose 1, $s$, and $\alpha s$ are real numbers that are linearly independent over $\mathbb{Q}$. Show that every orbit of the time $s$ map $\phi_{\alpha}^{s}$ is dense in $T^{2}$.

### 1.12 Chaos and Lyapunov Exponents

A dynamical system is deterministic in the sense that the evolution of the system is described by a specific map, so that the present (the initial state) completely determines the future (the forward orbit of the state). At the same time, dynamical systems often appear to be chaotic in that they have sensitive dependence on initial conditions, i.e., minor changes in the initial state lead to dramatically different long-term behavior. Specifically, a dynamical system $(X, f)$ has sensitive dependence on initial conditions on a subset $X^{\prime} \subset X$ if there is $\epsilon>0$, such that for every $x \in X^{\prime}$ and $\delta>0$ there are $y \in X$ and $n \in \mathbb{N}$ for which $d(x, y)<\delta$ and $d\left(f^{n}(x), f^{n}(y)\right)>\epsilon$. Although there is no universal agreement on a definition of chaos, it is generally agreed that a chaotic dynamical system should exhibit sensitive dependence on initial conditions. Chaotic systems are usually assumed to have some additional properties, e.g., existence of a dense orbit.

The study of chaotic behavior has become one of the central issues in dynamical systems during the last two decades. In practice, the term chaos has been applied to a variety of systems that exhibit some type of random behavior. This random behavior is observed experimentally in some situations, and in others follows from specific properties of the system. Often a system is declared to be chaotic based on the observation that a typical orbit appears to be randomly distributed, and different orbits appear to be uncorrelated. The variety of views and approaches in this area precludes a universal definition of the word "chaos."

The simplest example of a chaotic system is the circle endomorphism $\left(S^{1}, E_{m}\right), m>1(\S 1.3)$. Distances between points $x$ and $y$ are expanded by a factor of $m$ if $d(x, y) \leq 1 /(2 m)$, so any two points are moved at least $1 / 2 m$ apart by some iterate of $E_{m}$, so $E_{m}$ has sensitive dependence on initial conditions. A typical orbit is dense (§1.3) and is uniformly distributed on the circle (Proposition 4.4.2).

The simplest non-linear chaotic dynamical systems in dimension one are the quadratic maps $q_{\mu}(x)=\mu x(1-x), \mu \geq 4$, restricted to the forward invariant set $\Lambda_{\mu} \subset[0,1]$ (see $\S 1.5$ and Chapter 7).

Sensitive dependence on initial conditions is usually associated with positive Lyapunov exponents. Let $f$ be a differentiable map of an open subset $U \subset \mathbb{R}^{m}$ into itself, and let $d f(x)$ denote the derivative of $f$ at $x$. For
$x \in U$ and a non-zero vector $v \in \mathbb{R}^{m}$ define the Lyapunov exponent $\chi(x, v)$ by

$$
\chi(x, v)=\varlimsup_{n \rightarrow \infty} \frac{1}{n} \log \left\|d f^{n}(x) v\right\| .
$$

If $f$ has uniformly bounded first derivatives, then $\chi$ is well defined for every $x \in U$ and every non-zero vector $v$.

The Lyapunov exponent measures the exponential growth rate of tangent vectors along orbits, and has the following properties:

$$
\begin{gather*}
\chi(x, \lambda v)=\chi(x, v) \quad \text { for all real } \lambda \neq 0, \\
\chi(x, v+w) \leq \max (\chi(x, v), \chi(x, w)),  \tag{1.1}\\
\chi(f(x), d f(x) v)=\chi(x, v) .
\end{gather*}
$$

See Exercise 1.12.1.
If $\chi(x, v)=\chi>0$ for some vector $v$, then there is a sequence $n_{j} \rightarrow \infty$ such that for every $\eta>0$

$$
\left\|d f^{n_{j}}(x) v\right\| \geq e^{(x-\eta) n_{j}}\|v\| .
$$

This implies that, for a fixed $j$, there is a point $y \in U$ such that

$$
d\left(f^{n_{j}}(x), f^{n_{j}}(y)\right) \geq \frac{1}{2} e^{(x-\eta) n_{j}} d(x, y) .
$$

In general, this does not imply sensitive dependence on initial conditions, since the distance between $x$ and $y$ cannot be controlled. However, most dynamical systems with positive Lyapunov exponents have sensitive dependence on initial conditions.

Conversely, if two close points are moved far apart by $f^{n}$, by the intermediate value theorem, there must exist points $x$ and directions $v$ for which $\left\|d f^{n}(x) v\right\|>\|v\|$. Therefore, we expect $f$ to have positive Lyapunov exponents if it has sensitive dependence on initial conditions, though this is not always the case.

The circle endomorphisms $E_{m}, m>1$, have positive exponents at all points. A quadratic map $q_{\mu}, \mu>2+\sqrt{5}$, has positive exponents at any point whose forward orbit does not contain 0 .

Exercise 1.12.1. Prove (1.1).
Exercise 1.12.2. Compute the Lyapunov exponents for $E_{m}$.
Exercise 1.12.3. Compute the Lyapunov exponents for the solenoid, §1.9.

Exercise 1.12.4. Using a computer, calculate the first 100 points in the orbit of $\sqrt{2}-1$ under the map $E_{2}$. What proportion of these points is contained in each of the intervals $\left[0, \frac{1}{4}\right),\left[\frac{1}{4}, \frac{1}{2}\right),\left[\frac{1}{2}, \frac{3}{4}\right)$, and $\left[\frac{3}{4}, 1\right)$ ?

### 1.13 Attractors

Let $X$ be a compact topological space, and $f: X \rightarrow X$ be a continuous map. Generalizing the notion of an attracting fixed point, we say that a compact set $C \subset X$ is an attractor if there is an open set $U$ containing $C$, such that $f(\bar{U}) \subset U$ and $C=\bigcap_{n \geq 0} f^{n}(U)$. It follows that $f(C)=C$, since $f(C)=$ $\bigcap_{n \geq 1} f^{n}(U) \subset C$; on the other hand, $C=\bigcap_{n \geq 1} f^{n}(U)=f(C)$, since $f(U) \subset$ $U$. Moreover, the forward orbit of any point $x \in U$ converges to $C$, i.e., for any open set $V$ containing $C$, there is some $N>0$ such that $f^{n}(x) \in V$ for all $n \geq N$. To see this, observe that $X$ is covered by $V$ together with the open sets $X \backslash f^{n}(\bar{U}), n \geq 0$. By compactness, there is a finite subcover, and since $f^{n}(U) \subset f^{n-1}(U)$, we conclude that there is some $N>0$ such that $X=V \cup\left(X \backslash f^{n}(\bar{U})\right)$ for all $n \geq N$. Thus, $f^{n}(x) \in f^{n}(U) \subset V$ for $n \geq N$.

The basin of attraction of $C$ is the set $\mathrm{BA}(C)=\bigcup_{n \geq 0} f^{-n}(U)$. The basin $\mathrm{BA}(C)$ is precisely the set of points whose forward orbits converge to $C$ (Exercise 1.13.1).

An open set $U \subset X$ such that $\bar{U}$ is compact and $f(\bar{U}) \subset U$ is called a trapping region for $f$. If $U$ is a trapping region, then $\bigcap_{n \geq 0} f^{n}(U)$ is an attractor. For flows generated by differential equations, any region with the property that along the boundary the vector field points into the region is a trapping region for the flow. In practice, the existence of an attractor is proved by constructing a trapping region. An attractor can be studied experimentally by numerically approximating orbits that start in the trapping region.

The simplest examples of attractors are: the intersection of the images of the whole space (if the space is compact); attracting fixed points; and attracting periodic orbits. For flows, the examples include asymptotically stable fixed points and asymptotically stable periodic orbits.

Many dynamical systems have attractors of a more complicated nature. For example, recall that the solenoid $S$ (§1.9) is a (hyperbolic) attractor for $(\mathcal{T}, F)$. Locally, $S$ is the product of an interval with a Cantor set. The structure of hyperbolic attractors is relatively well understood. However, some nonlinear systems have attractors that are chaotic (with sensitive dependence on initial conditions) but not hyperbolic. These attractors are called strange attractors. The best-known examples of strange attractors are the Hénon attractor and the Lorenz attractor.

The study of strange attractors began with the publication by E. N. Lorenz in 1963 of the paper "Deterministic non-periodic flow" [Lor63]. In the process of investigating meteorological models, Lorenz studied the non-linear system of differential equations

$$
\begin{align*}
\dot{x} & =\sigma(y-x), \\
\dot{y} & =R x-y-x z,  \tag{1.2}\\
\dot{z} & =-b z+x y,
\end{align*}
$$

now called the Lorenz system. He observed that at parameter values $\sigma=$ $10, b=8 / 3$, and $R=28$, the solutions of (1.2) eventually start revolving alternately about two repelling equilibrium points at $( \pm \sqrt{72}, \pm \sqrt{72}, 27)$. The number of times the solution revolves about one equilibrium before switching to the other has no discernible pattern. There is a trapping region $U$ that contains 0 but not the two repelling equilibrium points. The attractor contained in $U$ is called the Lorenz attractor. It is an extremely complicated set consisting of uncountably many orbits (including a saddle fixed point at 0 ), and non-fixed periodic orbits that are known to be knotted [Wil84]. The attractor is not hyperbolic in the usual sense, though it has strong expansion and contraction and sensitive dependence on initial conditions. The attractor persists for small changes in the parameter values (see Figure 1.10).

The Hénon map $H=(f, g): \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is defined by

$$
\begin{aligned}
& f(x, y)=a-b y-x^{2}, \\
& g(x, y)=x,
\end{aligned}
$$

where $a$ and $b$ are constants [Hén76]. The Jacobian of the derivative $d H$


Figure 1.10. Lorenz attractor.


Figure 1.11. Hénon attractor.
equals $b$. If $b \neq 0$, the Hénon map is invertible; the inverse is

$$
(x, y) \mapsto\left(y,\left(a-x-y^{2}\right) / b\right) .
$$

The map changes area by a factor of $|b|$, and is orientation reversing if $b<0$.
For the specific parameter values $a=1.4$ and $b=-0.3$, Hénon showed that there is a trapping region $U$ homeomorphic to a disk. His numerical experiments suggested that the resulting attractor has a dense orbit and sensitive dependence on initial conditions, though these properties have not been rigorously proved. Figure 1.11 shows a long segment of an orbit starting in the trapping region, which is believed to approximate the attractor. It is known that for a large set of parameter values $a \in[1,2], b \in[-1,0]$, the attractor has a dense orbit and a positive Lyapunov exponent, but is not hyperbolic [BC91].

Exercise 1.13.1. Let $A$ be an attractor. Show that $x \in B(A)$ if and only if the forward orbit of $x$ converges to $A$.

Exercise 1.13.2. Find a trapping region for the flow generated by the Lorenz equations with parameter values $\sigma=10, b=8 / 3$, and $R=28$.

Exercise 1.13.3. Find a trapping region for the Hénon map with parameter values $a=1.4, b=-0.3$.

Exercise 1.13.4. Using a computer, plot the first 1000 points in an orbit of the Hénon map starting in a trapping region.

## Topological Dynamics

A topological dynamical system is a topological space $X$ and either a continuous map $f: X \rightarrow X$ or a continuous (semi)flow $f^{t}$ on $X$, i.e., a (semi)flow $f^{t}$ for which the map $(t, x) \mapsto f^{t}(x)$ is continuous. To simplify the exposition, we usually assume that $X$ is locally compact, metrizable, and second countable, though many of the results in this chapter are true under weaker assumptions on $X$. As we noted earlier, we will focus our attention on discrete-time systems, though all general results in this chapter are valid for continuous-time systems as well.

Let $X$ and $Y$ be topological spaces. Recall that a continuous map $f: X \rightarrow Y$ is a homeomorphism if it is one-to-one and the inverse is continuous.

Let $f: X \rightarrow X$ and $g: Y \rightarrow Y$ be topological dynamical systems. A topological semiconjugacy from $g$ to $f$ is a surjective continuous map $h: Y \rightarrow X$ such that $f \circ h=h \circ g$. If $h$ is a homeomorphism, it is called a topological conjugacy, and $f$ and $g$ are said to be topologically conjugate or isomorphic. Topologically conjugate dynamical systems have identical topological properties. Consequently, all the properties and invariants we introduce in this chapter, including minimality, topological transitivity, topological mixing, and topological entropy, are preserved by topological conjugacy.

Throughout this chapter, a metric space $X$ with metric $d$ is denoted $(X, d)$. If $x \in X$ and $r>0$, then $B(x, r)$ denotes the open ball of radius $r$ centered at $x$. If $(X, d)$ and $\left(Y, d^{\prime}\right)$ are metric spaces, then $f: X \rightarrow Y$ is an isometry if $d^{\prime}\left(f\left(x_{1}\right), f\left(x_{2}\right)\right)=d\left(x_{1}, x_{2}\right)$ for all $x_{1}, x_{2} \in X$.

### 2.1 Limit Sets and Recurrence

Let $f: X \rightarrow X$ be a topological dynamical system. Let $x$ be a point in $X$. A point $y \in X$ is an $\omega$-limit point of $x$ if there is a sequence of natural numbers $n_{k} \rightarrow \infty($ as $k \rightarrow \infty)$ such that $f^{n_{k}}(x) \rightarrow y$. The $\omega$-limit set of $x$ is the
set $\omega(x)=\omega_{f}(x)$ of all $\omega$-limit points of $x$. Equivalently,

$$
\omega(x)=\bigcap_{n \in \mathbb{N}} \overline{\bigcup_{i \geq n} f^{i}(x)} .
$$

If $f$ is invertible, the $\alpha$-limit set of $x$ is $\alpha(x)=\alpha_{f}(x)=\bigcap_{n \in \mathbb{N}} \overline{\bigcup_{i \geq n} f^{-i}(x)}$. A point in $\alpha(x)$ is an $\alpha$-limit point of $x$. Both the $\alpha$-and $\omega$-limit sets are closed and $f$-invariant (Exercise 2.1.1).

A point $x$ is called (positively) recurrent if $x \in \omega(x)$; the set $\mathcal{R}(f)$ of recurrent points is $f$-invariant. Periodic points are recurrent.

A point $x$ is non-wandering if for any neighborhood $U$ of $x$ there exists $n \in \mathbb{N}$ such that $f^{n}(U) \cap U \neq \emptyset$. The set NW $(f)$ of non-wandering points is closed, $f$-invariant, and contains $\omega(x)$ and $\alpha(x)$ for all $x \in X$ (Exercise 2.1.2). Every recurrent point is non-wandering, and in fact $\overline{\mathcal{R}(f)} \subset \mathrm{NW}(f)$ (Exercise 2.1.3); in general, however, $\mathrm{NW}(f) \not \subset \overline{\mathcal{R}(f)}$ (Exercise 2.1.11).

Recall the notation $\mathcal{O}(x)=\bigcup_{n \in \mathbb{Z}} f^{n}(x)$ for an invertible mapping $f$, and $\mathcal{O}^{+}(x)=\bigcup_{n \in \mathbb{N}_{0}} f^{n}(x)$.

## PROPOSITION 2.1.1

1. Let $f$ be a homeomorphism, $y \in \overline{\mathcal{O}(x)}$, and $z \in \overline{\mathcal{O}(y)}$. Then $z \in \overline{\mathcal{O}(x)}$.
2. Let $f$ be a continuous map, $y \in \overline{\mathcal{O}^{+}(x)}$, and $z \in \overline{\mathcal{O}^{+}(y)}$. Then $z \in \overline{\mathcal{O}^{+}(x)}$.

Proof. Exercise 2.1.7.
Let $X$ be compact. A closed, non-empty, forward $f$-invariant subset $Y \subset$ $X$ is a minimal set for $f$ if it contains no proper, closed, non-empty, forward $f$-invariant subset. A compact invariant set $Y$ is minimal if and only if the forward orbit of every point in $Y$ is dense in $Y$ (Exercise 2.1.4). Note that a periodic orbit is a minimal set. If $X$ itself is a minimal set, we say that $f$ is minimal.

PROPOSITION 2.1.2. Let $f: X \rightarrow X$ be a topological dynamical system. If $X$ is compact, then $X$ contains a minimal set for $f$.
Proof. The proof is a straightforward application of Zorn's lemma. Let $\mathcal{C}$ be the collection of non-empty, closed, $f$-invariant subsets of $X$, with the partial ordering given by inclusion. Then $\mathcal{C}$ is not empty, since $X \in \mathcal{C}$. Suppose $\mathcal{K} \subset \mathcal{C}$ is a totally ordered subset. Then any finite intersection of elements of $\mathcal{K}$ is non-empty, so by the finite intersection property for compact sets, $\bigcap_{K \in \mathcal{K}} K \neq \emptyset$. Thus, by Zorn's lemma, $\mathcal{C}$ contains a minimal element, which is a minimal set for $f$.

In a compact topological space, every point in a minimal set is recurrent (Exercise 2.1.4), so the existence of minimal sets implies the existence of recurrent points.

A subset $A \subset \mathbb{N}($ or $\mathbb{Z})$ is relatively dense (or syndetic) if there is $k>0$ such that $\{n, n+1, \ldots, n+k\} \cap A \neq \emptyset$ for any $n$. A point $x \in X$ is almost periodic if for any neighborhood $U$ of $x$, the set $\left\{i \in \mathbb{N}: f^{i}(x) \in U\right\}$ is relatively dense in $\mathbb{N}$.

PROPOSITION 2.1.3. If $X$ is a compact Hausdorff space and $f: X \rightarrow X$ is continuous, then $\overline{\mathcal{O}^{+}}(x)$ is minimal for $f$ if and only if $x$ is almost periodic.
Proof. Suppose $x$ is almost periodic and $y \in \overline{\mathcal{O}^{+}(x)}$. We need to show that $x \in \overline{\mathcal{O}^{+}(y)}$. Let $U$ be a neighborhood of $x$. There is an open set $U^{\prime} \subset X, x \in$ $U^{\prime} \subset U$, and an open set $V \subset X \times X$ containing the diagonal, such that if $x_{1} \in U^{\prime}$ and $\left(x_{1}, x_{2}\right) \in V$, then $x_{2} \in U$. Since $x$ is almost periodic, there is $K \in \mathbb{N}$ such that for every $j \in \mathbb{N}$ we have that $f^{j+k}(x) \in U^{\prime}$ for some $0 \leq k \leq K$. Let $V^{\prime}=\bigcap_{i=0}^{K} f^{-i}(V)$. Note that $V^{\prime}$ is open and contains the diagonal of $X \times X$. There is a neighborhood $W \ni y$ such that $W \times W \subset V^{\prime}$. Choose $n$ such that $f^{n}(x) \in W$, and choose $k$ such that $f^{n+k}(x) \in U^{\prime}$ with $0 \leq k \leq K$. Then $\left(f^{n+k}(x), f^{k}(y)\right) \in V$, and hence $f^{k}(y) \in U$.

Conversely, suppose $x$ is not almost periodic. Then there is a neighborhood $U$ of $x$ such that $A=\left\{i: f^{i}(x) \in U\right\}$ is not relatively dense. Thus, there are sequences $a_{i} \in \mathbb{N}$ and $k_{i} \in \mathbb{N}, k_{i} \rightarrow \infty$, such that $f^{a_{i}+j}(x) \notin U$ for $j=0, \ldots, k_{i}$. Let $y$ be a limit point of $\left\{f^{a_{i}}(x)\right\}$. By passing to a subsequence, we may assume that $f^{a_{i}}(x) \rightarrow y$. Fix $j \in \mathbb{N}$. Note that $f^{a_{i}+j}(x) \rightarrow f^{j}(y)$, and $f^{a_{i}+j}(x) \notin U$ for $i$ sufficiently large. Thus $f^{j}(y) \notin U$ for all $j \in \mathbb{N}$, so $x \notin \overline{\mathcal{O}^{+}(y)}$, which implies that $\overline{\mathcal{O}^{+}(x)}$ is not minimal.

Recall that an irrational circle rotation $R_{\alpha}$ is minimal (§1.2). Therefore every point is non-wandering, recurrent, and almost periodic. An expanding endomorphism $E_{m}$ of the circle has dense orbits (§1.3), but is not minimal because it has periodic points. Every point is non-wandering, but not all points are recurrent (Exercise 2.1.5).

Exercise 2.1.1. Show that the $\alpha$ - and $\omega$-limit sets of a point are closed invariant sets.

Exercise 2.1.2. Show that the set of non-wandering points is closed, is $f$ invariant, and contains $\omega(x)$ and $\alpha(x)$ for all $x \in X$.

Exercise 2.1.3. Show that $\overline{\mathcal{R}(f)} \subset \operatorname{NW}(f)$.
Exercise 2.1.4. Let $X$ be compact, $f: X \rightarrow X$ continuous.
(a) Show that $Y \subset X$ is minimal if and only if $\omega(y)=Y$ for every $y \in Y$.
(b) Show that $Y$ is minimal if and only if the forward orbit of every point in $Y$ is dense in $Y$.

Exercise 2.1.5. Show that there are points that are non-recurrent and not eventually periodic for an expanding circle endomorphism $E_{m}$.

Exercise 2.1.6. For a hyperbolic toral automorphism $A: \mathbb{T}^{2} \rightarrow \mathbb{T}^{2}$, show that:
(a) $\mathcal{R}(A)$ is dense, and hence $\mathrm{NW}(A)=\mathbb{T}^{2}$, but
(b) $\mathcal{R}(A) \neq \mathbb{T}^{2}$.

Exercise 2.1.7. Prove Proposition 2.1.1.
Exercise 2.1.8. Prove that a homeomorphism $f: X \rightarrow X$ is minimal if and only if for each non-empty open set $U \subset X$ there is $n \in \mathbb{N}$, such that $\bigcup_{k=-n}^{n} f^{k}(U)=X$.

Exercise 2.1.9. Prove that a homeomorphism $f$ of a compact metric space $X$ is minimal if and only if for every $\epsilon>0$ there is $N=N(\epsilon) \in \mathbb{N}$, such that for every $x \in X$ the set $\left\{x, f(x), \ldots, f^{N}(x)\right\}$ is $\epsilon$-dense in $X$.

Exercise 2.1.10. Let $f: X \rightarrow X$ and $g: Y \rightarrow Y$ be continuous maps of compact metric spaces. Prove that $\overline{O_{f \times g}^{+}(x, y)}=\overline{O_{f}^{+}(x)} \times \overline{O_{g}^{+}(y)}$ if and only if $(x, g(y)) \in \overline{O_{f \times g}^{+}(x, y)}$.

Assume that $f$ and $g$ are minimal. Find necessary and sufficient conditions for $f \times g$ to be minimal.
*Exercise 2.1.11. Give an example of a dynamical system where $\mathrm{NW}(f) \not \subset$ $\overline{\mathcal{R}(f)}$.

### 2.2 Topological Transitivity

We assume throughout this section that $X$ is second countable.
A topological dynamical system $f: X \rightarrow X$ is topologically transitive if there is a point $x \in X$ whose forward orbit is dense in $X$. If $X$ has no isolated points, this condition is equivalent to the existence of a point whose $\omega$-limit set is dense in $X$ (Exercise 2.2.1).

PROPOSITION 2.2.1. Let $f: X \rightarrow X$ be a continuous map of a locally compact Hausdorff space $X$. Suppose that for any two non-empty open sets $U$ and $V$ there is $n \in \mathbb{N}$ such that $f^{n}(U) \cap V \neq \emptyset$. Then $f$ is topologically transitive. Proof. The hypothesis implies that given any open set $V \subset X$, the set $\bigcup_{n \in \mathbb{N}} f^{-n}(V)$ is dense in $X$, since it intersects every open set. Let $\left\{V_{i}\right\}$ be a countable basis for the topology of $X$. Then $Y=\bigcap_{i} \bigcup_{n \in \mathbb{N}} f^{-n}\left(V_{i}\right)$ is a countable intersection of open, dense sets and is therefore non-empty by
the Baire category theorem. The forward orbit of any point $y \in Y$ enters each $V_{i}$, hence is dense in $X$.

In most topological spaces, existence of a dense full orbit for a homeomorphism implies existence of a dense forward orbit, as we show in the next proposition. Note, however, that density of a particular full orbit $\mathcal{O}(x)$ does not imply density of the corresponding forward orbit $\mathcal{O}^{+}(x)$ (see Exercise 2.2.2).

PROPOSITION 2.2.2. Let $f: X \rightarrow X$ be a homeomorphism of a compact metric space, and suppose that $X$ has no isolated points. If there is a dense full orbit $\mathcal{O}(x)$, then there is a dense forward orbit $\mathcal{O}^{+}(y)$.
Proof. Since $\overline{\mathcal{O}(x)}=X$, the orbit $\mathcal{O}(x)$ visits every non-empty open set $U$ at least once, and therefore infinitely many times because $X$ has no isolated points. Hence there is a sequence $n_{k}$, with $\left|n_{k}\right| \rightarrow \infty$, such that $f^{n_{k}}(x) \in$ $B(x, 1 / k)$ for $k \in \mathbb{N}$, i.e., $f^{n_{k}}(x) \rightarrow x$ as $k \rightarrow \infty$. Thus, $f^{n_{k}+l}(x) \rightarrow f^{l}(x)$ for any $l \in \mathbb{Z}$. There are either infinitely many positive or infinitely many negative indices $n_{k}$, and it follows that either $\mathcal{O}(x) \subset \overline{\mathcal{O}^{+}(x)}$ or $\mathcal{O}(x) \subset \overline{\mathcal{O}^{-}(x)}$. In the former case, $\overline{\mathcal{O}^{+}(x)}=X$, and we are done. In the latter case, let $U, V$ be non-empty open sets. Since $\overline{\mathcal{O}^{-}(x)}=X$, there are integers $i<$ $j<0$ such that $f^{i}(x) \in U$ and $f^{j}(x) \in V$, so $f^{j-i}(U) \cap V \neq \emptyset$. Hence, by Proposition 2.2.1, $f$ is topologically transitive.

Exercise 2.2.1. Show that if $X$ has no isolated points and $\mathcal{O}^{+}(x)$ is dense, then $\omega(x)$ is dense. Give an example to show that this is not true if $X$ has isolated points.

Exercise 2.2.2. Give an example of a dynamical system with a dense full orbit but no dense forward orbit.

Exercise 2.2.3. Is the product of two topologically transitive systems topologically transitive? Is a factor of a topologically transitive system topologically transitive?

Exercise 2.2.4. Let $f: X \rightarrow X$ be a homeomorphism. Show that if $f$ has a non-constant first integral or Lyapunov function (§1.10), then it is not topologically transitive.

Exercise 2.2.5. Let $f: X \rightarrow X$ be a topological dynamical system with at least two orbits. Show that if $f$ has an attracting periodic point, then it is not topologically transitive.

Exercise 2.2.6. Let $\alpha$ be irrational and $f: T^{2} \rightarrow T^{2}$ be the homeomorphism of the 2-torus given by $f(x, y)=(x+\alpha, x+y)$.
(a) Prove that every non-empty, open, $f$-invariant set is dense, i.e., $f$ is topologically transitive.
(b) Suppose the forward orbit of $\left(x_{0}, y_{0}\right)$ is dense. Prove that for every $y \in S^{1}$ the forward orbit of $\left(x_{0}, y\right)$ is dense. Moreover, if the set $\bigcup_{k=0}^{n} f^{k}\left(x_{0}, y_{0}\right)$ is $\epsilon$-dense, then $\bigcup_{k=0}^{n} f^{k}\left(x_{0}, y\right)$ is $\epsilon$-dense.
(c) Prove that every forward orbit is dense, i.e., $f$ is minimal.

### 2.3 Topological Mixing

A topological dynamical system $f: X \rightarrow X$ is topologically mixing if for any two non-empty open sets $U, V \subset X$, there is $N>0$ such that $f^{n}(U) \cap V \neq \emptyset$ for $n \geq N$. Topological mixing implies topological transitivity by Proposition 2.2.1, but not vice versa. For example, an irrational circle rotation is minimal and therefore topologically transitive, but not topologically mixing (Exercise 2.3.1).

The following propositions establish topological mixing for some of the examples from Chapter 1.

PROPOSITION 2.3.1. Any hyperbolic toral automorphism $A: \mathbb{T}^{2} \rightarrow \mathbb{T}^{2}$ is topologically mixing.
Proof. By Exercise 1.7.3, for each $x \in \mathbb{T}^{2}$, the unstable manifold $W^{u}(x)$ of $A$ is dense in $\mathbb{T}^{2}$. Thus for every $\epsilon>0$, the collection of balls of radius $\epsilon$ centered at points of $W^{u}(x)$ covers $\mathbb{T}^{2}$. By compactness, a finite subcollection of these balls also covers $\mathbb{T}^{2}$. Hence, there is a bounded segment $S_{0} \subset W^{u}(x)$ whose $\epsilon$-neighborhood covers $\mathbb{T}^{2}$. Since group translations of $\mathbb{T}^{2}$ are isometries, the $\epsilon$-neighborhood of any translate $L_{g} S_{0}=g+S_{0} \subset W^{u}(g+x)$ covers $\mathbb{T}^{2}$. To summarize: For every $\epsilon>0$, there is $L(\epsilon)>0$ such that every segment $S$ of length $L(\epsilon)$ in an unstable manifold is $\epsilon$-dense in $\mathbb{T}^{2}$, i.e., $d(y, S) \leq \epsilon$ for every $y \in \mathbb{T}^{2}$.

Let $U$ and $V$ be non-empty open sets in $\mathbb{T}^{2}$. Choose $y \in V$ and $\epsilon>0$ such that $\overline{B(y, \epsilon)} \subset V$. The open set $U$ contains a segment of length $\delta>0$ in some unstable manifold $W^{u}(x)$. Let $\lambda,|\lambda|>1$, be the expanding eigenvalue of $A$, and choose $N>0$ such that $|\lambda|^{N} \delta \geq L(\epsilon)$. Then for any $n \geq N$, the image $A^{n} U$ contains a segment of length at least $L(\epsilon)$ in some unstable manifold, so $A^{n} U$ is $\epsilon$-dense in $\mathbb{T}^{2}$ and therefore intersects $V$.

PROPOSITION 2.3.2. The full two-sided shift $\left(\Sigma_{m}, \sigma\right)$ and the full one-sided shift $\left(\Sigma_{m}^{+}, \sigma\right)$ are topologically mixing.
Proof. Recall from $\S 1.4$ that the topology on $\Sigma_{m}$ has a basis consisting of open metric balls $B\left(\omega, 2^{-l}\right)=\left\{\omega^{\prime}: \omega_{i}^{\prime}=\omega_{i},|i| \leq l\right\}$. Thus it suffices to
show that for any two balls $B\left(\omega, 2^{-l_{1}}\right)$ and $B\left(\omega^{\prime}, 2^{-l_{2}}\right)$, there is $N>0$ such that $\sigma^{n} B\left(\omega, 2^{-l_{1}}\right) \cap B\left(\omega^{\prime}, 2^{-l_{2}}\right) \neq \emptyset$ for $n \geq N$. Elements of $\sigma^{n} B\left(\omega, 2^{-l_{1}}\right)$ are sequences with specified values in the places $-n-l_{1}, \ldots,-n+l_{1}$. Therefore the intersection is non-empty when $-n+l_{1}<-l_{2}$, i.e., $n \geq N=l_{1}+l_{2}+1$. This proves that $\left(\Sigma_{m}, \sigma\right)$ is topologically mixing; the proof for $\left(\Sigma_{m}^{+}, \sigma\right)$ is an exercise (Exercise 2.3.4).

COROLLARY 2.3.3. The horseshoe ( $H, f$ ) ( $\$ 1.8$ ) is topologically mixing. Proof. The horseshoe ( $H, f$ ) is topologically conjugate to the full two-shift $\left(\Sigma_{2}, \sigma\right)$ (see Exercise 1.8.3).

PROPOSITION 2.3.4. The solenoid ( $S, F$ ) is topologically mixing.
Proof. Recall (Exercise 1.9.2) that ( $S, F$ ) is topologically conjugate to ( $\Phi, \alpha$ ), where

$$
\Phi=\left\{\left(\phi_{i}\right): \phi_{i} \in S^{1}, \phi_{i}=2 \phi_{i+1}, \quad \forall i\right\} \subset \prod_{i=0}^{\infty} S^{1}=\mathbb{T}^{\infty},
$$

and $\left(\phi_{0}, \phi_{1}, \phi_{2}, \ldots\right) \stackrel{\alpha}{\mapsto}\left(2 \phi_{0}, \phi_{0}, \phi_{1}, \ldots\right)$. Thus, it suffices to show that ( $\left.\Phi, \alpha\right)$ is topologically mixing. The topology in $\mathbb{T}^{\infty}$ has a basis consisting of open sets $\prod_{i=0}^{\infty} I_{k}$, where the $I_{j}$ s are open in $S^{1}$ and all but finitely many are equal to $S^{1}$. Let $U=\left(I_{0} \times I_{1} \times \cdots \times I_{k} \times S^{1} \times S^{1} \times \cdots\right) \cap \Phi$ and $V=\left(J_{0} \times J_{1} \times\right.$ $\left.\cdots \times J_{l} \times S^{1} \times S^{1} \times \cdots\right) \cap \Phi$ be non-empty open sets from this basis. Choose $m>0$ so that $2^{m} I_{0}=S^{1}$. Then for $n>m+l$, the first $n-m$ components of

$$
\alpha^{n}(U)=\left(2^{n} I_{0} \times 2^{n-1} I_{0} \times \cdots \times I_{0} \times I_{1} \times \cdots \times I_{k} \times S^{1} \times S^{1} \times \cdots\right) \cap \Phi
$$

are $S^{1}$, so $\alpha^{n}(U) \cap V \neq \emptyset$.
Exercise 2.3.1. Show that a circle rotation is not topologically mixing. Show that an isometry is not topologically mixing if there is more than one point in the space.

Exercise 2.3.2. Show that expanding endomorphisms of $S^{1}$ are topologically mixing (see §1.3).

Exercise 2.3.3. Show that a factor of a topologically mixing system is also topologically mixing.

Exercise 2.3.4. Prove that $\left(\Sigma_{m}^{+}, \sigma\right)$ is topologically mixing.

### 2.4 Expansiveness

A homeomorphism $f: X \rightarrow X$ is expansive if there is $\delta>0$ such that for any two distinct points $x, y \in X$, there is some $n \in \mathbb{Z}$ such that $d\left(f^{n}(x), f^{n}(y)\right) \geq$ $\delta$. A non-invertible continuous map $f: X \rightarrow X$ is positively expansive if there is $\delta>0$ such that for any two distinct points $x, y \in X$, there is some $n \geq 0$ such that $d\left(f^{n}(x), f^{n}(y)\right) \geq \delta$. Any number $\delta>0$ with this property is called an expansiveness constant for $f$.

Among the examples from Chapter 1, the following are expansive (or positively expansive): the circle endomorphisms $E_{m},|m| \geq 2$; the full and one-sided shifts; the hyperbolic toral automorphisms; the horseshoe; and the solenoid (Exercise 2.4.2). For sufficiently large values of the parameter $\mu$, the quadratic $\operatorname{map} q_{\mu}$ is expansive on the invariant set $\Lambda_{\mu}$. Circle rotations, group translations, and other equicontinuous homeomorphisms (see §2.7) are not expansive.

PROPOSITION 2.4.1. Let $f$ be a homeomorphism of an infinite compact metric space $X$. Then for every $\epsilon>0$ there are distinct points $x_{0}, y_{0} \in X$ such that $d\left(f^{n}\left(x_{0}\right), f^{n}\left(y_{0}\right)\right) \leq \epsilon$ for all $n \in \mathbb{N}_{0}$.
Proof [Kin90]. Fix $\epsilon>0$. Let $E$ be the set of natural numbers $m$ for which there is a pair $x, y \in X$ such that

$$
\begin{equation*}
d(x, y) \geq \epsilon \quad \text { and } \quad d\left(f^{n}(x), f^{n}(y)\right) \leq \epsilon \quad \text { for } n=1, \ldots, m . \tag{2.1}
\end{equation*}
$$

Let $M=\sup E$ if $E \neq \emptyset$, and $M=0$ if $E=\emptyset$.
If $M=\infty$, then for every $m \in \mathbb{N}$ there is a pair $x_{m}, y_{m}$ satisfying (2.1). By compactness, there is a sequence $m_{k} \rightarrow \infty$ such that the limits

$$
\lim _{k \rightarrow \infty} x_{m_{k}}=x^{\prime}, \quad \lim _{k \rightarrow \infty} y_{m_{k}}=y^{\prime}
$$

exist. $\mathrm{By}(2.1), d\left(x^{\prime}, y^{\prime}\right) \geq \epsilon$ and, since $f^{j}$ is continuous,

$$
d\left(f^{j}\left(x^{\prime}\right), f^{j}\left(y^{\prime}\right)\right)=\lim _{k \rightarrow \infty} d\left(f^{j}\left(x_{m_{k}}\right), f^{j}\left(y_{m_{k}}\right)\right) \leq \epsilon
$$

for every $j \in \mathbb{N}$. Thus, $x_{0}=f\left(x^{\prime}\right), y_{0}=f\left(y^{\prime}\right)$ are the desired points.
Suppose now that $M$ is finite. Since any finite collection of iterates of $f$ is equicontinuous, there is $\delta>0$ such that if $d(x, y)<\delta$, then $d\left(f^{n}(x), f^{n}(y)\right)<$ $\epsilon$ for $0 \leq n \leq M$; the definition of $M$ then implies that $d\left(f^{-1}(x), f^{-1}(y)\right)<\epsilon$. By induction, we conclude that $d\left(f^{-j}(x), f^{-j}(y)\right)<\epsilon$ for $j \in \mathbb{N}$ whenever $d(x, y)<\delta$. By compactness, there is a finite collection $\mathcal{B}$ of open $\delta / 2$-balls that covers $X$. Let $K$ be the cardinality of $\mathcal{B}$. Since $X$ is infinite, we can choose a set $W \subset X$ consisting of $K+1$ distinct points. By the pigeon-hole principle, for each $j \in \mathbb{Z}$, there are distinct points $a_{j}, b_{j} \in W$ such that $f^{j}\left(a_{j}\right)$
and $f^{j}\left(b_{j}\right)$ belong to the same ball $B_{j} \in \mathcal{B}$, so $d\left(f^{j}\left(a_{j}\right), f^{j}\left(b_{j}\right)\right)<\delta$. Thus, $d\left(f^{n}\left(a_{j}\right), f^{n}\left(b_{j}\right)\right)<\epsilon$ for $-\infty<n \leq j$. Since $W$ is finite, there are distinct $x_{0}, y_{0} \in W$ such that

$$
a_{j}=x_{0} \quad \text { and } \quad b_{j}=y_{0}
$$

for infinitely many positive $j$ and hence $d\left(f^{n}\left(x_{0}\right), f^{n}\left(y_{0}\right)\right)<\epsilon$ for all $n \geq 0$.

Proposition 2.4.1 is also true for non-invertible maps (Exercise 2.4.3).
COROLLARY 2.4.2. Let $f$ be an expansive homeomorphism of an infinite compact metric space $X$. Then there are $x_{0}, y_{0} \in X$ such that $d\left(f^{n}\left(x_{0}\right)\right.$, $\left.f^{n}\left(y_{0}\right)\right) \rightarrow 0$ as $n \rightarrow \infty$.
Proof. Let $\delta>0$ be an expansiveness constant for $f$. By Proposition 2.4.1, there are $x_{0}, y_{0} \in X$ such that $d\left(f^{n}\left(x_{0}\right), f^{n}\left(y_{0}\right)\right)<\delta$ for all $n \in \mathbb{N}$. Suppose $d\left(f^{n}\left(x_{0}\right), f^{n}\left(y_{0}\right)\right) \nrightarrow 0$. Then by compactness, there is a sequence $n_{k} \rightarrow \infty$ such that $f^{n_{k}}\left(x_{0}\right) \rightarrow x^{\prime}$ and $f^{n_{k}}\left(y_{0}\right) \rightarrow y^{\prime}$ with $x^{\prime} \neq y^{\prime}$. Then $f^{n_{k}+m}\left(x_{0}\right) \rightarrow$ $f^{m}\left(x^{\prime}\right)$ and $f^{n_{k}+m}\left(y_{0}\right) \rightarrow f^{m}\left(y^{\prime}\right)$ for any $m \in \mathbb{Z}$. For $k$ large, $n_{k}+m>0$ and hence $d\left(f^{m}\left(x^{\prime}\right), f^{m}\left(y^{\prime}\right)\right) \leq \delta$ for all $m \in \mathbb{Z}$, which contradicts expansiveness.

Exercise 2.4.1. Prove that every isometry of a compact metric space to itself is surjective and therefore is a homeomorphism.

Exercise 2.4.2. Show that the expanding circle endomorphisms $E_{m},|m| \geq$ 2, the full one- and two-sided shifts, the hyperbolic toral automorphisms, the horseshoe, and the solenoid are expansive, and compute expansiveness constants for each.

Exercise 2.4.3. Show that Proposition 2.4.1 is true for non-invertible continuous maps of infinite metric spaces.

### 2.5 Topological Entropy

Topological entropy is the exponential growth rate of the number of essentially different orbit segments of length $n$. It is a topological invariant that measures the complexity of the orbit structure of a dynamical system. Topological entropy is analogous to measure-theoretic entropy, which we introduce in Chapter 9.

Let $(X, d)$ be a compact metric space, and $f: X \rightarrow X$ a continuous map. For each $n \in \mathbb{N}$, the function

$$
d_{n}(x, y)=\max _{0 \leq k \leq n-1} d\left(f^{k}(x), f^{k}(y)\right)
$$

measures the maximum distance between the first $n$ iterates of $x$ and $y$. Each $d_{n}$ is a metric on $X, d_{n} \geq d_{n-1}$, and $d_{1}=d$. Moreover, the $d_{i}$ are all equivalent metrics in the sense that they induce the same topology on $X$ (Exercise 2.5.1).

Fix $\epsilon>0$. A subset $A \subset X$ is $(n, \epsilon)$-spanning if for every $x \in X$ there is $y \in A$ such that $d_{n}(x, y)<\epsilon$. By compactness, there are finite $(n, \epsilon)$-spanning sets. Let $\operatorname{span}(n, \epsilon, f)$ be the minimum cardinality of an $(n, \epsilon)$-spanning set.

A subset $A \subset X$ is $(n, \epsilon)$-separated if any two distinct points in $A$ are at least $\epsilon$ apart in the metric $d_{n}$. Any $(n, \epsilon)$-separated set is finite. Letsep $(n, \epsilon, f)$ be the maximum cardinality of an $(n, \epsilon)$-separated set.

Let $\operatorname{cov}(n, \epsilon, f)$ be the minimum cardinality of a covering of $X$ by sets of $d_{n}$-diameter less than $\epsilon$ (the diameter of a set is the supremum of distances between pairs of points in the set). Again, by compactness, $\operatorname{cov}(n, \epsilon, f)$ is finite.

The quantities $\operatorname{span}(n, \epsilon, f), \operatorname{sep}(n, \epsilon, f)$, and $\operatorname{cov}(n, \epsilon, f)$ count the number of orbit segments of length $n$ that are distinguishable at scale $\epsilon$. These quantities are related by the following lemma.

LEMMA 2.5.1. $\operatorname{cov}(n, 2 \epsilon, f) \leq \operatorname{span}(n, \epsilon, f) \leq \operatorname{sep}(n, \epsilon, f) \leq \operatorname{cov}(n, \epsilon, f)$.
Proof. Suppose $A$ is an ( $n, \epsilon$ )-spanning set of minimum cardinality. Then the open balls of radius $\epsilon$ centered at the points of $A$ cover $X$. By compactness, there exists $\epsilon_{1}<\epsilon$ such that the balls of radius $\epsilon_{1}$ centered at the points of $A$ also cover $X$. Their diameter is $2 \epsilon_{1}<2 \epsilon$, so $\operatorname{cov}(n, 2 \epsilon, f) \leq \operatorname{span}(n, \epsilon, f)$. The other inequalities are left as an exercise (Exercise 2.5.2).

Let

$$
\begin{equation*}
h_{\epsilon}(f)=\varlimsup_{n \rightarrow \infty} \frac{1}{n} \log (\operatorname{cov}(n, \epsilon, f)) . \tag{2.2}
\end{equation*}
$$

The quantity $\operatorname{cov}(n, \epsilon, f)$ increases monotonically as $\epsilon$ decreases, so $h_{\epsilon}(f)$ does as well. Thus the limit

$$
h_{\mathrm{top}}=h(f)=\lim _{\epsilon \rightarrow 0^{+}} h_{\epsilon}(f)
$$

exists; it is called the topological entropy of $f$. The inequalities in Lemma 2.5.1 imply that equivalent definitions of $h(f)$ can be given using $\operatorname{span}(n, \epsilon, f)$ or
$\operatorname{sep}(n, \epsilon, f)$, i.e.,

$$
\begin{align*}
h(f) & =\lim _{\epsilon \rightarrow 0^{+}} \varlimsup_{n \rightarrow \infty} \frac{1}{n} \log (\operatorname{span}(n, \epsilon, f))  \tag{2.3}\\
& =\lim _{\epsilon \rightarrow 0^{+}} \varlimsup_{n \rightarrow \infty} \frac{1}{n} \log (\operatorname{sep}(n, \epsilon, f)) . \tag{2.4}
\end{align*}
$$

LEMMA 2.5.2. The limit $\lim _{n \rightarrow \infty} \frac{1}{n} \log (\operatorname{cov}(n, \epsilon, f))=h_{\epsilon}(f)$ exists and is finite.
Proof. Let $U$ have $d_{m}$-diameter less than $\epsilon$, and $V$ have $d_{n}$-diameter less than $\epsilon$. Then $U \cap f^{-m}(V)$ has $d_{m+n}$-diameter less than $\epsilon$. Hence

$$
\operatorname{cov}(m+n, \epsilon, f) \leq \operatorname{cov}(m, \epsilon, f) \cdot \operatorname{cov}(n, \epsilon, f),
$$

so the sequence $a_{n}=\log (\operatorname{cov}(n, \epsilon, f)) \geq 0$ is subadditive. A standard lemma from calculus implies that $a_{n} / n$ converges to a finite limit as $n \rightarrow \infty$ (Exercise 2.5.3).

It follows from Lemmas 2.5.1 and 2.5.2 that the lim sups in Formulas (2.2), (2.3), and (2.4) are finite. Moreover, the corresponding lim infs are finite, and

$$
\begin{align*}
h(f) & =\lim _{\epsilon \rightarrow 0^{+}} \underline{\lim _{n \rightarrow \infty}} \frac{1}{n} \log (\operatorname{cov}(n, \epsilon, f))  \tag{2.5}\\
& =\lim _{\epsilon \rightarrow 0^{+}} \underline{\lim _{n \rightarrow \infty}} \frac{1}{n} \log (\operatorname{span}(n, \epsilon, f))  \tag{2.6}\\
& =\lim _{\epsilon \rightarrow 0^{+}} \underline{\lim }_{n \rightarrow \infty} \frac{1}{n} \log (\operatorname{sep}(n, \epsilon, f)) . \tag{2.7}
\end{align*}
$$

The topological entropy is either $+\infty$ or a finite non-negative number. There are dramatic differences between dynamical systems with positive entropy and dynamical systems with zero entropy. Any isometry has zero topological entropy (Exercise 2.5.4). In the next section, we show that topological entropy is positive for several of the examples from Chapter 1.

PROPOSITION 2.5.3. The topological entropy of a continuous map $f: X \rightarrow$ $X$ does not depend on the choice of a particular metric generating the topology of $X$.
Proof. Suppose $d$ and $d^{\prime}$ are metrics generating the topology of $X$. For $\epsilon>0$, let $\delta(\epsilon)=\sup \left\{d^{\prime}(x, y): d(x, y) \leq \epsilon\right\}$. By compactness, $\delta(\epsilon) \rightarrow 0$ as $\epsilon \rightarrow 0$. If $U$ is a set of $d_{n}$-diameter less than $\epsilon$, then $U$ has $d_{n}^{\prime}$-diameter at most $\delta(\epsilon)$. Thus $\operatorname{cov}^{\prime}(n, \delta(\epsilon), f) \leq \operatorname{cov}(n, \epsilon, f)$, where cov and $\operatorname{cov}^{\prime}$ correspond to the
metrics $d$ and $d^{\prime}$, respectively. Hence,

$$
\lim _{\delta \rightarrow 0^{+}} \lim _{n \rightarrow \infty} \frac{1}{n} \log \left(\operatorname{cov}^{\prime}(n, \delta, f)\right) \leq \lim _{\epsilon \rightarrow 0^{+}} \lim _{n \rightarrow \infty} \frac{1}{n} \log (\operatorname{cov}(n, \epsilon, f)) .
$$

Interchanging $d$ and $d^{\prime}$ gives the opposite inequality.
COROLLARY 2.5.4. Topological entropy is an invariant of topological conjugacy.
Proof. Suppose $f: X \rightarrow X$ and $g: Y \rightarrow Y$ are topologically conjugate dynamical systems, with conjugacy $\phi: Y \rightarrow X$. Let $d$ be a metric on $X$. Then $d^{\prime}\left(y_{1}, y_{2}\right)=d\left(\phi\left(y_{1}\right), \phi\left(y_{2}\right)\right)$ is a metric on $Y$ generating the topology of $Y$. Since $\phi$ is an isometry of $(X, d)$ and $\left(Y, d^{\prime}\right)$, and the entropy is independent of the metric by Proposition 2.5.3, it follows that $h(f)=h(g)$.

PROPOSITION 2.5.5. Let $f: X \rightarrow X$ be a continuous map of a compact metric space $X$.

1. $h\left(f^{m}\right)=m \cdot h(f)$ for $m \in \mathbb{N}$.
2. If $f$ is invertible, then $h\left(f^{-1}\right)=h(f)$. Thus $h\left(f^{m}\right)=|m| \cdot h(f)$ for all $m \in \mathbb{Z}$.
3. If $A_{i}, i=1, \ldots, k$ are closed (not necessarily disjoint) forward $f$ invariant subsets of $X$, whose union is $X$, then

$$
h(f)=\max _{1 \leq i \leq k} h\left(f \mid A_{i}\right) .
$$

In particular, if $A$ is a closed forward invariant subset of $X$, then $h(f \mid A) \leq h(f)$.

Proof. 1: Note that

$$
\max _{0 \leq i<n} d\left(f^{m i}(x), f^{m i}(y)\right) \leq \max _{0 \leq j<m n} d\left(f^{j}(x), f^{j}(y)\right) .
$$

Thus, $\operatorname{span}\left(n, \epsilon, f^{m}\right) \leq \operatorname{span}(m n, \epsilon, f)$, so $h\left(f^{m}\right) \leq m \cdot h(f)$. Conversely, for $\epsilon>0$, there is $\delta(\epsilon)>0$ such that $d(x, y)<\delta(\epsilon)$ implies that $d\left(f^{i}(x), f^{i}(y)\right)<$ $\epsilon$ for $i=0, \ldots, m$. Then $\operatorname{span}\left(n, \delta(\epsilon), f^{m}\right) \geq \operatorname{span}(m n, \epsilon, f)$, so $h\left(f^{m}\right) \geq m$. $h(f)$.

2: The $n$th image of an $(n, \epsilon)$-separated set for $f$ is $(n, \epsilon)$-separated for $f^{-1}$, and vice versa.

3: Any $(n, \epsilon)$-separated set in $A_{i}$ is $(n, \epsilon)$-separated in $X$, so $h\left(f \mid A_{i}\right) \leq$ $h(f)$. Conversely, the union of $(n, \epsilon)$-spanning sets for the $A_{i}$ s is an $(n, \epsilon)$ spanning set for $X$. Thus if $\operatorname{span}_{i}(n, \epsilon, f)$ is the minimum cardinality of an
( $n, \epsilon$ )-spanning subset of $A_{i}$, then

$$
\operatorname{span}(n, \epsilon, f) \leq \sum_{i=1}^{k} \operatorname{span}_{i}(n, \epsilon, f) \leq k \cdot \max _{1 \leq i \leq k} \operatorname{span}_{i}(n, \epsilon, f) .
$$

Therefore,

$$
\begin{aligned}
\varliminf_{n \rightarrow \infty} \frac{1}{n} \log (\operatorname{span}(n, \epsilon, f)) & \leq \varliminf_{n \rightarrow \infty} \frac{1}{n} \log k+{\underset{n}{n \rightarrow \infty}}^{\lim _{n}} \frac{1}{n} \log \left(\max _{1 \leq i \leq k} \operatorname{span}_{i}(n, \epsilon, f)\right) \\
& =0+\max _{1 \leq i \leq k}{\underset{n \rightarrow \infty}{ }}^{\frac{1}{n}} \frac{1}{n} \log \left(\operatorname{span}_{i}(n, \epsilon, f)\right)
\end{aligned}
$$

The result follows by taking the limit as $\epsilon \rightarrow 0$.
PROPOSITION 2.5.6. Let $\left(X, d^{X}\right)$ and $\left(Y, d^{Y}\right)$ be compact metric spaces, and $f: X \rightarrow X, g: Y \rightarrow Y$ continuous maps. Then:

1. $h(f \times g)=h(f)+h(g)$; and
2. if $g$ is a factor of $f$ (or equivalently, $f$ is an extension of $g$ ), then $h(f) \geq$ $h(g)$.

Proof. To prove part 1, note that the metric $d\left((x, y),\left(x^{\prime}, y^{\prime}\right)\right)=$ $\max \left\{d^{X}\left(x, x^{\prime}\right), d^{Y}\left(y, y^{\prime}\right)\right\}$ generates the product topology on $X \times Y$, and

$$
d_{n}\left((x, y),\left(x^{\prime}, y^{\prime}\right)\right)=\max \left\{d_{n}^{X}\left(x, x^{\prime}\right), d_{n}^{Y}\left(y, y^{\prime}\right)\right\} .
$$

If $U \subset X$ and $V \subset Y$ have diameters less than $\epsilon$, then $U \times V$ has $d$-diameters less than $\epsilon$. Hence

$$
\operatorname{cov}(n, \epsilon, f \times g) \leq \operatorname{cov}(n, \epsilon, f) \cdot \operatorname{cov}(n, \epsilon, g),
$$

so $h(f \times g) \leq h(f)+h(g)$. On the other hand, if $A \subset X$ and $B \subset Y$ are ( $n, \epsilon$ )-separated, then $A \times B$ is $(n, \epsilon)$-separated for $d$. Hence

$$
\operatorname{sep}(n, \epsilon, f \times g) \geq \operatorname{sep}(n, \epsilon, f) \cdot \operatorname{sep}(n, \epsilon, g),
$$

so, by (2.7), $h(f \times g) \geq h(f)+h(g)$.
The proof of part 2 is left as an exercise (Exercise 2.5.5).
PROPOSITION 2.5.7. Let $(X, d)$ be a compact metric space, and $f: X \rightarrow X$ an expansive homeomorphism with expansiveness constant $\delta$. Then $h(f)=$ $h_{\epsilon}(f)$ for any $\epsilon<\delta$.

Proof. Fix $\gamma$ and $\epsilon$ with $0<\gamma<\epsilon<\delta$. We will show that $h_{2 \gamma}(f)=h_{\epsilon}(f)$. By monotonicity, it suffices to show that $h_{2 \gamma}(f) \leq h_{\epsilon}(f)$.

By expansiveness, for distinct points $x$ and $y$, there is some $i \in \mathbb{Z}$ such that $d\left(f^{i}(x), f^{i}(y)\right) \geq \delta>\epsilon$. Since the set $\{(x, y) \in X \times X: d(x, y) \geq \gamma\}$ is compact, there is $k=k(\gamma, \epsilon) \in \mathbb{N}$ such that if $d(x, y) \geq \gamma$, then
$d\left(f^{i}(x), f^{i}(y)\right)>\epsilon$ for some $|i| \leq k$. Thus if $A$ is an $(n, \gamma)$-separated set, then $f^{-k}(A)$ is $(n+2 k, \epsilon)$-separated. Hence, by Lemma 2.5.1, $h_{\epsilon}(f) \geq$ $h_{2 \gamma}(f)$.

REMARK 2.5.8. The topological entropy of a continuous (semi)flow can be defined as the entropy of the time-1 map. Alternatively, it can be defined using the analog $d_{T}, T>0$, of the metrics $d_{n}$. The two definitions are equivalent because of the equicontinuity of the family of time-t maps, $t \in[0,1]$.

Exercise 2.5.1. Let $(X, d)$ be a compact metric space. Show that the metrics $d_{i}$ all induce the same topology on $X$.

Exercise 2.5.2. Prove the remaining inequalities in Lemma 2.5.1.
Exercise 2.5.3. Let $\left\{a_{n}\right\}$ be a subadditive sequence of non-negative real numbers, i.e., $0 \leq a_{m+n} \leq a_{m}+a_{n}$ for all $m, n \geq 0$. Show that $\lim _{n \rightarrow \infty} a_{n} / n=$ $\inf _{n \geq 0} a_{n} / n$.

Exercise 2.5.4. Show that the topological entropy of an isometry is zero.
Exercise 2.5.5. Let $g: Y \rightarrow Y$ be a factor of $f: X \rightarrow X$. Prove that $h(f) \geq$ $h(g)$.

Exercise 2.5.6. Let $Y$ and $Z$ be compact metric spaces, $X=Y \times Z$, and $\pi$ be the projection to $Y$. Suppose $f: X \rightarrow X$ is an isometric extension of a continuous map $g: Y \rightarrow Y$, i.e., $\pi \circ f=g \circ \pi$ and $d\left(f\left(x_{1}\right), f\left(x_{2}\right)\right)=$ $d\left(\left(x_{1}\right),\left(x_{2}\right)\right)$ for all $x_{1}, x_{2} \in Y$ with $\pi\left(x_{1}\right)=\pi\left(x_{2}\right)$. Prove that $h(f)=h(g)$.

Exercise 2.5.7. Prove that the topological entropy of a continuously differentiable map of a compact manifold is finite.

### 2.6 Topological Entropy for Some Examples

In this section, we compute the topological entropy for some of the examples from Chapter 1.

PROPOSITION 2.6.1. Let $\tilde{A}$ be a $2 \times 2$ integer matrix with determinant 1 and eigenvalues $\lambda, \lambda^{-1}$, with $|\lambda|>1$; and let $A: \mathbb{T}^{2} \rightarrow \mathbb{T}^{2}$ be the associated hyperbolic toral automorphism. Then $h(A)=\log |\lambda|$.
Proof. The natural projection $\pi: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2} / \mathbb{Z}^{2}=\mathbb{T}^{2}$ is a local homeomorphism, and $\pi \tilde{A}=A \pi$. Any metric $\tilde{d}$ on $\mathbb{R}^{2}$ invariant under integer translations induces a metric $d$ on $\mathbb{T}^{2}$, where $d(x, y)$ is the $\tilde{d}$-distance between the sets $\pi^{-1}(x)$ and $\pi^{-1}(y)$. For these metrics, $\pi$ is a local isometry.

Let $v_{1}, v_{2}$ be eigenvectors of $A$ with (Euclidean) length 1 corresponding to the eigenvalues $\lambda, \lambda^{-1}$. For $x, y \in \mathbb{R}^{2}$, write $x-y=a_{1} v_{1}+a_{2} v_{2}$ and
define $\tilde{d}(x, y)=\max \left(\left|a_{1}\right|,\left|a_{2}\right|\right)$. This is a translation-invariant metric on $\mathbb{R}^{2}$. A $\tilde{d}$-ball of radius $\epsilon$ is a parallelogram whose sides are of (Euclidean) length $2 \epsilon$ and parallel to $v_{1}$ and $v_{2}$. In the metric $\tilde{d}_{n}$ (defined for $\tilde{A}$ ), a ball of radius $\epsilon$ is a parallelogram with side length $2 \epsilon|\lambda|^{-n}$ in the $v_{1}$-direction and $2 \epsilon$ in the $v_{2}$-direction. In particular, the Euclidean area of a $\tilde{d}_{n}$-ball of radius $\epsilon$ is not greater than $4 \epsilon^{2}|\lambda|^{-n}$. Since the induced metric $d$ on $\mathbb{T}^{2}$ is locally isometric to $\tilde{d}$, we conclude that for sufficiently small $\epsilon$, the Euclidean area of a $d_{n}$-ball of radius $\epsilon$ in $\mathbb{T}^{2}$ is at most $4 \epsilon^{2}|\lambda|^{-n}$. It follows that the minimal number of balls of $d_{n}$-radius $\epsilon$ needed to cover $\mathbb{T}^{2}$ is at least

$$
\operatorname{area}\left(\mathbb{T}^{2}\right) / 4 \epsilon^{2}|\lambda|^{-n}=|\lambda|^{n} / 4 \epsilon^{2} .
$$

Since a set of diameter $\epsilon$ is contained in an open ball of radius $\epsilon$, we conclude that $\operatorname{cov}(n, \epsilon, A) \geq|\lambda|^{n} / 4 \epsilon^{2}$. Thus, $h(A) \geq \log |\lambda|$.

Conversely, since the closed $\tilde{d}_{n}$-balls are parallelograms, there is a tiling of the plane by $\epsilon$-balls whose interiors are disjoint. The Euclidean area of such a ball is $C \epsilon^{2}|\lambda|^{-n}$, where $C$ depends on the angle between $v_{1}$ and $v_{2}$. For small enough $\epsilon$, any $\epsilon$-ball that intersects the unit square $[0,1] \times[0,1]$ is entirely contained in the larger square $[-1,2] \times[-1,2]$. Therefore the number of the balls that intersect the unit square does not exceed the area of the larger square divided by the area of a $\tilde{d}_{n}$-ball of radius $\epsilon$. Thus, the torus can be covered by $9 \lambda^{n} / C \epsilon^{2}$ closed $d_{n}$-balls of radius $\epsilon$. It follows that $\operatorname{cov}(n, 2 \epsilon, A) \leq 9 \lambda^{n} / C \epsilon^{2}$, so $h(A) \leq \log |\lambda|$.

To establish the corresponding result in higher dimensions, we need some results from linear algebra. Let $B$ be a $k \times k$ complex matrix. If $\lambda$ is an eigenvalue of $B$, let

$$
V_{\lambda}=\left\{v \in \mathbb{C}^{k}:(B-\lambda I)^{i} v=0 \text { for some } i \in \mathbb{N}\right\} .
$$

If $B$ is real and $\gamma$ is a real eigenvalue, let

$$
V_{\gamma}^{\mathbb{R}}=\mathbb{R}^{k} \cap V_{\gamma}=\left\{v \in \mathbb{R}^{k}:(B-\gamma I)^{i} v=0 \text { for some } i \in \mathbb{N}\right\} .
$$

If $B$ is real and $\lambda, \bar{\lambda}$ is a pair of complex eigenvalues, let

$$
V_{\lambda, \bar{\lambda}}^{\mathbb{R}}=\mathbb{R}^{k} \cap\left(V_{\lambda} \oplus V_{\bar{\lambda}}\right) .
$$

These spaces are called generalized eigenspaces.
LEMMA 2.6.2. Let $B$ be a $k \times k$ complex matrix, and $\lambda$ be an eigenvalue of $B$. Then for every $\delta>0$ there is $C(\delta)>0$ such that

$$
C(\delta)^{-1}(|\lambda|-\delta)^{n}\|v\| \leq\left\|B^{n} v\right\| \leq C(\delta)(|\lambda|+\delta)^{n}\|v\|
$$

for every $n \in \mathbb{N}$ and every $v \in V_{\lambda}$.

Proof. It suffices to prove the lemma for a Jordan block. Thus without loss of generality, we assume that $B$ has $\lambda$ s on the diagonal, ones above and zeros elsewhere. In this setting, $V_{\lambda}=\mathbb{C}^{k}$ and in the standard basis $e_{1}, \ldots, e_{k}$, we have $B e_{1}=\lambda e_{1}$ and $B e_{i}=\lambda e_{i}+e_{i-1}$, for $i=2, \ldots, k$. For $\delta>0$, consider the basis $e_{1}, \delta e_{2}, \delta^{2} e_{3}, \ldots, \delta^{k-1} e_{k}$. In this basis, the linear map $B$ is represented by the matrix

$$
B_{\delta}=\left(\begin{array}{ccccc}
\lambda & \delta & & & \\
& \lambda & \delta & & \\
& & \ddots & \ddots & \\
& & & \lambda & \delta \\
& & & & \lambda
\end{array}\right) .
$$

Observe that $B_{\delta}=\lambda I+\delta A$ with $\|A\| \leq 1$, where $\|A\|=\sup _{v \neq 0}\|A v \mid /\| v \|$. Therefore

$$
(|\lambda|-\delta)^{n}\|v\| \leq\left\|B_{\delta}^{n} v\right\| \leq(|\lambda|+\delta)^{n}\|v\| .
$$

Since $B_{\delta}$ is conjugate to $B$, there is a constant $C(\delta)>0$ that bounds the distortion of the change of basis.

LEMMA 2.6.3. Let $B$ be a $k \times k$ real matrix and $\lambda$ an eigenvalue of $B$. Then for every $\delta>0$ there is $C(\delta)>0$ such that

$$
C(\delta)^{-1}(|\lambda|-\delta)^{n}\|v\| \leq\left\|B^{n} v\right\| \leq C(\delta)(|\lambda|+\delta)^{n}\|v\|
$$

for every $n \in \mathbb{N}$ and every $v \in V_{\lambda}$ (if $\lambda \in \mathbb{R}$ ) or every $v \in V_{\lambda, \bar{\lambda}}$ (if $\lambda \notin \mathbb{R}$ ).
Proof. If $\lambda$ is real, then the result follows from Lemma 2.6.2. If $\lambda$ is complex, then the estimates for $V_{\lambda}$ and $V_{\bar{\lambda}}$ from Lemma 2.6 .2 imply a similar estimate for $V_{\lambda, \bar{\lambda}}$, with a new constant $C(\delta)$ depending on the angle between $V_{\lambda}$ and $V_{\bar{\lambda}}$ and the constants in the estimates for $V_{\lambda}$ and $V_{\bar{\lambda}}$ (since $\left.|\lambda|=|\bar{\lambda}|\right)$.

PROPOSITION 2.6.4. Let $\tilde{A}$ be a $k \times k$ integer matrix with determinant 1 and with eigenvalues $\alpha_{1}, \ldots, \alpha_{k}$, where

$$
\left|\alpha_{1}\right| \geq\left|\alpha_{2}\right| \geq \cdots \geq\left|\alpha_{m}\right|>1>\left|\alpha_{m+1}\right| \geq \cdots \geq\left|\alpha_{k}\right| .
$$

Let $A: \mathbb{T}^{k} \rightarrow \mathbb{T}^{k}$ be the associated hyperbolic toral automorphism. Then

$$
h(A)=\sum_{i=1}^{m} \log \left|\alpha_{i}\right| .
$$

Proof. Let $\gamma_{1}, \ldots, \gamma_{j}$ be the distinct real eigenvalues of $\tilde{A}$, and $\lambda_{1}, \overline{\lambda_{1}}, \ldots$, $\lambda_{m}, \overline{\lambda_{m}}$ be the distinct complex eigenvalues of $\tilde{A}$. Then

$$
\mathbb{R}^{k}=\bigoplus_{i=1}^{j} V_{\gamma_{i}} \oplus \bigoplus_{i=1}^{m} V_{\lambda_{i}, \overline{\lambda_{i}}},
$$

any vector $v \in \mathbb{R}^{k}$ can be decomposed uniquely as $v=v_{1}+\cdots+v_{j+m}$ with $v_{i}$ in the corresponding generalized eigenspace. Given $x, y \in \mathbb{R}^{k}$, let $v=x-y$, and define $\tilde{d}(x, y)=\max \left(\left|v_{1}\right|, \ldots,\left|v_{j+m}\right|\right)$. This is a translation-invariant metric on $\mathbb{R}^{k}$, and therefore descends to a metric on $\mathbb{T}^{k}$. Now, using Lemma 2.6.3, the proposition follows by an argument similar to the one in the proof of Proposition 2.6.1 (Exercise 2.6.3).

The next example we consider is the solenoid from §1.9.
PROPOSITION 2.6.5. The topological entropy of the solenoid map $F: S \rightarrow S$ is $\log 2$.
Proof. Recall from $\S 1.9$ that $F$ is topologically conjugate to the automorphism $\alpha: \Phi \rightarrow \Phi$, where

$$
\Phi=\left\{\left(\phi_{i}\right)_{i=0}^{\infty}: \phi_{i} \in[0,1), \phi_{i}=2 \phi_{i+1} \bmod 1\right\},
$$

and $\alpha$ is coordinatewise multiplication by $2(\bmod 1)$. Thus, $h(F)=h(\alpha)$. Let $|x-y|$ denote the distance on $S^{1}=[0,1] \bmod 1$. The distance function

$$
d\left(\phi, \phi^{\prime}\right)=\sum_{n=0}^{\infty} \frac{1}{2^{n}}\left|\phi_{n}-\phi_{n}^{\prime}\right|
$$

generates the topology in $\Phi$ introduced in §1.9.
The map $\pi$ : $\Phi \rightarrow S^{1},\left(\phi_{i}\right)_{i=0}^{\infty} \mapsto \phi_{0}$, is a semiconjugacy from $\alpha$ to $E_{2}$. Hence, $h(\alpha) \geq h\left(E_{2}\right)=\log 2$ (Exercise 2.6.1). We will establish the inequality $h(\alpha) \leq$ $\log 2$ by constructing an ( $n, \epsilon$ )-spanning set.

Fix $\epsilon>0$ and choose $k \in \mathbb{N}$ such that $2^{-k}<\epsilon / 2$. For $n \in \mathbb{N}$, let $A_{n} \subset \Phi$ consist of the $2^{n+2 k}$ sequences $\psi^{j}=\left(\psi_{i}^{j}\right)$, where $\psi_{i}^{j}=j \cdot 2^{-(n+k+i)} \bmod 1, j=$ $0, \ldots, 2^{n+2 k}-1$. We claim that $A_{n}$ is ( $n, \epsilon$ )-spanning. Let $\phi=\left(\phi_{i}\right)$ be a point in $\Phi$. Choose $j \in\left\{0, \ldots, 2^{n+2 k}-1\right\}$ so that $\left|\phi_{k}-j \cdot 2^{-(n+2 k)}\right| \leq 2^{-(n+2 k+1)}$. Then $\left|\phi_{i}-\psi_{i}^{j}\right| \leq 2^{k-i} 2^{-(n+2 k+1)}$, for $0 \leq i \leq k$. It follows that for $0 \leq m \leq n$,

$$
\begin{aligned}
d\left(\alpha^{m} \phi, \alpha^{m} \psi^{j}\right) & =\sum_{i=0}^{\infty} \frac{\left|2^{m} \phi_{i}-2^{m} \psi_{i}^{j}\right|}{2^{i}}<\sum_{i=0}^{k} \frac{2^{m}\left|\phi_{i}-\psi_{i}^{j}\right|}{2^{i}}+\frac{1}{2^{k}} \\
& <2^{m} \sum_{i=0}^{k} \frac{2^{k-i} 2^{-(n+2 k+1)}}{2^{i}}+\frac{1}{2^{k}}<\frac{1}{2^{k-1}}<\epsilon
\end{aligned}
$$

Thus $d_{n}\left(\phi, \psi^{j}\right)<\epsilon$, so $A_{n}$ is ( $n, \epsilon$ )-spanning. Hence,

$$
h(\alpha) \leq \lim _{n \rightarrow \infty} \frac{1}{n} \log \operatorname{card} A_{n}=\log 2 .
$$

Note that $\alpha: \Phi \rightarrow \Phi$ is expansive with expansiveness constant $1 / 3$ (Exercise 2.6.4), so by Proposition 2.5.7, $h_{\epsilon}(\alpha)=h(\alpha)$ for any $\epsilon<1 / 3$.

Exercise 2.6.1. Compute the topological entropy of an expanding endomorphism $E_{m}: S^{1} \rightarrow S^{1}$.

Exercise 2.6.2. Compute the topological entropy of the full one- and twosided $m$-shifts.

Exercise 2.6.3. Finish the proof of Proposition 2.6.4.
Exercise 2.6.4. Prove that the solenoid map (§1.9) is expansive.

### 2.7 Equicontinuity, Distality, and Proximality ${ }^{1}$

In this section, we describe a number of properties related to the asymptotic behavior of the distance between corresponding points on pairs of orbits.

Let $f: X \rightarrow X$ be a homeomorphism of a compact Hausdorff space. Points $x, y \in X$ are called proximal if the closure $\overline{\mathcal{O}((x, y))}$ of the orbit of $(x, y)$ under $f \times f$ intersects the diagonal $\Delta=\{(z, z) \in X \times X: z \in X\}$. Every point is proximal to itself. If two points $x$ and $y$ are not proximal, i.e., if $\overline{\mathcal{O}((x, y))} \cap$ $\Delta=\emptyset$, they are called distal. A homeomorphism $f: X \rightarrow X$ is distal if every pair of distinct points $x, y \in X$ is distal. If $(X, d)$ is a compact metric space, then $x, y \in X$ are proximal if there is a sequence $n_{k} \in \mathbb{Z}$ such that $d\left(f^{n_{k}}(x), f^{n_{k}}(y)\right) \rightarrow 0$ as $k \rightarrow \infty$; points $x, y \in X$ are distal if there is $\epsilon>0$ such that $d\left(f^{n}(x), f^{n}(y)\right)>\epsilon$ for all $n \in \mathbb{Z}$ (Exercise 2.7.2)

A homeomorphism $f$ of a compact metric space $(X, d)$ is said to be equicontinuous if the family of all iterates of $f$ is an equicontinuous family, i.e., for any $\epsilon>0$, there exists $\delta>0$ such that $d(x, y)<\delta$ implies that $d\left(f^{n}(x), f^{n}(y)\right)<\epsilon$ for all $n \in \mathbb{Z}$. An isometry preserves distances and is therefore equicontinuous. Equicontinuous maps share many of the dynamical properties of isometries. The only examples from Chapter 1 that are equicontinuous are the group translations, including circle rotations.

We denote by $f \times f$ the induced action of $f$ in $X \times X$, defined by $f \times f(x, y)=(f(x), f(y))$.

PROPOSITION 2.7.1. An expansive homeomorphism of an infinite compact metric space is not distal.
Proof. Exercise 2.7.1.

[^0]
## PROPOSITION 2.7.2. Equicontinuous homeomorphisms are distal.

Proof. Suppose the equicontinuous homeomorphism $f: X \rightarrow X$ is not distal. Then there is a pair of proximal points $x, y \in X$, so $d\left(f^{n_{k}}(x), f^{n_{k}}(y)\right) \rightarrow 0$ for some sequence $n_{k} \in \mathbb{Z}$. Let $x_{k}=f^{n_{k}}(x)$ and $y_{k}=f^{n_{k}}(y)$. Let $\epsilon=d(x, y)$. Then for any $\delta>0$, there is some $k \in \mathbb{N}$ such that $d\left(x_{k}, y_{k}\right)<\delta$, but $d\left(f^{-n_{k}}\left(x_{k}\right), f^{-n_{k}}\left(y_{k}\right)\right)=\epsilon$, so $f$ is not equicontinuous.

Distal homeomorphisms are not necessarily equicontinuous. Consider the $\operatorname{map} F: \mathbb{T}^{2} \rightarrow \mathbb{T}^{2}$ defined by

$$
\begin{aligned}
& x \mapsto x+\alpha \bmod 1 \\
& y \mapsto x+y \bmod 1
\end{aligned}
$$

We view $\mathbb{T}^{2}$ as the unit square with opposite sides identified and use the metric inherited from the Euclidean metric. To see that this map is distal, let $(x, y),\left(x^{\prime}, y^{\prime}\right)$ be distinct points in $\mathbb{T}^{2}$. If $x \neq x^{\prime}$, then $d\left(F^{n}(x, y), F^{n}\left(x^{\prime}, y^{\prime}\right)\right)$ is at least $d\left((x, 0),\left(x^{\prime}, 0\right)\right)$, which is constant. If $x=x^{\prime}$, then $d\left(F^{n}(x, y)\right.$, $\left.F^{n}\left(x^{\prime}, y^{\prime}\right)\right)=d\left((x, y),\left(x^{\prime}, y^{\prime}\right)\right)$. Therefore, the pair $(x, y),\left(x^{\prime}, y^{\prime}\right)$ is distal. To see that $F$ is not equicontinuous, let $p=(0,0)$ and $q=(\delta, 0)$. Then for all $n$, the difference between the first coordinates of $F^{n}(p)$ and $F^{n}(q)$ is $\delta$. The difference between the second coordinates of $F^{n}(p)$ and $F^{n}(q)$ is $n \delta$ as long as $n \delta<1 / 2$. Therefore there are points that are arbitrarily close together that are moved at least $1 / 4$ apart, so $F$ is not equicontinuous.

The preceding map is an example of a distal extension. Suppose a homeomorphism $g: Y \rightarrow Y$ is an extension of a homeomorphism $f: X \rightarrow X$ with projection $\pi: Y \rightarrow X$. We say that the extension is distal if any pair of distinct points $y, y^{\prime} \in Y$ with $\pi(y)=\pi\left(y^{\prime}\right)$ is distal. The map $F: \mathbb{T}^{2} \rightarrow \mathbb{T}^{2}$ in the preceding paragraph is a distal extension of a circle rotation, with projection on the first factor as the factor map. A straightforward generalization of the argument in the previous paragraph shows that a distal extension of a distal homeomorphism is distal. Moreover, as we show later in this section, any factor of a distal map is distal. Thus, $\left(X_{1}, f_{1}\right)$ and $\left(X_{2}, f_{2}\right)$ are distal if and only if $\left(X_{1} \times X_{2}, f_{1} \times f_{2}\right)$ is distal.

Similarly, $\pi: Y \rightarrow X$ is an isometric extension if $d\left(g(y), g\left(y^{\prime}\right)\right)=d\left(y, y^{\prime}\right)$ whenever $\pi(y)=\pi\left(y^{\prime}\right)$. The extension $\pi: Y \rightarrow X$ is an equicontinuous extension if for any $\epsilon>0$, there exists $\delta>0$ such that if $\pi(y)=\pi\left(y^{\prime}\right)$ and $d\left(y, y^{\prime}\right)<\delta$, then $d\left(g^{n}(y), g^{n}\left(y^{\prime}\right)\right)<\epsilon$, for all $n$. An isometric extension is an equicontinuous extension; an equicontinuous extension is a distal extension.

To prove Theorem 2.7.4, we need the following notion: For a subset $A \subset X$ and a homeomorphism $f: X \rightarrow X$, denote by $f_{A}$ the induced action of $f$ in
the product space $X^{A}$ (an element $z$ of $X^{A}$ is a function $z: ~ A \rightarrow X$, and $f_{A}(z)=$ $f \circ z$ ). We say that $A \subset X$ is almost periodic if every $z \in X^{A}$ with range $A$ is an almost periodic point of $\left(X^{A}, f_{A}\right)$. That is, $A$ is almost periodic if for every finite subset $a_{1}, \ldots, a_{n} \in A$, and neighborhoods $U_{1} \ni a_{1}, \ldots, U_{n} \ni a_{n}$, the set $\left\{k \in \mathbb{Z}\right.$ : $\left.f^{k}\left(a_{i}\right) \in U_{i}, 1 \leq i \leq n\right\}$ is syndetic in $\mathbb{Z}$. Every subset of an almost periodic set is an almost periodic set. Note that if $x$ is an almost periodic point of $f$, then $\{x\}$ is an almost periodic set.

LEMMA 2.7.3. Every almost periodic set is contained in a maximal almost periodic set.

Proof. Let $A$ be an almost periodic set, and $\mathcal{C}$ be a collection, totally ordered by inclusion, of almost periodic sets containing $A$. The set $\bigcup_{C \in \mathcal{C}} C$ is an almost periodic set and a maximal element of $\mathcal{C}$. By Zorn's lemma there is a maximal almost periodic set containing $A$.

THEOREM 2.7.4. Let $f$ be a homeomorphism of a compact Hausdorff space $X$. Then every $x \in X$ is proximal to an almost periodic point.
Proof. If $x$ is an almost periodic point, then we are done, since $x$ is proximal to itself. Suppose $x$ is not almost periodic, and let $A$ be a maximal almost periodic set. By definition, $x \notin A$. Let $z \in X^{A}$ have range $A$, and consider $(x, z) \in\left(X \times X^{A}\right)$. Let $\left(x_{0}, z_{0}\right)$ be an almost periodic point $\left(\right.$ of $\left.\left(f \times f_{A}\right)\right)$ in $\overline{\mathcal{O}(x, z)}$. Since $z$ is almost periodic, $z \in \overline{\mathcal{O}\left(z_{0}\right)}$. Hence there is $x^{\prime} \in X$ such that $\left(x^{\prime}, z\right)$ is almost periodic and $\left(x^{\prime}, z\right) \in \overline{\mathcal{O}(x, z)}$ (Proposition 2.1.1). Therefore $\left\{x^{\prime}\right\} \cup \operatorname{range}(z)=\left\{x^{\prime}\right\} \cup A$ is an almost periodic set. Since $A$ is maximal, $x^{\prime} \in$ $A$, i.e., $x^{\prime}$ appears as one of the coordinates of $z$. It follows that $\left(x^{\prime}, x^{\prime}\right) \in$ $\overline{\mathcal{O}\left(x, x^{\prime}\right)}$, and $x$ is proximal to $x^{\prime}$.

A homeomorphism $f$ of a compact Hausdorff space $X$ is called pointwise almost periodic if every point is almost periodic. By Proposition 2.1.3, this happens if and only if $X$ is a union of minimal sets.

PROPOSITION 2.7.5. Let $f$ be a distal homeomorphism of a compact Hausdorff space $X$. Then $f$ is pointwise almost periodic.
Proof. Let $x \in X$. Then, by Theorem 2.7.4, $x$ is proximal to an almost periodic $y \in X$. Since $f$ is distal, $x=y$ and $x$ is almost periodic.

PROPOSITION 2.7.6. A homeomorphism of a compact Hausdorff space is distal if and only if the product system $(X \times X, f \times f)$ is pointwise almost periodic.
Proof. If $f$ is distal, so is $f \times f$, and hence $f \times f$ is pointwise almost periodic. Conversely, assume that $f \times f$ is pointwise almost periodic, and let $x, y \in X$ be distinct points. If $x$ and $y$ are proximal, then there is $z$ with
$(z, z) \in \overline{\mathcal{O}(x, y)}$. Recall that $\overline{\mathcal{O}(x, y)}$ is minimal (Proposition 2.1.3). Since $(x, y) \notin \overline{\mathcal{O}(z, z)}$, we obtain a contradiction.

COROLLARY 2.7.7. A factor of a distal homeomorphism $f$ of a compact Hausdorff space $X$ is distal.
Proof. Let $g: Y \rightarrow Y$ be a factor of $f$. Then $f \times f$ is pointwise almost periodic by Proposition 2.7.6. Since $(g \times g)$ is a factor of $f \times f$, it is pointwise almost periodic (Exercise 2.7.5), and hence is distal.

The class of distal dynamical systems is of special interest because it is closed under factors and isometric extensions. The class of minimal distal systems is the smallest such class of minimal systems: According to Furstenberg's structure theorem [Fur63], every minimal distal homeomorphism (or flow) can be obtained by a (possibly transfinite) sequence of isometric extensions starting with the one-point dynamical system.

Exercise 2.7.1. Prove Proposition 2.7.1.
Exercise 2.7.2. Prove the equivalence of the topological and metric definitions of distal and proximal points at the beginning of this section.

Exercise 2.7.3. Give an example of a homeomorphism $f$ of a compact metric space $(X, d)$ such that $d\left(f^{n}(x), f^{n}(y)\right) \rightarrow 0$ as $n \rightarrow \infty$ for every pair $x, y \in X$.

Exercise 2.7.4. Show that any infinite closed shift-invariant subset of $\Sigma_{m}$ contains a proximal pair of points.

Exercise 2.7.5. Prove that a factor of a pointwise almost periodic system is pointwise almost periodic.

### 2.8 Applications of Topological Recurrence to Ramsey Theory ${ }^{2}$

In this section, we establish several Ramsey-type results to illustrate how topological dynamics is applied in combinatorial number theory. One of the main principles of the Ramsey theory is that a sufficiently rich structure is indestructible by finite partitioning (see [Ber96] for more information on Ramsey theory). An example of such a statement is van der Waerden's theorem, which we prove later in this section. We conclude this section by

[^1]proving a result in Ramsey theory about infinite-dimensional vector spaces over finite fields.

THEOREM 2.8.1 (van der Waerden). For each finite partition $\mathbb{Z}=\bigcup_{k=1}^{m} S_{k}$, one of the sets $S_{k}$ contains arbitrarily long (finite) arithmetic progressions.

We will obtain van der Waerden's theorem as a consequence of a general recurrence property in topological dynamics.

Recall from $\S 1.4$ that $\Sigma_{m}=\{1,2, \ldots, m\}^{\mathbb{Z}}$ with metric $d\left(\omega, \omega^{\prime}\right)=2^{-k}$, where $k=\min \left\{|i|: \omega_{i} \neq \omega_{i}^{\prime}\right\}$, is a compact metric space. The shift $\sigma: \Sigma_{m} \rightarrow$ $\Sigma_{m},(\sigma \omega)_{i}=\omega_{i+1}$, is a homeomorphism. A finite partition $\mathbb{Z}=\bigcup_{k=1}^{m} S_{k}$ can be viewed as a sequence $\xi \in \Sigma_{m}$ for which $\xi_{i}=k$ if $i \in S_{k}$. Let $X=\overline{\bigcup_{i=-\infty}^{\infty} \sigma^{i} \xi}$ be the orbit closure of $\xi$ under $\sigma$, and let $A_{k}=\left\{\omega \in X: \omega_{0}=k\right\}$. If $\omega \in$ $A_{k}, \omega^{\prime} \in X$, and $d\left(\omega^{\prime}, \omega\right)<1$, then $\omega^{\prime} \in A_{k}$. Hence if there are integers $p, q \in$ $\mathbb{N}$ and $\omega \in X$ such that $d\left(\sigma^{i p} \omega, \omega\right)<1$ for $0 \leq i \leq q-1$, then there is $r \in \mathbb{Z}$ such that $\xi_{j}=\omega_{0}$ for $i=r, r+p, \ldots, r+(q-1) p$. Therefore, Theorem 2.8.1 follows from the following multiple recurrence property (Exercise 2.8.1).

PROPOSITION 2.8.2. Let $T$ be a homeomorphism of a compact metric space $X$. Then for every $\epsilon>0$ and $q \in \mathbb{N}$ there are $p \in \mathbb{N}$ and $x \in X$ such that $d\left(T^{j p}(x), x\right)<\epsilon$ for $0 \leq j \leq q$.

We will obtain Proposition 2.8.2 as a consequence of a more general statement (Theorem 2.8.3), which has other corollaries useful in combinatorial number theory.

Let $\mathcal{F}$ be the collection of all finite non-empty subsets of $\mathbb{N}$. For $\alpha, \beta \in \mathcal{F}$, we write $\alpha<\beta$ if each element of $\alpha$ is less than each element of $\beta$. For a commutative group $G$, a map $T: \mathcal{F} \rightarrow G, \alpha \mapsto T_{\alpha}$, defines an IP-system in $G$ if

$$
T_{\left\{i_{1}, \ldots, i_{k}\right\}}=T_{\left\{i_{1}\right\}} \cdot \ldots \cdot T_{\left\{i_{k}\right\}}
$$

for every $\left\{i_{1}, \ldots, i_{k}\right\} \in \mathcal{F}$; in particular, if $\alpha, \beta \in \mathcal{F}$ and $\alpha \cap \beta=\emptyset$, then $T_{\alpha \cup \beta}=$ $T_{\alpha} T_{\beta}$. Every IP-system $T$ is generated by the elements $T_{\{n\}} \in G, n \in \mathbb{N}$.

Let $G$ be a group of homeomorphisms of a topological space $X$. For $x \in X$, denote by $G x$ the orbit of $x$ under $G$. We say that $G$ acts minimally on $X$ if for each $x \in X$, the orbit $G x$ is dense in $X$.

THEOREM 2.8.3 (Furstenberg-Weiss [FW78]). Let $G$ be a commutative group acting minimally on a compact topological space $X$. Then for every non-empty open set $U \subset X$, every $n \in \mathbb{N}$, every $\alpha \in \mathcal{F}$, and any IP-systems
$T^{(1)}, \ldots, T^{(n)}$ in $G$, there is $\beta \in \mathcal{F}$ such that $\alpha<\beta$ and

$$
U \cap T_{\beta}^{(1)}(U) \cap \cdots \cap T_{\beta}^{(n)}(U) \neq \emptyset
$$

Proof [Ber00]. Since $G$ acts minimally, and $X$ is compact, there are elements $g_{1}, \ldots, g_{m} \in G$ such that $\bigcup_{i=1}^{m} g_{i}(U)=X$ (Exercise 2.8.2).

We argue by induction on $n$. For $n=1$, let $T$ be an IP-system and $U \subset X$ be open and not empty. Set $V_{0}=U$. Define recursively $V_{k}=T_{\{k\}}\left(V_{k-1}\right) \cap$ $g_{i_{k}}(U)$, where $i_{k}$ is chosen so that $1 \leq i_{k} \leq m$ and $T_{\{k\}}\left(V_{k-1}\right) \cap g_{i_{k}}(U) \neq \emptyset$. By construction, $T_{[k]}^{-1}\left(V_{k}\right) \subset V_{k-1}$ and $V_{k} \subset g_{i_{k}}(U)$. In particular, by the pigeonhole principle, there are $1 \leq i \leq m$ and arbitrarily large $p<q$ such that $V_{p} \cup V_{q} \subset g_{i}(U)$. Choose $p$ so that $\beta=\{p+1, p+2, \ldots, q\}>\alpha$. Then the set $W=g_{i}^{-1}\left(V_{q}\right) \subset U$ is not empty, and

$$
T_{\beta}^{-1}(W)=g_{i}^{-1}\left(T_{\{p+1\}}^{-1} \cdots T_{\{q\}}^{-1}\left(V_{q}\right)\right) \subset g_{i}^{-1}\left(T_{\{p+1\}}^{-1}\left(V_{p+1}\right)\right) \subset g_{i}^{-1}\left(V_{p}\right) \subset U
$$

Therefore, $U \cap T_{\beta}(U) \supset W \neq \emptyset$.
Assume that the theorem holds true for any $n$ IP-systems in $G$. Let $U \subset X$ be open and not empty. Let $T^{(1)}, \ldots, T^{(n+1)}$ be IP-systems in $G$. We will construct a sequence of non-empty open subsets $V_{k} \subset X$ and an increasing sequence $\alpha_{k} \in \mathcal{F}, \alpha_{k}>\alpha$, such that $V_{0}=U, \bigcup_{j=1}^{n+1}\left(T_{\alpha_{k}}^{(j)}\right)^{-1}\left(V_{k}\right) \subset V_{k-1}$, and $V_{k} \subset g_{i_{k}}(U)$ for some $1 \leq i_{k} \leq m$.

By the inductive assumption applied to $V_{0}=U$ and the $n$ IP-systems $\left(T^{(n+1)}\right)^{-1} T^{(j)}, j=1, \ldots, n$, there is $\alpha_{1}>\alpha$ such that

$$
V_{0} \cap\left(T_{\alpha_{1}}^{(n+1)}\right)^{-1} T_{\alpha_{1}}^{(1)}\left(V_{0}\right) \cap \cdots \cap\left(T_{\alpha_{1}}^{(n+1)}\right)^{-1} T_{\alpha_{1}}^{(n)}\left(V_{0}\right) \neq \emptyset .
$$

Apply $T_{\alpha_{1}}^{(n+1)}$ and, for an appropriate $1 \leq i_{1} \leq m$, set

$$
V_{1}=g_{i_{1}}\left(V_{0}\right) \cap T_{\alpha_{1}}^{(1)}\left(V_{0}\right) \cap T_{\alpha_{1}}^{(2)}\left(V_{0}\right) \cap \cdots \cap T_{\alpha_{1}}^{(n+1)}\left(V_{0}\right) \neq \emptyset .
$$

If $V_{k-1}$ and $\alpha_{k-1}$ have been constructed, apply the inductive assumption to $V_{k-1}$ and the IP-systems $\left(T^{(n+1)}\right)^{-1} T^{(j)}, j=1, \ldots, n$, to get $\alpha_{k}>\alpha_{k-1}$ such that

$$
V_{k-1} \cap\left(T_{\alpha_{k}}^{(n+1)}\right)^{-1} T_{\alpha_{k}}^{(1)}\left(V_{k-1}\right) \cap \cdots \cap\left(T_{\alpha_{k}}^{(n+1)}\right)^{-1} T_{\alpha_{k}}^{(n)}\left(V_{k-1}\right) \neq \emptyset .
$$

Apply $T_{\alpha_{k}}^{(n+1)}$ and, for an appropriate $1 \leq i_{k} \leq m$, set

$$
V_{k}=g_{i_{k}}\left(V_{0}\right) \cap T_{\alpha_{k}}^{(1)}\left(V_{k-1}\right) \cap T_{\alpha_{k}}^{(2)}\left(V_{k-1}\right) \cap \cdots \cap T_{\alpha_{k}}^{(n+1)}\left(V_{k-1}\right) \neq \emptyset .
$$

By construction, the sequences $\alpha_{k}$ and $V_{k}$ have the desired properties. Since $V_{k} \subset g_{i_{k}}(U)$, there is $1 \leq i \leq m$ such that $V_{k} \subset g_{i}(U)$ for infinitely many $k$ 's. Hence there are arbitrarily large $p<q$ such that $V_{p} \cup V_{q} \subset g_{i}(U)$. Let
$W=g_{i}^{-1}\left(V_{q}\right) \subset U$ and $\beta=\alpha_{p+1} \cup \cdots \cup \alpha_{q}$. Then $W \neq \emptyset$, and for each $1 \leq j \leq n+1$,

$$
\begin{aligned}
\left(T_{\beta}^{(j)}\right)^{-1}(W) & =g_{i}^{-1}\left(T_{\alpha_{s+1}^{(j)}}^{(j)}\right)^{-1}\left(V_{q}\right) \\
& \subset g_{i}^{-1}\left(T_{\alpha_{s+1}}^{(j)}\right)^{-1}\left(V_{q-1}\right) \subset \cdots \subset g_{i}^{-1}\left(V_{p}\right) \subset U .
\end{aligned}
$$

Therefore $\bigcup_{j=1}^{n+1}\left(T_{\beta}^{(j)}\right)^{-1} W \subset U$, and hence $\bigcup_{j=1}^{n+1}\left(T_{\beta}^{(j)}\right)^{-1} U \neq \emptyset$.
COROLLARY 2.8.4. Let $G$ be a commutative group of homeomorphisms of a compact metric space $X$ and let $T^{(1)}, \ldots, T^{(n)}$ be IP-systems in $G$. Then for every $\alpha \in \mathcal{F}$ and every $\epsilon>0$ there are $x \in X$ and $\beta>\alpha$ such that $d\left(x, T_{\beta}^{(i)}(x)\right)<\epsilon$ for each $1 \leq i \leq n$.
Proof. Similarly to Proposition 2.1.2, there is a non-empty closed $G$ invariant subset $X^{\prime} \subset X$ on which $G$ acts minimally (Exercise 2.8.3). Thus the corollary follows from Theorem 2.8.3.

Proof of Proposition 2.8.2. Let $G=\left\{T^{k}\right\}_{k \in \mathbb{Z}}$. For $\alpha \in \mathcal{F}$, denote by $|\alpha|$ the sum of the elements in $\alpha$. Apply Corollary 2.8.4 to $G, X$, and the IP-systems $T_{\alpha}^{(j)}=T^{j|\alpha|}, 1 \leq j \leq q-1$.

The following generalization of Theorem 2.8.1 also follows from Corollary 2.8.4.

THEOREM 2.8.5. Let $d \in \mathbb{N}$, and let $A$ be a finite subset of $\mathbb{Z}^{d}$. Then for each finite partition $\mathbb{Z}^{d}=\bigcup_{k=1}^{m} S_{k}$, there are $k \in\{1, \ldots, m\}, z_{0} \in \mathbb{Z}^{d}$, and $n \in \mathbb{N}$ such that $z_{0}+n a \in S_{k}$ for each $a \in A$, i.e., $z_{0}+n A \subset S_{k}$.
Proof. Exercise 2.8.5.
Let $V_{F}$ be an infinite vector space over a finite field $F$. A subset $A \subset V_{F}$ is a $d$-dimensional affine subspace if there are $v \in V_{F}$ and linearly independent $x_{1}, \ldots, x_{d} \in V_{F}$ such that $A=v+\operatorname{Span}\left(x_{1}, \ldots, x_{d}\right)$.

THEOREM 2.8.6 [GLR72], [GLR73]. For each finite partition $V_{F}=\bigcup_{k=1}^{m} S_{k}$, one of the sets $S_{k}$ contains affine subspaces of arbitrarily large (finite) dimension.

Proof ([Ber00]; see Theorem 2.8.3). We say that a subset $L \subset V_{F}$ is monochromatic of color $j$ if $L \subset S_{j}$.

Since $V_{F}$ is infinite, it contains a countable subspace isomorphic to the abelian group

$$
F_{\infty}=\left\{\mathbf{a}=\left(a_{i}\right)_{i=1}^{\infty} \in F^{\mathbb{N}}: a_{i}=0 \text { for all but finitely many } i \in \mathbb{N}\right\} .
$$

Without loss of generality we assume that $V_{F}=F_{\infty}$. The set $\Omega=\{1, \ldots, m\}^{F_{\infty}}$ of all functions $F_{\infty} \rightarrow\{1, \ldots, m\}$ is naturally identified with the set of all partitions of $F_{\infty}$ into $m$ subsets. The discrete topology on $\{1, \ldots, m\}$ and product topology on $\Omega$ make it a compact Hausdorff space.

Let $\xi \in \Omega$ correspond to a partition $F_{\infty}=\bigcup_{k=1}^{m} S_{k}$, i.e., $\xi: F_{\infty} \rightarrow$ $\{1, \ldots, m\}, \xi(\mathbf{a})=k$ if and only if $\mathbf{a} \in S_{k}$. Each $\mathbf{b} \in F_{\infty}$ induces a homeomorphism $T_{\mathbf{b}}: \Omega \rightarrow \Omega,\left(T_{\mathbf{b}} \eta\right)(\mathbf{a})=\eta(\mathbf{a}+\mathbf{b})$. Denote by $X \subset \Omega$ the orbit closure
 tion 2.1.2, Zorn's lemma implies that there is a non-empty closed subset $X^{\prime} \subset X$ on which the group $F_{\infty}$ acts minimally.

Let $g: \mathcal{F} \rightarrow F_{\infty}$ be an IP-system in $F_{\infty}$ such that the elements $g_{n}, n \in \mathbb{N}$, are linearly independent. Define an IP-system $T$ of homeomorphisms of $X$ by setting $T_{\alpha}=T_{g_{\alpha}}$. For each $f \in F$, set $T_{\alpha}^{(f)}=T_{f g_{\alpha}}$ to get $|F|=\operatorname{card} F$ IP-systems of commuting homeomorphisms of $X$. Let $\mathbf{0}=(0,0, \ldots)$ be the zero element of $F_{\infty}$ and $A_{i}=\{\eta \in \Omega: \eta(\mathbf{0})=i\}$. Then each $A_{i}$ is open and $\bigcup_{i=1}^{m} A_{i}=\Omega$. Therefore, there is $j \in\{1, \ldots, m\}$ such that $U=A_{j} \cap X^{\prime} \neq \emptyset$. By Theorem 2.8.3, there is $\beta_{1} \in \mathcal{F}$ such that $U_{1}=\bigcap_{f \in F} T_{\beta_{1}}^{(f)}(U) \neq \emptyset$. If $\eta \in$ $U_{1}$, then $\eta\left(f g_{\beta_{1}}\right)=j$ for each $f \in F$. In other words, $\eta$ contains a monochromatic affine line of color $j$. Since the orbit of $\xi$ is dense in $X^{\prime}$, there is $\mathbf{b}_{1} \in F_{\infty}$ such that $\xi\left(f g_{\beta_{1}}+\mathbf{b}_{1}\right)=\eta\left(f g_{\beta_{1}}\right)=j$. Thus, $S_{j}$ contains an affine line.

To obtain a two-dimensional affine subspace in $S_{j}$ apply Theorem 2.8.3 to $U_{1}, \beta_{1}$ and the same collection of IP-systems to get $\beta_{2}>\beta_{1}$ such that $U_{2}=$ $\bigcap_{f \in F} T_{\beta_{2}}^{(f)}\left(U_{1}\right) \neq \emptyset$. Since $g_{\beta_{2}}$ is linearly independent with every $g_{\alpha}, \alpha<\beta_{2}$, each $\eta \in U_{2}$ contains a monochromatic two-dimensional affine subspace of color $j$. Since $\eta$ can be arbitrarily approximated by the shifts of $\xi$, the latter also contains a monochromatic two-dimensional affine subspace of color $j$.

Proceeding in this manner, we obtain a monochromatic subspace of arbitrarily large dimension.

Exercise 2.8.1. Prove Theorem 2.8.1 using Proposition 2.8.2.
Exercise 2.8.2. Prove that a group $G$ acts minimally on a compact topological space $X$ if and only if for every non-empty open set $U \subset X$ there are elements $g_{1}, \ldots, g_{n} \in G$ such that $\bigcup_{i=1}^{n} g_{i}(U)=X$.

Exercise 2.8.3. Prove the following generalization of Proposition 2.1.2. If a group $G$ acts by homeomorphisms on a compact metric space $X$, then there is a non-empty closed $G$-invariant subset $X^{\prime}$ on which $G$ acts minimally.

Exercise 2.8.4. Prove that van der Waerden's Theorem 2.8.1 is equivalent to the following finite version: For each $m, n \in \mathbb{N}$ there is $k \in \mathbb{N}$ such that if the set $\{1,2, \ldots, k\}$ is partitioned into $m$ subsets, then one of them contains an arithmetic progression of length $n$.
*Exercise 2.8.5. For $z \in \mathbb{Z}^{d}$, the translation by $z$ in $\mathbb{Z}^{d}$ induces a homeomorphism (shift) $T_{z}$ in $\Sigma=\{1, \ldots, m\}^{\mathbb{Z}^{d}}$. Prove Theorem 2.8 .5 by considering the orbit closure under the group of shifts of the element $\xi \in \Sigma$ corresponding to the partition of $\mathbb{Z}^{d}$ and the IP-systems in $\mathbb{Z}^{d}$ generated by the translations $T_{f}, f \in A$.

## Symbolic Dynamics

In $\S 1.4$, we introduced the symbolic dynamical systems $\left(\Sigma_{m}, \sigma\right)$ and $\left(\Sigma_{m}^{+}, \sigma\right)$, and we showed by example throughout Chapter 1 how these shift spaces arise naturally in the study of other dynamical systems. In all of those examples, we encoded an orbit of the dynamical system by its itinerary through a finite collection of disjoint subsets. Specifically, following an idea that goes back to J. Hadamard, suppose $f: X \rightarrow X$ is a discrete dynamical system. Consider a partition $\mathcal{P}=\left\{P_{1}, P_{2}, \ldots, P_{m}\right\}$ of $X$, i.e., $P_{1} \cup P_{2} \cup \cdots \cup P_{m}=X$ and $P_{i} \cap P_{j}=\emptyset$ for $i \neq j$. For each $x \in X$, let $\psi_{i}(x)$ be the index of the element of $\mathcal{P}$ containing $f^{i}(x)$. The sequence $\left(\psi_{i}(x)\right)_{i \in \mathbb{N}_{0}}$ is called the itinerary of $x$. This defines a map

$$
\psi: X \rightarrow \Sigma_{m}^{+}=\{1,2, \ldots, m\}^{\mathbb{N}_{0}}, \quad x \mapsto\left\{\psi_{i}(x)\right\}_{i=0}^{\infty},
$$

which satisfies $\psi \circ f=\sigma \circ \psi$. The space $\Sigma_{m}^{+}$is totally disconnected, and the map $\psi$ usually is not continuous. If $f$ is invertible, then positive and negative iterates of $f$ define a similar map $X \rightarrow \Sigma_{m}=\{1,2, \ldots, m\}^{\mathbb{Z}}$. The image of $\psi$ in $\Sigma_{m}$ or $\Sigma_{m}^{+}$is shift-invariant, and $\psi$ semiconjugates $f$ to the shift on the image of $\psi$. The indices $\psi_{i}(x)$ are symbols - hence the name symbolic dynamics. Any finite set can serve as the symbol set, or alphabet, of a symbolic dynamical system. Throughout this chapter, we identify every finite alphabet with $\{1,2, \ldots, m\}$.

Recall that the cylinder sets

$$
C_{j_{1}, \ldots, j_{k}}^{n_{1}, n_{k}}=\left\{\omega=\left(\omega_{l}\right): \omega_{n_{i}}=j_{i}, i=1, \ldots, k\right\},
$$

form a basis for the product topology of $\Sigma_{m}$ and $\Sigma_{m}^{+}$, and that the metric

$$
d\left(\omega, \omega^{\prime}\right)=2^{-l}, \quad \text { where } \quad l=\min \left\{|i|: \omega_{i} \neq \omega_{i}^{\prime}\right\}
$$

generates the product topology.

### 3.1 Subshifts and Codes ${ }^{1}$

In this section, we concentrate on two-sided shifts. The case of one-sided shifts is similar.

A subshift is a closed subset $X \subset \Sigma_{m}$ invariant under the shift $\sigma$ and its inverse. We refer to $\Sigma_{m}$ as the full $m$-shift.

Let $X_{i} \subset \Sigma_{m_{i}}, i=1,2$, be two subshifts. A continuous map $c: X_{1} \rightarrow X_{2}$ is a code if it commutes with the shifts, i.e., $\sigma \circ c=c \circ \sigma$ (here and later, $\sigma$ denotes the shift in any sequence space). Note that a surjective code is a factor map. An injective code is called an embedding; a bijective code gives a topological conjugacy of the subshifts and is called an isomorphism (since $\Sigma_{m}$ is compact, a bijective code is a homeomorphism).

For a subshift $X \subset \Sigma_{m}$, denote by $W_{n}(X)$ the set of words of length $n$ that occur in $X$, and by $\left|W_{n}(X)\right|$ its cardinality. Since different elements of $X$ differ in at least one position, the restriction $\left.\sigma\right|_{X}$ is expansive. Therefore, Proposition 2.5.7 allows us to compute the topological entropy of $\left.\sigma\right|_{X}$ through the asymptotic growth rate of $\left|W_{n}(X)\right|$.

PROPOSITION 3.1.1. Let $X \subset \Sigma_{m}$ be a subshift. Then

$$
h\left(\left.\sigma\right|_{X}\right)=\lim _{n \rightarrow \infty} \frac{1}{n} \log \left|W_{n}(X)\right| .
$$

Proof. Exercise 3.1.1.
Let $X$ be a subshift, $k, l \in \mathbb{N}_{0}, n=k+l+1$, and let $\alpha$ be a map from $W_{n}(X)$ to an alphabet $\mathcal{A}_{m^{\prime}}$. The $(k, l)$ block code $c_{\alpha}$ from $X$ to the full shift $\Sigma_{m^{\prime}}$ assigns to a sequence $x=\left(x_{i}\right) \in X$ the sequence $c_{\alpha}(x)$ with $c_{\alpha}(x)_{i}=$ $\alpha\left(x_{i-k}, \ldots, x_{i}, \ldots, x_{i+l}\right)$. Any block code is a code, since it is continuous and commutes with the shift.

PROPOSITION 3.1.2 (Curtis-Lyndon-Hedlund). Every code c: $X \rightarrow Y$ is a block code.
Proof. Let $\mathcal{A}$ be the symbol set of $Y$, and define $\tilde{\alpha}: X \rightarrow \mathcal{A}$ by $\tilde{\alpha}(x)=c(x)_{0}$. Since $X$ is compact, $\tilde{\alpha}$ is uniformly continuous, so there is a $\delta>0$ such that $\tilde{\alpha}(x)=\tilde{\alpha}\left(x^{\prime}\right)$ whenever $d\left(x, x^{\prime}\right)<\delta$. Choose $k \in \mathbb{N}$ so that $2^{-k}<\delta$. Then $\tilde{\alpha}(x)$ depends only on $x_{-k}, \ldots, x_{0}, \ldots, x_{k}$, and therefore defines a map $\alpha: W_{2 k+1} \rightarrow$ $\mathcal{A}$ satisfying $c(x)_{0}=\alpha\left(x_{-k} \ldots x_{0} \ldots x_{k}\right)$. Since $c$ commutes with the shift, we conclude that $c=c_{\alpha}$.

[^2]There is a canonical class of block codes obtained by taking the alphabet of the target shift to be the set of words of length $n$ in the original shift. Specifically, let $k, l \in \mathbb{N}, l<k$, and let $X$ be a subshift. For $x \in X$ set

$$
c(x)_{i}=x_{i-k+l+1} \ldots x_{i} \ldots x_{i+l}, \quad i \in \mathbb{Z}
$$

This defines a block code $c$ from $X$ to the full shift on the alphabet $W_{k}(X)$ which is an isomorphism onto its image (Exercise 3.1.2). Such a code (or sometimes its image) is called a higher block presentation of $X$.
Exercise 3.1.1. Prove Proposition 3.1.1.
Exercise 3.1.2. Prove that a higher block presentation of $X$ is an isomorphism.

Exercise 3.1.3. Use a higher block presentation to prove that for any block code $c: X \rightarrow Y$, there is a subshift $Z$ and an isomorphism $f: Z \rightarrow X$ such that $c \circ f: Z \rightarrow Y$ is a $(0,0)$ block code.

Exercise 3.1.4. Show that the full shift has points whose full orbit is dense but whose forward orbit is nowhere dense.

### 3.2 Subshifts of Finite Type

The complement of a subshift $X \subset \Sigma_{m}$ is open and hence is a union of at most countably many cylinders. By shift invariance, if $C$ is a cylinder and $C \subset \Sigma_{m} \backslash X$, then $\sigma^{n}(C) \subset \Sigma_{m} \backslash X$ for all $n \in \mathbb{Z}$, i.e., there is a countable list of forbidden words such that no sequence in $X$ contains a forbidden word and each sequence in $\Sigma_{m} \backslash X$ contains at least one forbidden word. If there is a finite list of finite words such that $X$ consists of precisely the sequences in $\Sigma_{m}$ that do not contain any of these words, then $X$ is called a subshift of finite type (SFT); $X$ is a $k$-step SFT if it is defined by a set of words of length at most $k+1$. A 1 -step SFT is called a topological Markov chain.

In $\S 1.4$ we introduced a vertex shift $\Sigma_{A}^{v}$ determined by an adjacency matrix $A$ of zeros and ones. A vertex shift is an example of an SFT. The forbidden words have length 2 and are precisely those that are not allowed by $A$, i.e., a word $u v$ is forbidden if there is no edge from $u$ to $v$ in the graph $\Gamma_{A}$ determined by $A$. Since the list of forbidden words is finite, $\Sigma_{A}^{v}$ is an SFT. A sequence in $\Sigma_{A}^{v}$ can be viewed as an infinite path in the directed graph $\Gamma_{A}$, labeled by the vertices.

An infinite path in the graph $\Gamma_{A}$ can also be specified by a sequence of edges (rather than vertices). This gives a subshift $\Sigma_{A}^{e}$ whose alphabet is the set of edges in $\Gamma_{A}$. More generally, a finite directed graph $\Gamma$, possibly
with multiple directed edges connecting pairs of vertices, corresponds to an adjacency matrix $B$ whose $i, j$ th entry is a non-negative integer specifying the number of directed edges in $\Gamma=\Gamma_{B}$ from the $i$ th vertex to the $j$ th vertex. The set $\Sigma_{B}^{e}$ of infinite directed paths in $\Gamma_{B}$, labeled by the edges, is closed and shift-invariant and is called the edge shift determined by $B$. Any edge shift is a subshift of finite type (Exercise 3.2.3).

For any matrix $A$ of zeros and ones, the map $u v \mapsto e$, where $e$ is the edge from $u$ to $v$, defines a 2-block isomorphism from $\Sigma_{A}^{v}$ to $\Sigma_{A}^{e}$. Conversely, any edge shift is naturally isomorphic to a vertex shift (Exercise 3.2.4).

PROPOSITION 3.2.1. Every SFT is isomorphic to a vertex shift.
Proof. Let $X$ be a $k$-step SFT with $k>0$. Let $W_{k}(X)$ be the set of words of length $k$ that occur in $X$. Let $\Gamma$ be the directed graph whose set of vertices is $W_{k}(X)$; a vertex $x_{1} \ldots x_{k}$ is connected to a vertex $x_{1}^{\prime} \ldots x_{k}^{\prime}$ by a directed edge if $x_{1} \ldots x_{k} x_{k}^{\prime}=x_{1} x_{1}^{\prime} \ldots x_{k}^{\prime} \in W_{k+1}(X)$. Let $A$ be the adjacency matrix of $\Gamma$. The code $c(x)_{i}=x_{i} \ldots x_{i+k-1}$ gives an isomorphism from $X$ to $\Sigma_{A}^{v}$.

COROLLARY 3.2.2. Every SFT is isomorphic to an edge shift.
The last proposition implies that "the future is independent of the past" in an SFT; i.e., with appropriate one-step coding, if the sequences ... $x_{-2} x_{-1} x_{0}$ and $x_{0} x_{1} x_{2} \ldots$ are allowed, then $\ldots x_{-2} x_{-1} x_{0} x_{1} x_{2} \ldots$ is allowed.

Exercise 3.2.1. Show that the collection of all isomorphism classes of subshifts of finite type is countable.
> *Exercise 3.2.2. Show that the collection of all subshifts of $\Sigma_{2}$ is uncountable.

Exercise 3.2.3. Show that every edge shift is an SFT.
Exercise 3.2.4. Show that every edge shift is naturally isomorphic to a vertex shift. What are the vertices?

### 3.3 The Perron-Frobenius Theorem

The Perron-Frobenius Theorem guarantees the existence of special invariant measures, called Markov measures, for subshifts of finite type.

A vector or matrix all of whose coordinates are positive (non-negative) is called positive (non-negative). Let $A$ be a square non-negative matrix. If for any $i, j$ there is $n \in \mathbb{N}$ such that $\left(A^{n}\right)_{i j}>0$, then $A$ is called irreducible; otherwise $A$ is called reducible. If some power of $A$ is positive, $A$ is called primitive.

An integer non-negative square matrix $A$ is primitive if and only if the directed graph $\Gamma_{A}$ has the property that there is $n \in \mathbb{N}$ such that, for every pair of vertices $u$ and $v$, there is a directed path from $u$ to $v$ of length $n$ (see Exercise 1.4.2). An integer non-negative square matrix $A$ is irreducible if and only if the directed graph $\Gamma_{A}$ has the property that, for every pair of vertices $u$ and $v$, there is a directed path from $u$ to $v$ (see Exercise 1.4.2).

A real non-negative $m \times m$ matrix is stochastic if the sum of the entries in each row is 1 or, equivalently, the column vector with all entries 1 is an eigenvector with eigenvalue 1 .

THEOREM 3.3.1 (Perron). Let A be a primitive $m \times m$ matrix. Then $A$ has a positive eigenvalue $\lambda$ with the following properties:

1. $\lambda$ is a simple root of the characteristic polynomial of $A$,
2. $\lambda$ has a positive eigenvector $v$,
3. any other eigenvalue of $A$ has modulus strictly less than $\lambda$,
4. any non-negative eigenvector of $A$ is a positive multiple of $v$.

Proof. Denote by $\operatorname{int}(W)$ the interior of a set $W$. We will need the following lemma.

LEMMA 3.3.2. Let $L: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k}$ be a linear operator, and assume that there is a non-empty compact set $P$ such that $0 \in \operatorname{int}(P)$ and $L^{i}(P) \subset \operatorname{int}(P)$ for some $i>0$. Then the modulus of any eigenvalue of $L$ is strictly less than 1.
Proof. If the conclusion holds for $L^{i}$ with some $i>0$, then it holds for $L$. Hence we may assume that $L(P) \subset \operatorname{int}(P)$. It follows that $L^{n}(P) \subset \operatorname{int}(P)$ for all $n>0$. The matrix $L$ cannot have an eigenvalue of modulus greater than 1 , since otherwise the iterates of $L$ would move some vector in the open set $\operatorname{int}(P)$ off to $\infty$.

Suppose that $\sigma$ is an eigenvalue of $L$ and $|\sigma|=1$. If $\sigma^{j}=1$, then $L^{j}$ has a fixed point on $\partial P$, a contradiction.

If $\sigma$ is not a root of unity, there is a 2-dimensional subspace $U$ on which $L$ acts as an irrational rotation and any point $p \in \partial P \cap U$ is a limit point of $\bigcup_{n>0} L^{n}(P)$, a contradiction.

Since $A$ is non-negative, it induces a continuous map from the unit simplex $S=\left\{x \in \mathbb{R}^{m}: \sum x_{j}=1, x_{j} \geq 0, j=1, \ldots, m\right\}$ into itself; $f(x)$ is the radial projection of $A x$ onto $S$. By the Brouwer fixed point theorem, there is a fixed point $v \in S$ of $f$, which is a non-negative eigenvector of $A$ with eigenvalue $\lambda>0$. Since some power of $A$ is positive, all coordinates of $v$ are positive.

Let $V$ be the diagonal matrix that has the entries of $v$ on the diagonal. The matrix $M=\lambda^{-1} V^{-1} A V$ is primitive, and the column vector $\mathbf{1}$ with all
entries 1 is an eigenvector of $M$ with eigenvalue 1, i.e., $M$ is a stochastic matrix. To prove parts 1 and 3 , it suffices to show that 1 is a simple root of the characteristic polynomial of $M$ and that all other eigenvalues of $M$ have moduli strictly less than 1 . Consider the action of $M$ on row vectors. Since $M$ is stochastic and non-negative, the row action preserves the unit simplex $S$. By the Brouwer fixed point theorem, there is a fixed row vector $w \in S$ all of whose coordinates are positive. Let $P=S-w$ be the translation of $S$ by $-w$. Since for some $j>0$ all entries of $M^{j}$ are positive, $M^{j}(P) \subset \operatorname{int}(P)$ and, by Lemma 3.3.2, the modulus of any eigenvalue of the row action of $M$ in the $(m-1)$-dimensional invariant subspace spanned by $P$ is strictly less than 1.

The last statement of the theorem follows from the fact that the codimension-one subspace spanned by $P$ is $M^{t}$-invariant and its intersection with the cone of non-negative vectors in $\mathbb{R}^{n}$ is $\{0\}$.

COROLLARY 3.3.3. Let A be a primitive stochastic matrix. Then 1 is a simple root of the characteristic polynomial of $A$, both $A$ and the transpose of $A$ have positive eigenvectors with eigenvalue 1, and any other eigenvalue of $A$ has modulus strictly less than 1.

Frobenius extended Theorem 3.3.1 to irreducible matrices.
THEOREM 3.3.4 (Frobenius). Let A be a non-negative irreducible square matrix. Then there exists an eigenvalue $\lambda$ of $A$ with the following properties: (i) $\lambda>0$, (ii) $\lambda$ is a simple root of the characteristic polynomial, (iii) $\lambda$ has a positive eigenvector, (iv) if $\mu$ is any other eigenvalue of $A$, then $|\mu| \leq \lambda$, (v) if $k$ is the number of eigenvalues of modulus $|\lambda|$, then the spectrum of $A$ (with multiplicity) is invariant under the rotation of the complex plane by angle $2 \pi / k$.

A proof of Theorem 3.3.4 is outlined in Exercise 3.3.3. A complete argument can be found in [Gan59] or [BP94].

Exercise 3.3.1. Show that if $A$ is a primitive integral matrix, then the edge shift $\Sigma_{A}^{e}$ is topologically mixing.

Exercise 3.3.2. Show that if $A$ is an irreducible integral matrix, then the edge shift $\Sigma_{A}^{e}$ is topologically transitive.

Exercise 3.3.3. This exercise outlines the main steps in the proof of Theorem 3.3.4. Let $A$ be a non-negative irreducible matrix, and let $B$ be the matrix with entries $b_{i j}=0$ if $a_{i j}=0$ and $b_{i j}=1$ if $a_{i j}>0$. Let $\Gamma$ be the graph whose adjacency matrix is $B$. For a vertex $v$ in $\Gamma$, let $d=d(v)$ be the greatest common divisor of the lengths of closed paths in $\Gamma$ starting from $v$. Let $V_{k}, k=0,1, \ldots, d-1$, be the set of vertices of $\Gamma$ that can be connected
to $v$ by a path whose length is congruent to $k \bmod d$.
(a) Prove that $d$ does not depend on $v$.
(b) Prove that any path of length $l$ starting in $V_{k}$ ends in $V_{m}$ with $m$ congruent to $k+l \bmod d$.
(c) Prove that there is a permutation of the vertices that conjugates $B^{d}$ to a block-diagonal matrix with square blocks $B_{k}, k=0,1, \ldots, d-1$, along the diagonal and zeros elsewhere, each $B_{k}$ being a primitive matrix whose size equals the cardinality of $V_{k}$.
(d) What are the implications for the spectrum of $A$ ?
(e) Deduce Theorem 3.3.4.

### 3.4 Topological Entropy and the Zeta Function of an SFT

For an edge or vertex shift, dynamical invariants can be computed from the adjacency matrix. In this section, we compute the topological entropy of an edge shift and introduce the zeta function, an invariant that collects combinatorial information about the periodic points.

PROPOSITION 3.4.1. Let $A$ be a square non-negative integer matrix. Then the topological entropy of the edge shift $\Sigma_{A}^{e}$ and the vertex shift $\Sigma_{A}^{v}$ equals the logarithm of the largest eigenvalue of $A$.

Proof. We consider only the edge shift. By Proposition 3.1.1, it suffices to compute the cardinality of $W_{n}\left(\Sigma_{A}\right)$ (the words of length $n$ in $\Sigma_{A}$ ), which is the sum $S_{n}$ of all entries of $A^{n}$ (Exercise 1.4.2). The proposition now follows from Exercise 3.4.1.

For a discrete dynamical system $f$, denote by $\operatorname{Fix}(f)$ the set of fixed points of $f$ and by $|\operatorname{Fix}(f)|$ its cardinality. If $\left|\operatorname{Fix}\left(f^{n}\right)\right|$ is finite for every $n$, we define the zeta function $\zeta_{f}(z)$ of $f$ to be the formal power series

$$
\zeta_{f}(z)=\exp \sum_{n=1}^{\infty} \frac{1}{n}\left|\operatorname{Fix}\left(f^{n}\right)\right| z^{n}
$$

The zeta function can also be expressed by the product formula:

$$
\zeta_{f}(z)=\prod_{\gamma}\left(1-z^{|\gamma|}\right)^{-1}
$$

where the product is taken over all periodic orbits $\gamma$ of $f$, and $|\gamma|$ is the number of points in $\gamma$ (Exercise 3.4.4). The generating function $g_{f}(z)$ is
another way to collect information about the periodic points of $f$ :

$$
g_{f}(z)=\sum_{n=1}^{\infty}\left|\operatorname{Fix}\left(f^{n}\right)\right| z^{n} .
$$

The generating function is related to the zeta function by $\zeta_{f}(z)=\exp \left(z g_{f}^{\prime}(z)\right)$.
The zeta function of the edge shift determined by an adjacency matrix $A$ is denoted by $\zeta_{A}$. A priori, the zeta function is merely a formal power series. The next proposition shows that the zeta function of an SFT is a rational function.

PROPOSITION 3.4.2. $\zeta_{A}(z)=(\operatorname{det}(I-z A))^{-1}$.
Proof. Observe that

$$
\exp \left(\sum_{n=1}^{\infty} \frac{x^{n}}{n}\right)=\exp (-\log (1-x))=\frac{1}{1-x},
$$

and that $\left|\operatorname{Fix}\left(\sigma^{n} \mid \Sigma_{A}\right)\right|=\operatorname{tr}\left(A^{n}\right)=\sum_{\lambda} \lambda^{n}$, where the sum is over the eigenvalues of $A$, repeated with the proper multiplicity (see Exercise 1.4.2). Therefore, if $A$ is $N \times N$,

$$
\begin{aligned}
\zeta_{A}(z) & =\exp \left(\sum_{n=1}^{\infty} \sum_{\lambda} \frac{(\lambda z)^{n}}{n}\right)=\prod_{\lambda} \exp \left(\sum_{n=1}^{\infty} \frac{(\lambda z)^{n}}{n}\right)=\prod_{\lambda}(1-\lambda z)^{-1} \\
& =\frac{1}{z^{N}} \prod_{\lambda}\left(\frac{1}{z}-\lambda\right)^{-1}=\left(z^{N} \operatorname{det}\left(\frac{1}{z} I-A\right)\right)^{-1}=(\operatorname{det}(I-z A))^{-1} .
\end{aligned}
$$

The following theorem addresses the rationality of the zeta function for a general subshift.

THEOREM 3.4.3 (Bowen-Lanford [BL70]). The zeta function of a subshift $X \subset \Sigma_{m}$ is rational if and only if there are matrices $A$ and $B$ such that $\left|\operatorname{Fix}\left(\left.\sigma^{n}\right|_{X}\right)\right|=\operatorname{tr} A^{n}-\operatorname{tr} B^{n}$ for all $n \in \mathbb{N}_{0}$.

Exercise 3.4.1. Let $A$ be a non-negative, non-zero, square matrix, $S_{n}$ the sum of entries of $A^{n}$, and $\lambda$ the eigenvalue of $A$ with largest modulus. Prove that $\lim _{n \rightarrow \infty}\left(\log S_{n}\right) / n=\log \lambda$.

Exercise 3.4.2. Calculate the zeta and generating functions of the full 2-shift.

Exercise 3.4.3. Let $A=\left(\begin{array}{ll}1 & 1 \\ 1 & 0\end{array}\right)$. Calculate the zeta function of $\Sigma_{A}^{e}$.

Exercise 3.4.4. Prove the product formula for the zeta function.
Exercise 3.4.5. Calculate the generating function of an edge shift with adjacency matrix $A$.

Exercise 3.4.6. Calculate the zeta function of a hyperbolic toral automorphism (see Exercise 1.7.4).

Exercise 3.4.7. Prove that if the zeta function is rational, then so is the generating function.

### 3.5 Strong Shift Equivalence and Shift Equivalence

We saw in $\S 3.2$ that any subshift of finite type is isomorphic to an edge shift $\Sigma_{A}^{e}$ for some adjacency matrix $A$. In this section, we give an algebraic condition on pairs of adjacency matrices that is equivalent to topological conjugacy of the corresponding edge shifts.

Square matrices $A$ and $B$ are elementary strong shift equivalent if there are (not necessarily square) non-negative integer matrices $U$ and $V$ such that $A=U V$ and $B=V U$. Matrices $A$ and $B$ are strong shift equivalent if there are (square) matrices $A_{1}, \ldots, A_{n}$ such that $A_{1}=A, A_{n}=B$, and the matrices $A_{i}$ and $A_{i+1}$ are elementary strong shift equivalent. For example, the matrices

$$
\left(\begin{array}{lll}
1 & 1 & 0  \tag{3}\\
1 & 1 & 1 \\
2 & 2 & 1
\end{array}\right) \text { and }
$$

are strong shift equivalent but not elementary strong shift equivalent (Exercise 3.5.1).

THEOREM 3.5.1 (Williams [Wil73]). The edge shifts $\Sigma_{A}^{e}$ and $\Sigma_{B}^{e}$ are topologically conjugate if and only if the matrices $A$ and $B$ are strong shift equivalent.

Proof. We show here only that strong shift equivalence gives an isomorphism of the edge shifts. The other direction is much more difficult (see [LM95]).

It is sufficient to consider the case when $A$ and $B$ are elementary strong shift equivalent. Let $A=U V, B=V U$, and $\Gamma_{A}, \Gamma_{B}$ be the (disjoint) directed graphs with adjacency matrices $A$ and $B$. If $A$ is $k \times k$ and $B$ is $l \times l$, then $U$ is $k \times l$ and $V$ is $l \times k$. We interpret the entry $U_{i j}$ as the number of (additional) edges from vertex $i$ of $\Gamma_{A}$ to vertex $j$ of $\Gamma_{B}$, and similarly we interpret $V_{j i}$ as the number of edges from vertex $j$ of $\Gamma_{B}$ to vertex $i$ of $\Gamma_{A}$. Since


Figure 3.1. A graph constructed from an elementary strong shift equivalence.
$A_{p q}=\sum_{j=1}^{l} U_{p j} V_{j q}$, the number of edges in $\Gamma_{A}$ from vertex $p$ to vertex $q$ is the same as the number of paths of length 2 from vertex $p$ to vertex $q$ through a vertex in $\Gamma_{B}$. Therefore we can choose a one-to-one correspondence $\phi$ between the edges $a$ of $\Gamma_{A}$ and pairs $u v$ of edges determined by $U$ and $V$, i.e., $\phi(a)=u v$, so that the starting vertex of $u$ is the starting vertex of $a$, the terminal vertex of $u$ is the starting vertex of $v$, and the terminal vertex of $v$ is the terminal vertex of $a$. Similarly, there is a bijection $\psi$ from the edges $b$ of $\Gamma_{B}$ to pairs $v u$ of edges determined by $V$ and $U$. For each sequence $\ldots a_{-1} a_{0} a_{1} \ldots \in \Sigma_{A}^{e}$ apply $\phi$ to get

$$
\ldots \phi\left(a_{-1}\right) \phi\left(a_{0}\right) \phi\left(a_{1}\right) \ldots=\ldots u_{-1} v_{-1} u_{0} v_{0} u_{1} v_{1} \ldots,
$$

and then apply $\psi^{-1}$ to get $\ldots b_{-1} b_{0} b_{1} \ldots \in \Sigma_{B}^{e}$ with $b_{i}=\psi^{-1}\left(v_{i} u_{i+1}\right)$ (see Figure 3.1). This gives an isomorphism from $\Sigma_{A}^{e}$ to $\Sigma_{B}^{e}$.

Square matrices $A$ and $B$ are shift equivalent if there are (not necessarily square) non-negative integer matrices $U, V$, and a positive integer $k$ (called the lag) such that

$$
A^{k}=U V, \quad B^{k}=V U, \quad A U=U B, \quad B V=V A
$$

The notion of shift equivalence was introduced by R. Williams, who conjectured that if two primitive matrices are shift equivalent, then they are strong shift equivalent, or, in view of Theorem 3.5.1, that shift equivalence classifies subshifts of finite type. K. Kim and F. Roush [KR99] constructed a counterexample to this conjecture.

For other notions of equivalence for SFTs see [Boy93].
Exercise 3.5.1. Show that the matrices

$$
A=\left(\begin{array}{lll}
1 & 1 & 0 \\
1 & 1 & 1 \\
2 & 2 & 1
\end{array}\right) \quad \text { and } \quad B=(3)
$$

are strong shift equivalent but not elementary strong shift equivalent. Write down an explicit isomorphism from $\left(\Sigma_{A}, \sigma\right)$ to $\left(\Sigma_{B}, \sigma\right)$.

Exercise 3.5.2. Show that strong shift equivalence and shift equivalence are equivalence relations and elementary strong shift equivalence is not.

### 3.6 Substitutions ${ }^{2}$

For an alphabet $\mathcal{A}_{m}=\{0,1, \ldots, m-1\}$, denote by $\mathcal{A}_{m}^{*}$ the collection of all finite words in $\mathcal{A}_{m}$, and by $|w|$ the length of $w \in \mathcal{A}_{m}^{*}$. A substitution $s: \mathcal{A}_{m} \rightarrow$ $\mathcal{A}_{m}^{*}$ assigns to every symbol $a \in \mathcal{A}_{m}$ a finite word $s(a) \in \mathcal{A}_{m}^{*}$. We assume throughout this section that $|s(a)|>1$ for some $a \in \mathcal{A}_{m}$, and that $\left|s^{n}(b)\right| \rightarrow \infty$ for every $b \in \mathcal{A}_{m}$. Applying the substitution to each element of a sequence or a word gives maps $s: \mathcal{A}_{m}^{*} \rightarrow \mathcal{A}_{m}^{*}$ and $s: \Sigma_{m}^{+} \rightarrow \Sigma_{m}^{+}$,

$$
x_{0} x_{1} \ldots \stackrel{s}{\mapsto} s\left(x_{0}\right) s\left(x_{1}\right) \ldots
$$

These maps are continuous but not surjective. If $s(a)$ has the same length for all $a \in \mathcal{A}_{m}$, then $s$ is said to have constant length.

Consider the example $m=2, s(0)=01, s(1)=10$. We have: $s^{2}(0)=$ $0110, s^{3}(0)=01101001, s^{4}(0)=0110100110010110, \ldots$. If $\bar{w}$ is the word obtained from $w$ by interchanging 0 and 1 , then $s^{n+1}(0)=s^{n}(0) \overline{s^{n}(0)}$. The sequence of finite words $s^{n}(0)$ stabilizes to an infinite sequence

$$
\mathcal{M}=01101001100101101001011001101001 \ldots
$$

called the Morse sequence. The sequences $\mathcal{M}$ and $\overline{\mathcal{M}}$ are the only fixed points of $s$ in $\Sigma_{m}^{+}$.

PROPOSITION 3.6.1. Every substitution $s$ has a periodic point in $\Sigma_{m}^{+}$.
Proof. Consider the map $a \mapsto s(a)_{0}$. Since $\mathcal{A}_{m}$ contains $m$ elements, there are $n \in\{1, \ldots, m\}$ and $a \in \mathcal{A}_{m}$ such that $s^{n}(a)_{0}=a$. If $\left|s^{n}(a)\right|=1$, then the sequence $a a a \ldots$ is a fixed point of $s^{n}$. Otherwise, $\left|s^{n i}(a)\right| \rightarrow \infty$, and the sequence of finite words $s^{n i}(a)$ stabilizes to a fixed point of $s^{n}$ in $\Sigma_{m}^{+}$.

If a substitution $s$ has a fixed point $x=x_{0} x_{1} \ldots \in \Sigma_{m}^{+}$and $\left|s\left(x_{0}\right)\right|>1$, then $s\left(x_{0}\right)_{0}=x_{0}$ and the sequence $s^{n}\left(x_{0}\right)$ stabilizes to $x$; we write $x=s^{\infty}\left(x_{0}\right)$. If $|s(a)|>1$ for every $a \in \mathcal{A}_{m}$, then $s$ has at most $m$ fixed points in $\Sigma_{m}$.

The closure $\Sigma_{s}(a)$ of the (forward) orbit of a fixed point $s^{\infty}(a)$ under the shift $\sigma$ is a subshift.

We call a substitution $s: \mathcal{A}_{m} \rightarrow \mathcal{A}_{m}^{*}$ irreducible if for any $a, b \in \mathcal{A}_{m}$ there is $n(a, b) \in \mathbb{N}$ such that $s^{n(a, b)}(a)$ contains $b ; s$ is primitive if there is $n \in \mathbb{N}$ such that $s^{n}(a)$ contains $b$ for all $a, b \in \mathcal{A}_{m}$.

We assume from now on that $\left|s^{n}(b)\right| \rightarrow \infty$ for every $b \in \mathcal{A}_{m}$.

[^3]PROPOSITION 3.6.2. Lets be an irreducible substitution over $\mathcal{A}_{m}$. Ifs $(a)_{0}=$ a for some $a \in \mathcal{A}_{m}$, then $s$ is primitive and the subshift $\left(\Sigma_{s}(a), \sigma\right)$ is minimal.
Proof. Observe that $s^{n}(a)_{0}=a$ for all $n \in \mathbb{N}$. Since $s$ is irreducible, for every $b \in \mathcal{A}_{m}$ there is $n(b)$ such that $b$ appears in $s^{n(b)}(a)$, and therefore appears in $s^{n}(a)$ for all $n \geq n(b)$. Hence, $s^{n}(a)$ contains all symbols from $\mathcal{A}_{m}$ if $n \geq N=\max n(b)$. Since $s$ is irreducible, for every $b \in \mathcal{A}_{m}$ there is $k(b)$ such that $a$ appears in $s^{k(b)}(b)$ and hence in $s^{n}(b)$ with $n \geq k(b)$. It follows that for every $c \in \mathcal{A}_{m}, s^{n}(c)$ contains all symbols from $\mathcal{A}_{m}$ if $n \geq 2(N+\max k(b))$, so $s$ is primitive.

Recall (Proposition 2.1.3) that $\left(\Sigma_{s}(a), \sigma\right)$ is minimal if and only if $s^{\infty}(a)$ is almost periodic, i.e., for every $n \in \mathbb{N}$ the word $s^{n}(a)$ occurs in $s^{\infty}(a)$ infinitely often, and the gaps between successive occurrences are bounded. This happens if and only if $a$ recurs in $s^{\infty}(a)$ with bounded gaps, which holds true because $s$ is primitive (Exercise 3.6.1).

For two words $u, v \in \mathcal{A}_{m}^{*}$ denote by $N_{u}(v)$ the number of times $u$ occurs in $v$. The composition matrix $M=M(s)$ of a substitution $s$ is the non-negative integer matrix with entries $M_{i j}=N_{i}(s(j))$. The matrix $M(s)$ is primitive (respectively, irreducible) if and only if the substitution $s$ is primitive (respectively, irreducible). For a word $w \in \mathcal{A}_{m}^{*}$, the numbers $N_{i}(w), i \in \mathcal{A}_{m}$, form a vector $N(w) \in \mathbb{R}^{m}$. Observe that $M\left(s^{n}\right)=(M(s))^{n}$ for all $n \in \mathbb{N}$ and $N(s(w))=M(s) N(w)$. If $s$ has constant length $l$, then the sum of every column of $M$ is $l$ and the transpose of $l^{-1} M$ is a stochastic matrix.

PROPOSITION 3.6.3. Let $s: \mathcal{A}_{m} \rightarrow \mathcal{A}_{m}^{*}$ be a primitive substitution, and let $\lambda$ be the largest in modulus eigenvalue of $M(s)$. Then for every $a \in \mathcal{A}_{m}$

1. $\lim _{n \rightarrow \infty} \lambda^{-n} N\left(s^{n}(a)\right)$ is an eigenvector of $M(s)$ with eigenvalue $\lambda$,
2. $\lim _{n \rightarrow \infty} \frac{\left|s^{n+1}(a)\right|}{\left|s^{n}(a)\right|}=\lambda$,
3. $v=\lim _{n \rightarrow \infty}\left|s^{n}(a)\right|^{-1} N\left(s^{n}(a)\right)$ is an eigenvector of $M(s)$ corresponding to $\lambda$, and $\sum_{i=0}^{m-1} v_{i}=1$.
Proof. The proposition follows directly from Theorem 3.3.1 (Exercise 3.6.2).

PROPOSITION 3.6.4. Lets be a primitive substitution, $s^{\infty}(a)$ be a fixed point of $s$, and $l_{n}$ be the number of different words of length $n$ occurring in $s^{\infty}(a)$. Then there is a constant $C$ such that $l_{n} \leq C \cdot n$ for all $n \in \mathbb{N}$. Consequently, the topological entropy of $\left(\Sigma_{s}(a), \sigma\right)$ is 0 .
Proof. Let $\underline{v}_{k}=\min _{a \in \mathcal{A}_{m}}\left|s^{k}(a)\right|$ and $\bar{v}_{k}=\max _{a \in \mathcal{A}_{m}}\left|s^{k}(a)\right|$, and note that $\underline{v}_{k}, \bar{v}_{k} \rightarrow \infty$ monotonically in $k$. Hence for every $n \in \mathbb{N}$ there is $k=k(n) \in \mathbb{N}$ such that $\underline{v}_{k-1} \leq n \leq \underline{v}_{k}$. Therefore, every word of length $n$ occurring in $x$
is contained in $s^{k}(a b)$ for a pair of consecutive symbols $a b$ from $x$. Let $\lambda$ be the maximal-modulus eigenvalue $\lambda$ of the primitive composition matrix $M=M(s)$. Then for every non-zero vector $v$ with non-negative components there are constants $C_{1}(v)$ and $C_{2}(v)$ such that for all $k \in \mathbb{N}$,

$$
C_{1}(v) \lambda^{k} \leq\left\|M^{k} v\right\| \leq C_{2}(v) \lambda^{k},
$$

where $\|\cdot\|$ is the Euclidean norm. Hence, by Proposition 3.6.3(1), there are positive constants $C_{1}$ and $C_{2}$ such that for all $k \in \mathbb{N}$

$$
C_{1} \cdot \lambda^{k} \leq \underline{v}_{k} \leq \bar{v}_{k} \leq C_{2} \cdot \lambda^{k} .
$$

Since for every $a \in \mathcal{A}_{m}$ there are at most $\bar{v}_{k}$ different words of length $n$ in $s^{k}(a b)$ with initial symbol in $s^{k}(a)$, we have

$$
l_{n} \leq m^{2} \bar{v}_{k} \leq C_{2} \lambda^{k} m^{2}=\left(\frac{C_{2}}{C_{1}} m^{2} \lambda\right) C_{1} \lambda^{k-1} \leq\left(\frac{C_{2}}{C_{1}} m^{2} \lambda\right) \underline{v}_{k-1} \leq\left(\frac{C_{2}}{C_{1}} m^{2} \lambda\right) n .
$$

Exercise 3.6.1. Prove that if $s$ is primitive and $s(a)_{0}=a$, then each symbol $b \in \mathcal{A}_{m}$ appears in $s^{\infty}(a)$ infinitely often and with bounded gaps.

Exercise 3.6.2. Prove Proposition 3.6.3.

### 3.7 Sofic Shifts

A subshift $X \subset \Sigma_{m}$ is called sofic if it is a factor of a subshift of finite type, i.e., there is an adjacency matrix $A$ and a code $c: \Sigma_{A}^{e} \rightarrow X$ such that $c \circ \sigma=\sigma \circ c$. Sofic shifts have applications in finite-state automata and data transmission and storage [MRS95].

A simple example of a sofic shift is the following subshift of $\left(\Sigma_{2}, \sigma\right)$, called the even system of Weiss [Wei73]. Let $A$ be the adjacency matrix of the graph $\Gamma_{A}$ consisting of two vertices $u$ and $v$, an edge from $u$ to itself labeled 1 , an edge from $u$ to $v$ labeled $0_{1}$, and an edge from $v$ to $u$ labeled $0_{2}$ (see Figure 3.2). Let $X$ be the set of sequences of 0 s and 1 s such that there is an even number of 0 s between every two 1s. The surjective code $c: \Sigma_{A} \rightarrow X$ replaces both $0_{1}$ and $0_{2}$ by 0 .

As Proposition 3.7.1 shows, every sofic shift can be obtained by the following construction. Let $\Gamma$ be a finite directed labeled graph, i.e., the edges of $\Gamma$ are labeled by an alphabet $\mathcal{A}_{m}$. Note that we do not assume that different edges of $\Gamma$ are labeled differently. The subset $X_{\Gamma} \subset \Sigma_{m}$ consisting of all infinite directed paths in $\Gamma$ is closed and shift invariant.


Figure 3.2. The directed graph used to construct the even system of Weiss.
If a subshift $(X, \sigma)$ is isomorphic to $\left(X_{\Gamma}, \sigma\right)$ for some directed labeled graph $\Gamma$, then we say that $\Gamma$ is a presentation of $X$. For example, a presentation for the even system of Weiss is obtained by replacing the labels $0_{1}$ and $0_{2}$ with 0 in Figure 3.2.

PROPOSITION 3.7.1. A subshift $X \subset \Sigma_{m}$ is sofic if and only if it admits a presentation by a finite directed labeled graph.
Proof. Since $X$ is sofic, there is a matrix $A$ and a code $c: \Sigma_{A}^{e} \rightarrow X$ (see Corollary 3.2.2). By Proposition 3.1.2, $c$ is a block code. By passing to a higher block presentation we may assume that $c$ is a 1-block code. Hence, $X$ admits a presentation by a finite directed labeled graph. The converse is Exercise 3.7.2.

Exercise 3.7.1. Prove that the even system of Weiss is not a subshift of finite type.

Exercise 3.7.2. Prove that for any directed labeled graph $\Gamma$, the set $X_{\Gamma}$ is a sofic shift.

Exercise 3.7.3. Show that there are only countably many non-isomorphic sofic shifts. Conclude that there are subshifts that are not sofic.

### 3.8 Data Storage ${ }^{3}$

Most computer storage devices (floppy disk, hard drive, etc.) store data as a chain of magnetized segments on tracks. A magnetic head can either change or detect the polarity of a segment as it passes the head. Since it is technically much easier to detect a change of polarity than to measure the polarity, a common technique is to record a 1 as a change of polarity and a 0 as no change in polarity. The two major problems that restrict the effectiveness of this method are intersymbol interference and clock drift. Both of these

[^4]problems can be ameliorated by applying a block code to the data before it is written to the storage device.

Intersymbol interference occurs when two polarity changes are adjacent to each other on the track; the magnetic fields from the adjacent positions partially cancel each other, and the magnetic head may not read the track correctly. This effect can be minimized by requiring that in the encoded sequence every two 1 s are separated by at least one 0 .

A sequence of $n 0 \mathrm{~s}$ with 1 s on both ends is read off the track as two pulses separated by $n$ non-pulses. The length $n$ is obtained by measuring the time between the pulses. Every time a 1 is read, the clock is synchronized. However, for a long sequence of 0 s, clock error accumulates, which may cause the data to read incorrectly. To counteract this effect the encoded sequence is required to have no long stretches of 0 s.

A common coding scheme called modified frequency modulation (MFM) inserts a 0 between each two symbols unless they are both 0 s, in which case it inserts a 1 . For example, the sequence

$$
10100110001
$$

is encoded for storage as

$$
100010010010100101001 .
$$

This requires twice the length of the track, but results in fewer read/write errors. The set of sequences produced by the MFM coding is a sofic system (Exercise 3.8.3).

There are other considerations for storage devices that impose additional conditions on the sequences used to encode data. For example, the total magnetic charge of the device should not be too large. This restriction leads to a subset of $\left(\Sigma_{2}, \sigma\right)$ that is not of finite type and not sofic.

Recall that the topological entropy of the factor does not exceed the topological entropy of the extension (Exercise 2.5.5). Therefore in any one-to-one coding scheme, which increases the length of the sequence by a factor of $n>1$, the topological entropy of the original subshift must be not more than $n$ times the topological entropy of the target subshift.

Exercise 3.8.1. Prove that the sequences produced by MFM have at least one and at most three 0 s between every two 1 s .

Exercise 3.8.2. Describe an algorithm to reverse the MFM coding.
Exercise 3.8.3. Prove that the set of sequences produced by the MFM coding is a sofic system.

## Ergodic Theory

Ergodic ${ }^{1}$ theory is the study of statistical properties of dynamical systems relative to a measure on the underlying space of the dynamical system. The name comes from classical statistical mechanics, where the "ergodic hypothesis" asserts that, asymptotically, the time average of an observable is equal to the space average. Among the dynamical systems with natural invariant measures that we have encountered before are circle rotations (\$1.2) and toral automorphisms (§1.7). Unlike topological dynamics, which studies the behavior of individual orbits (e.g., periodic orbits), ergodic theory is concerned with the behavior of the system on a set of full measure and with the induced action in spaces of measurable functions such as $L^{p}$ (especially $L^{2}$ ).

The proper setting for ergodic theory is a dynamical system on a measure space. Most natural (non-atomic) measure spaces are measure-theoretically isomorphic to an interval $[0, a]$ with Lebesgue measure, and the results in this chapter are most important in that setting. The first section of this chapter recalls some notation, definitions, and facts from measure theory. It is not intended to serve as a complete exposition of measure theory (for a full introduction see, for example, [Hal50] or [Rud87]).

### 4.1 Measure-Theory Preliminaries

A non-empty collection $\mathfrak{A}$ of subsets of a set $X$ is called a $\sigma$-algebra if $\mathfrak{A}$ is closed under complements and countable unions (and hence countable intersections). A measure $\mu$ on $\mathfrak{A}$ is a non-negative (possibly infinite) function on $\mathfrak{A}$ that is $\sigma$-additive, i.e., $\mu\left(\bigcup_{i} A_{i}\right)=\sum_{i} \mu\left(A_{i}\right)$ for any countable collection of disjoint sets $A_{i} \in \mathfrak{A}$. A set of measure 0 is called a null set. A set whose complement is a null set is said to have full measure. The $\sigma$-algebra

[^5]is complete (relative to $\mu$ ) if it contains every subset of every null set. Given a $\sigma$-algebra $\mathfrak{A}$ and a measure $\mu$, the completion $\overline{\mathfrak{A}}$ is the smallest $\sigma$-algebra containing $\mathfrak{A}$ and all subsets of null sets in $\mathfrak{A}$; the $\sigma$-algebra $\overline{\mathfrak{A}}$ is complete.

A measure space is a triple $(X, \mathfrak{A}, \mu)$, where $X$ is a set, $\mathfrak{A}$ is a $\sigma$-algebra of subsets of $X$, and $\mu$ is a $\sigma$-additive measure. We always assume that $\mathfrak{A}$ is complete, and that $\mu$ is $\sigma$-finite, i.e., that $X$ is a countable union of subsets of finite measure. The elements of $\mathfrak{A}$ are called measurable sets.

If $\mu(X)=1$, then $(X, \mathfrak{A}, \mu)$ is called a probability space and $\mu$ is a probability measure. If $\mu(X)$ is finite, then we can rescale $\mu$ by the factor $1 / \mu(X)$ to obtain a probability measure.

Let $(X, \mathfrak{A}, \mu)$ and $(Y, \mathfrak{B}, \nu)$ be measure spaces. The product measure space is the triple $(X \times Y, \mathfrak{C}, \mu \times v)$, where $\mathfrak{C}$ is the completion relative to $\mu \times v$ of the $\sigma$-algebra generated by $\mathfrak{A} \times \mathfrak{B}$.

Let $(X, \mathfrak{A}, \mu)$ and $(Y, \mathfrak{B}, v)$ be measure spaces. A map $T: X \rightarrow Y$ is called measurable if the preimage of any measurable set is measurable. A measurable map $T$ is non-singular if the preimage of every set of measure 0 has measure 0 , and is measure-preserving if $\mu\left(T^{-1}(B)\right)=v(B)$ for every $B \in \mathfrak{B}$. A non-singular map from a measure space into itself is called a non-singular transformation (or simply a transformation). If a transformation $T$ preserves a measure $\mu$, then $\mu$ is called $T$-invariant. If $T$ is an invertible measurable transformation, and its inverse is measurable and non-singular, then the iterates $T^{n}, n \in \mathbb{Z}$, form a group of measurable transformations. Measure spaces $(X, \mathfrak{A}, \mu)$ and $(Y, \mathfrak{B}, \nu)$ are isomorphic if there is a subset $X^{\prime}$ of full measure in $X$, a subset $Y^{\prime}$ of full measure in $Y$, and an invertible bijection $T: X^{\prime} \rightarrow Y^{\prime}$ such that $T$ and $T^{-1}$ are measurable and measure-preserving with respect to $(\mathfrak{A}, \mu)$ and $(\mathfrak{B}, \nu)$. An isomorphism from a measure space into itself is an automorphism.

Denote by $\lambda$ the Lebesgue measure on $\mathbb{R}$. A flow $T^{t}$ on a measure space $(X, \mathfrak{A}, \mu)$ is measurable if the map $T: X \times \mathbb{R} \rightarrow X,(x, t) \mapsto T^{t}(x)$, is measurable with respect to the product measure on $X \times \mathbb{R}$, and $T^{t}: X \rightarrow X$ is a non-singular measurable transformation for each $t \in \mathbb{R}$. A measurable flow $T^{t}$ is a measure-preserving flow if each $T^{t}$ is a measure-preserving transformation.

Let $T$ be a measure-preserving transformation of a measure space ( $X, \mathfrak{A}, \mu$ ), and $S$ a measure-preserving transformation of a measure space $(Y, \mathfrak{B}, \nu)$. We say that $T$ is an extension of $S$ if there are sets $X^{\prime} \subset X$ and $Y^{\prime} \subset Y$ of full measure and a measure-preserving map $\psi: X^{\prime} \rightarrow Y^{\prime}$ such that $\psi \circ T=S \circ \psi$. A similar definition holds for measure-preserving flows. If $\psi$ is an isomorphism, then $T$ and $S$ are called isomorphic. The product $T \times S$ is a measure-preserving transformation of $(X \times Y, \mathfrak{C}, \mu \times \nu)$, where $\mathfrak{C}$ is the completion of the $\sigma$-algebra generated by $\mathfrak{A} \times \mathfrak{B}$.

Let $X$ be a topological space. The smallest $\sigma$-algebra containing all the open subsets of $X$ is called the Borel $\sigma$-algebra of $X$. If $\mathfrak{A}$ is the Borel $\sigma$ algebra, then a measure $\mu$ on $\mathfrak{A}$ is a Borel measure if the measure of any compact set is finite. A Borel measure is regular in the sense that the measure of any set is the infimum of measures of open sets containing it, and the supremum of measures of compact sets contained in it.

A one-point subset with positive measure is called an atom. A finite measure space is a Lebesgue space if it is isomorphic to the union of an interval $[0, a]$ (with Lebesgue measure) and at most countably many atoms. Most natural measure spaces are Lebesgue spaces. For example, if $X$ is a complete separable metric space, $\mu$ a finite Borel measure on $X$, and $\mathfrak{A}$ the completion of the Borel $\sigma$-algebra with respect to $\mu$, then $(X, \mathfrak{A}, \mu)$ is a Lebesgue space. In particular, the unit square $[0,1] \times[0,1]$ with Lebesgue measure is (measure-theoretically) isomorphic to the unit interval [0,1] with Lebesgue measure (Exercise 4.1.1).

A Lebesgue space without atoms is called non-atomic, and is isomorphic to an interval $[0, a]$ with Lebesgue measure.

A set has full measure if its complement has measure 0 . We say a property holds $\bmod 0$ in $X$, or holds for $\mu$-almost every (a.e.) $x$, if it holds on a subset of full $\mu$-measure in $X$. We also use the word essentially to indicate that a property holds mod 0 .

Let ( $X, \mathfrak{A}, \mu$ ) be a measure space. Two measurable functions are equivalent if they coincide on a set of full measure. For $p \in(0, \infty)$, the space $L^{p}(X, \mu)$ consists of equivalence classes $\bmod 0$ of measurable functions $f: X \rightarrow \mathbb{C}$ such that $\int|f|^{p} d \mu<\infty$. As a rule, if there is no ambiguity, we identify the function with its equivalence class. For $p \geq 1$, the $L^{p}$ norm is defined by $\|f\|_{p}=\left(\int|f|^{p} d \mu\right)^{1 / p}$. The space $L^{2}(X, \mu)$ is a Hilbert space with inner product $\langle f, g\rangle=\int f \cdot g d \mu$. The space $L^{\infty}(X, \mu)$ consists of equivalence classes of essentially bounded measurable functions. If $\mu$ is finite, then $L^{\infty}(X, \mu) \subset L^{p}(X, \mu)$ for all $p>0$. If $X$ is a topological space and $\mu$ is a Borel measure on $X$, then the space $C_{0}(X, \mathbb{C})$ of continuous, complex-valued, compactly supported functions on $X$ is dense in $L^{p}(X, \mu)$ for all $p>0$.

Exercise 4.1.1. Prove that the unit square $[0,1] \times[0,1]$ with Lebesgue measure is (measure-theoretically) isomorphic to the unit interval [ 0,1 ] with Lebesgue measure.

### 4.2 Recurrence

The following famous result of Poincaré implies that recurrence is a generic property of orbits of measure-preserving dynamical systems.

THEOREM 4.2.1 (Poincaré Recurrence Theorem). Let $T$ be a measurepreserving transformation of a probability space $(X, \mathfrak{A}, \mu)$. If $A$ is a measurable set, then for a.e. $x \in A$, there is some $n \in \mathbb{N}$ such that $T^{n}(x) \in A$. Consequently, for a.e. $x \in A$, there are infinitely many $k \in \mathbb{N}$ for which $T^{k}(x) \in A$.

## Proof. Let

$$
B=\left\{x \in A: T^{k}(x) \notin A \text { for all } k \in \mathbb{N}\right\}=A \backslash \bigcup_{k \in \mathbb{N}} T^{-k}(A) .
$$

Then $B \in \mathfrak{A}$, and all the preimages $T^{-k}(B)$ are disjoint, are measurable, and have the same measure as $B$. Since $X$ has finite total measure, it follows that $B$ has measure 0 . Since every point in $A \backslash B$ returns to $A$, this proves the first assertion. The proof of the second assertion is Exercise 4.2.1.

For continuous maps of topological spaces, there is a connection between measure-theoretic recurrence and the topological recurrence introduced in Chapter 2. If $X$ is a topological space, and $\mu$ is a Borel measure on $X$, then supp $\mu$ (the support of $\mu$ ) is the complement of the union of all open sets with measure 0 or, equivalently, the intersection of all closed sets with full measure. Recall from $\S 2.1$ that the set of recurrent points of a continuous map $T: X \rightarrow X$ is $\mathcal{R}(T)=\{x \in X: x \in \omega(x)\}$.

PROPOSITION 4.2.2. Let $X$ be a separable metric space, $\mu$ a Borel probability measure on $X$, and $f: X \rightarrow X$ a continuous measure-preserving transformation. Then almost every point is recurrent, and hence supp $\mu \subset \overline{\mathcal{R}(f)}$.
Proof. Since $X$ is separable, there is a countable basis $\left\{U_{i}\right\}_{i \in \mathbb{Z}}$ for the topology of $X$. A point $x \in X$ is recurrent if it returns (in the future) to every basis element containing it. By the Poincaré recurrence theorem, for each $i$, there is a subset $\tilde{U}_{i}$ of full measure in $U_{i}$ such that every point of $\tilde{U}_{i}$ returns to $U_{i}$. Then $X_{i}=\tilde{U}_{i} \cup\left(X \backslash U_{i}\right)$ has full measure in $X$, so $\tilde{X}=\bigcap_{i \in \mathbb{Z}} X_{i}=\mathcal{R}(T)$ has full measure in $X$.

We will discuss some applications of measure-theoretic recurrence in §4.11.

Given a measure-preserving transformation $T$ in a finite measure space ( $X, \mathfrak{A}, \mu$ ) and a measurable subset $A \in \mathfrak{A}$ of positive measure, the derivative transformation $T_{A}: A \rightarrow A$ is defined by $T_{A}(x)=T^{k}(x)$, where $k \in \mathbb{N}$ is the smallest natural number for which $T^{k}(x) \in A$. The derivative transformation is often called the first return map, or the Poincaré map. By Theorem 4.2.1, $T_{A}$ is defined on a subset of full measure in $A$.

Let $T$ be a transformation on a measure space $(X, \mathfrak{A}, \mu)$, and $f: X \rightarrow \mathbb{N}$ a measurable function. Let $X_{f}=\{(x, k): x \in X, 1 \leq k \leq f(x)\} \subset X \times \mathbb{N}$. Let $\mathfrak{A}_{f}$ be the $\sigma$-algebra generated by the sets $A \times\{k\}, A \in \mathfrak{A}, k \in \mathbb{N}$, and define
$\mu_{f}(A \times\{k\})=\mu(A)$. Define the primitive transformation $T_{f}: X_{f} \rightarrow X_{f}$ by $T_{f}(x, k)=(x, k+1)$ if $k<f(x)$ and $T_{f}(x, f(x))=(T(x), 1)$. If $\mu(X)<\infty$ and $f \in L^{1}(X, \mathfrak{A}, \mu)$, then $\mu_{f}\left(X_{f}\right)=\int_{X} f(x) d \mu$. Note that the derivative transformation of $T_{f}$ on the set $X \times\{1\}$ is just the original transformation $T$.

Primitive and derivative transformations are both referred to as induced transformations; we will encounter them later.

Exercise 4.2.1. Prove the second assertion of Theorem 4.2.1.
Exercise 4.2.2. Suppose $T: X \rightarrow X$ is a continuous transformation of a topological space $X$, and $\mu$ is a finite $T$-invariant Borel measure on $X$ with supp $\mu=X$. Show that every point is non-wandering and $\mu$-a.e. point is recurrent.

Exercise 4.2.3. Prove that if $T$ is a measure-preserving transformation, then so are the induced transformations.

### 4.3 Ergodicity and Mixing

A dynamical system induces an action on functions: $T$ acts on a function $f$ by $\left(T_{*} f\right)(x)=f(T(x))$. The ergodic properties of a dynamical system correspond to the degree of statistical independence between $f$ and $T_{*}^{n} f$. The strongest possible dependence happens for an invariant function $f(T(x))=$ $f(x)$. The strongest possible independence happens when a non-zero $L^{2}$ function is orthogonal to its images.

Let $T$ be a measure-preserving transformation (or flow) on a measure space $(X, \mathfrak{A}, \mu)$. A measurable function $f: X \rightarrow \mathbb{R}$ is essentially $T$-invariant if $\mu\left(\left\{x \in X: f\left(T^{t} x\right) \neq f(x)\right\}\right)=0$ for every $t$. A measurable set $A$ is essentially $T$-invariant if its characteristic function $\mathbf{1}_{A}$ is essentially $T$-invariant; equivalently, if $\mu\left(T^{-1}(A) \Delta A\right)=0$ (we denote by $\Delta$ the symmetric difference, $A \Delta B=(A \backslash B) \cup(B \backslash A)$ ).

A measure-preserving transformation (or flow) $T$ is ergodic if any essentially $T$-invariant measurable set has either measure 0 or full measure. Equivalently (Exercise 4.3.1), $T$ is ergodic if any essentially $T$-invariant measurable function is constant $\bmod 0$.

PROPOSITION 4.3.1. Let T be a measure-preserving transformation or flow on a finite measure space $(X, \mathfrak{A}, \mu)$, and let $p \in(0, \infty]$. Then Tis ergodic if and only if every essentially invariant function $f \in L^{p}(X, \mu)$ is constant mod 0 .
Proof. If $T$ is ergodic, then every essentially invariant function is constant mod 0 .

To prove the converse, let $f$ be an essentially invariant measurable function on $X$. Then for every $M>0$, the function

$$
f_{M}(x)= \begin{cases}f(x) & \text { if } f(x) \leq M, \\ 0 & \text { if } f(x)>M\end{cases}
$$

is bounded, is essentially invariant, and belongs to $L^{p}(X, \mu)$. Therefore it is constant $\bmod 0$. It follows that $f$ itself is constant $\bmod 0$.

As the following proposition shows, any essentially invariant set or function is equal $\bmod 0$ to a strictly invariant set or function.

PROPOSITION 4.3.2. Let $(X, \mathfrak{A}, \mu)$ be a measure space, and suppose that $f: X \rightarrow \mathbb{R}$ is essentially invariant for a measurable transformation or flow $T$ on $X$. Then there is a strictly invariant measurable function $\tilde{f}$ such that $f(x)=\tilde{f}(x) \bmod 0$.
Proof. We prove the proposition for a measurable flow. The case of a measurable transformation follows by a similar but easier argument and is left as an exercise.

Consider the measurable map $\Phi: X \times \mathbb{R} \rightarrow \mathbb{R}, \Phi(x, t)=f\left(T^{t} x\right)-f(x)$, and the product measure $\nu=\mu \times \lambda$ in $X \times \mathbb{R}$, where $\lambda$ is Lebesgue measure on $\mathbb{R}$. The set $A=\Phi^{-1}(0)$ is a measurable subset of $X \times \mathbb{R}$. Since $f$ is essentially $T$-invariant, for each $t \in \mathbb{R}$ the set

$$
A_{t}=\left\{(x, t) \in(X \times \mathbb{R}): f\left(T^{t} x\right)=f(x)\right\}
$$

has full $\mu$-measure in $X \times\{t\}$. By the Fubini theorem, the set

$$
A_{f}=\left\{x \in X: f\left(T^{t} x\right)=f(x) \text { for a.e. } t \in \mathbb{R}\right\}
$$

has full $\mu$-measure in $X$. Set

$$
\tilde{f}(x)= \begin{cases}f(y) & \text { if } T^{t} x=y \in A_{f} \text { for some } t \in \mathbb{R}, \\ 0 & \text { otherwise } .\end{cases}
$$

If $T^{t} x=y \in A_{f}$ and $T^{s} x=z \in A_{f}$, then $y$ and $z$ lie on the same orbit, and the value of $f$ along this orbit is equal $\lambda$-almost everywhere to $f(y)$ and to $f(z)$, so $f(y)=f(z)$. Therefore $\tilde{f}$ is well defined and strictly $T$-invariant.

A measure-preserving transformation (or flow) $T$ on a probability space ( $X, \mathfrak{A}, \mu$ ) is called (strong) mixing if

$$
\lim _{t \rightarrow \infty} \mu\left(T^{-t}(A) \cap B\right)=\mu(A) \cdot \mu(B)
$$

for any two measurable sets $A, B \in \mathfrak{A}$. Equivalently (Exercise 4.3.3), $T$ is mixing if

$$
\lim _{t \rightarrow \infty} \int_{X} f\left(T^{t}(x)\right) \cdot g(x) d \mu=\int_{X} f(x) d \mu \cdot \int_{X} g(x) d \mu
$$

for any bounded measurable functions $f, g$.
A measure-preserving transformation $T$ of a probability space $(X, \mathfrak{A}, \mu)$ is called weak mixing if for all $A, B \in \mathfrak{A}$,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=0}^{n-1}\left|\mu\left(T^{-i}(A) \cap B\right)-\mu(A) \cdot \mu(B)\right|=0
$$

or, equivalently (Exercise 4.3.3), if for all bounded measurable functions $f, g$,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=0}^{n-1}\left|\int_{X} f\left(T^{i}(x)\right) g(x) d \mu-\int_{X} f d \mu \cdot \int_{X} g d \mu\right|=0 .
$$

A measure-preserving flow $T^{t}$ on $(X, \mathfrak{A}, \mu)$ is weak mixing if for all $A, B \in \mathfrak{A}$

$$
\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t}\left|\mu\left(T^{-s}(A) \cap B\right)-\mu(A) \cdot \mu(B)\right| d s=0
$$

or, equivalently (Exercise 4.3.3), if for all bounded measurable functions $f, g$,

$$
\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t}\left|\int_{X} f\left(T^{s}(x)\right) g(x) d \mu d s-\int_{X} f d \mu \cdot \int_{X} g d \mu\right|=0 .
$$

In practice, the definitions of ergodicity and mixing in terms of $L^{2}$ functions are often easier to work with than the definitions in terms of measurable sets. For example, to establish a certain property for each $L^{2}$ function on a separable topological space with Borel measure it suffices to do it for a countable set of continuous functions that is dense in $L^{2}$ (Exercise 4.3.5). If the property is "linear", it is enough to check it for a basis in $L^{2}$, e.g., for the exponential functions $e^{2 \pi i x}$ on the circle $[0,1)$.

PROPOSITION 4.3.3. Mixing implies weak mixing, and weak mixing implies ergodicity.
Proof. Suppose $T$ is a measure-preserving transformation of the probability space $(X, \mathfrak{A}, \mu)$. Let $A$ and $B$ be measurable subsets of $X$. If $T$ is mixing, then $\left|\mu\left(T^{-i}(A) \cap B\right)-\mu(A) \cdot \mu(B)\right|$ converges to 0 , so the averages do as well; thus $T$ is weak mixing.

Let $A$ be an invariant measurable set. Then applying the definition of weak mixing with $B=A$, we conclude that $\mu(A)=\mu(A)^{2}$, so either $\mu(A)=1$ or $\mu(A)=0$.

For continuous maps, ergodicity and mixing have the following topological consequences.

PROPOSITION 4.3.4. Let $X$ be a compact metric space, $T: X \rightarrow X$ a continuous map, and $\mu$ a T-invariant Borel measure on $X$.

1. If T is ergodic, then the orbit of $\mu$-almost every point is dense in $\operatorname{supp} \mu$.
2. If $T$ is mixing, then $T$ is topologically mixing on $\operatorname{supp} \mu$.

Proof. Suppose $T$ is ergodic. Let $U$ be a non-empty open set in supp $\mu$. Then $\mu(U)>0$. By ergodicity, the backward invariant set $\bigcup_{k \in \mathbb{N}} T^{-k}(U)$ has full measure. Thus the forward orbit of almost every point visits $U$. It follows that the set of points whose forward orbit visits every element of a countable open basis has full measure in $X$. This proves the first assertion.

The proof of the second assertion is Exercise 4.3.4.
Exercise 4.3.1. Show that a measurable transformation is ergodic if and only if every essentially invariant measurable function is constant $\bmod 0$ (see the remark after Corollary 4.5.7).

Exercise 4.3.2. Let $T$ be an ergodic measure-preserving transformation in a finite measure space $(X, \mathfrak{A}, \mu), A \in \mathfrak{A}, \mu(A)>0$, and $f \in L^{1}(X, \mathfrak{A}, \mu)$, $f: X \rightarrow \mathbb{N}$. Prove that the induced transformations $T_{A}$ and $T_{f}$ are ergodic.

Exercise 4.3.3. Show that the two definitions of strong and weak mixing given in terms of sets and bounded measurable functions are equivalent.

Exercise 4.3.4. Prove the second statement of Proposition 4.3.4.
Exercise 4.3.5. Let $T$ be a measure-preserving transformation of $(X, \mathfrak{A}, \mu)$, and let $f \in L^{1}(X, \mu)$ satisfy $f(T(x)) \leq f(x)$ for a.e. $x$. Prove that $f(T(x))=$ $f(x)$ for a.e. $x$.

Exercise 4.3.6. Let $X$ be a compact topological space, $\mu$ a Borel measure, and $T: X \rightarrow X$ a transformation preserving $\mu$. Suppose that for every continuous $f$ and $g$ with 0 integrals,

$$
\int_{X} f\left(T^{n}(x)\right) \cdot g(x) d \mu \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty
$$

Prove that $T$ is mixing.

Exercise 4.3.7. Show that if $T: X \rightarrow X$ is mixing, then $T \times T: X \times X \rightarrow$ $X \times X$ is mixing.

### 4.4 Examples

We now prove ergodicity or mixing for some of the examples from Chapter 1.
PROPOSITION 4.4.1. The circle rotation $R_{\alpha}$ is ergodic with respect to Lebesgue measure if and only if $\alpha$ is irrational.
Proof. Suppose $\alpha$ is irrational. By Proposition 4.3.1, it is enough to prove that any bounded $R_{\alpha}$-invariant function $f: S^{1} \rightarrow \mathbb{R}$ is constant $\bmod 0$. Since $f \in L^{2}\left(S^{1}, \lambda\right)$, the Fourier series $\sum_{n=-\infty}^{\infty} a_{n} e^{2 n \pi i x}$ of $f$ converges to $f$ in the $L^{2}$ norm. The series $\sum_{n=-\infty}^{\infty} a_{n} e^{2 n \pi i(x+\alpha)}$ converges to $f \circ R_{\alpha}$. Since $f=$ $f \circ R_{\alpha} \bmod 0$, uniqueness of Fourier coefficients implies that $a_{n}=a_{n} e^{2 n \pi i \alpha}$ for all $n \in \mathbb{Z}$. Since $e^{2 n \pi i \alpha} \neq 1$ for $n \neq 0$, we conclude that $a_{n}=0$ for $n \neq 0$, so $f$ is constant $\bmod 0$.

The proof of the converse is left as an exercise.
PROPOSITION 4.4.2. An expanding endomorphism $E_{m}: S^{1} \rightarrow S^{1}$ is mixing with respect to Lebesgue measure.

Proof. Since any measurable subset of $S^{1}$ can be approximated by a finite union of intervals, it is sufficient to consider two intervals $A=\left[p / m^{i},(p+1) / m^{i}\right], p \in\left\{0, \ldots, m^{i}-1\right\}$, and $B=\left[q / m^{j},(q+1) / m^{j}\right]$, $q \in\left\{0, \ldots, m^{j}-1\right\}$. Recall that $E_{m}^{-1}(B)$ is the union of $m$ uniformly spaced intervals of length $1 / \mathrm{m}^{j+1}$ :

$$
E_{m}^{-1}(B)=\bigcup_{k=0}^{m-1}\left[\left(k m^{j}+q\right) / m^{j+1},\left(k m^{j}+q+1\right) / m^{j+1}\right] .
$$

Similarly, $E_{m}^{-n}(B)$ is the union of $m^{n}$ uniformly spaced intervals of length $1 / m^{j+n}$. Thus for $n>i$, the intersection $A \cap E_{m}^{-n}(B)$ consists of $m^{n-i}$ intervals of length $m^{-(n+j)}$. Thus

$$
\mu\left(A \cap E_{m}^{-n}(B)\right)=m^{n-i}\left(1 / m^{n+j}\right)=m^{-i-j}=\mu(A) \cdot \mu(B) .
$$

PROPOSITION 4.4.3. Any hyperbolic toral automorphism $A: \mathbb{T}^{n} \rightarrow \mathbb{T}^{n}$ is ergodic with respect to Lebesgue measure.
Proof. We consider here only the case

$$
A=\left(\begin{array}{ll}
2 & 1 \\
1 & 1
\end{array}\right): \mathbb{T}^{2} \rightarrow \mathbb{T}^{2}
$$

the argument in the general case is similar. Let $f: \mathbb{T}^{2} \rightarrow \mathbb{R}$ be a bounded $A$ invariant measurable function. The Fourier series $\sum_{m, n=-\infty}^{\infty} a_{m n} e^{2 \pi i(m x+n y)}$ of $f$ converges to $f$ in $L^{2}$. The series

$$
\sum_{m, n=-\infty}^{\infty} a_{m n} e^{2 \pi i(m(2 x+y)+n(x+y))}
$$

converges to $f \circ A$. Since $f$ is invariant, uniqueness of Fourier coefficients implies that $a_{m n}=a_{(2 m+n)(m+n)}$ for all $m, n$. Since $A$ does not have eigenvalues on the unit circle, if $a_{m n} \neq 0$ for some $(m, n) \neq(0,0)$, then $a_{i j}=a_{m n} \neq 0$ with arbitrarily large $|i|+|j|$, and the Fourier series diverges.

A toral automorphism of $\mathbb{T}^{n}$ corresponding to an integer matrix $A$ is ergodic if and only if no eigenvalue of $A$ is a root of unity; for a proof see, for example, [Pet89]. A hyperbolic toral automorphism is mixing (Exercise 4.4.3).

Let $A$ be an $m \times m$ stochastic matrix, i.e., $A$ has non-negative entries, and the sum of every row is 1 . Suppose $A$ has a non-negative left eigenvector $q$ with eigenvalue 1 and sum of entries equal to 1 (recall that if $A$ is irreducible, then by Corollary 3.3.3, $q$ exists and is unique). We define a Borel probability measure $P=P_{A, q}$ on $\Sigma_{m}$ (and $\Sigma_{m}^{+}$) as follows: for a cylinder $C_{j}^{n}$ of length 1, we define $P\left(C_{j}^{n}\right)=q_{j}$; for a cylinder $C_{j_{0}, j_{1}, \ldots, j_{k}}^{n, n+1, \ldots, n+k} \subset \Sigma_{m}\left(\right.$ or $\left.\Sigma_{m}^{+}\right)$with $k+1>1$ consecutive indices,

$$
P\left(C_{j_{0}, j_{1}, \ldots, j_{k}}^{n, n+1, \ldots, n+k}\right)=q_{j_{0}} \prod_{i=0}^{k-1} A_{j_{i} j_{i+1}}
$$

In other words, we interpret $q$ as an initial probability distribution on the set $\{1, \ldots, m\}$, and $A$ as the matrix of transition probabilities. The number $P\left(C_{j}^{n}\right)$ is the probability of observing symbol $j$ in the $n$th place, and $A_{i j}$ is the probability of passing from $i$ to $j$. The fact that $q A=q$ means that the probability distribution $q$ is invariant under transition probabilities $A$, i.e.,

$$
q_{j}=P\left(C_{j}^{n+1}\right)=\sum_{i=0}^{m-1} P\left(C_{i}^{n}\right) A_{i j}
$$

The pair $(A, q)$ is called a Markov chain on the set $\{1, \ldots, m\}$.
It can be shown that $P$ extends uniquely to a shift-invariant $\sigma$-additive measure defined on the completion $\mathfrak{C}$ of the Borel $\sigma$-algebra generated by the cylinders (Exercise 4.4.5); it is called the Markov measure corresponding to $A$ and $q$. The measure space $\left(\Sigma_{m}, \mathfrak{C}, P\right)$ is a non-atomic Lebesgue probability space. If $A$ is irreducible, this measure is uniquely determined by $A$.

A very important particular case of this situation arises when the transition probabilities do not depend on the initial state. In this case each row of $A$ is the left eigenvector $q$, the shift-invariant measure $P$ is called a Bernoulli measure, and the shift is called a Bernoulli automorphism.

Let $A^{\prime}$ be the adjacency matrix defined by $A_{i j}^{\prime}=0$ if $A_{i j}=0$ and $A_{i j}^{\prime}=1$ if $A_{i j}>0$. Then the support of $P$ is precisely $\Sigma_{A}^{v} \subset \Sigma_{m}$ (Exercise 4.4.6).

PROPOSITION 4.4.4. If $A$ is a primitive stochastic $m \times m$ matrix, then the shift $\sigma$ is mixing in $\Sigma_{m}$ with respect to the Markov measure $P(A)$.
Proof. Exercise 4.4.7.
Markov chains can be generalized to the class of stationary (discrete) stochastic processes, dynamical systems with invariant measures on shift spaces with a continuous alphabet. Let $(\Omega, \mathfrak{A}, P)$ be a probability space. A random variable on $\Omega$ is a measurable real-valued function on $\Omega$. A sequence $\left(f_{i}\right)_{i=-\infty}^{\infty}$ of random variables is stationary if, for any $i_{1}, \ldots, i_{k} \in \mathbb{Z}$ and any Borel subsets $B_{1}, \ldots, B_{k} \subset \mathbb{R}$,

$$
P\left\{\omega \in \Omega: f_{i_{j}}(\omega) \in B_{j}, j=1, \ldots, k\right\}=P\left\{\omega \in \Omega: f_{i_{j}+n}(\omega) \in B_{j}, j=1, \ldots, k\right\} .
$$

Define the map $\Phi: \Omega \rightarrow \mathbb{R}^{\mathbb{Z}}$ by

$$
\Phi(\omega)=\left(\ldots, f_{-1}(\omega), f_{0}(\omega), f_{1}(\omega), \ldots\right),
$$

and the measure $\mu$ on the Borel subsets of $\mathbb{R}^{\mathbb{Z}}$ by $\mu(A)=P\left(\Phi^{-1}(A)\right)$. Since the sequence $\left(f_{i}\right)$ is stationary, the shift $\sigma: \mathbb{R}^{\mathbb{Z}} \rightarrow \mathbb{R}^{\mathbb{Z}}$ defined by $(\sigma x)_{n}=x_{n+1}$ preserves $\mu$ (Exercise 4.4.8).

Exercise 4.4.1. Prove that the circle rotation $R_{\alpha}$ is not weak mixing.
Exercise 4.4.2. Let $\alpha \in \mathbb{R}$ be irrational, and let $F: \mathbb{T}^{2} \rightarrow \mathbb{T}^{2}$ be the map $(x, y) \mapsto(x+\alpha, x+y) \bmod 1$ introduced in $\S 2.4$. Prove that $F$ preserves the Lebesgue measure and is ergodic but not weak mixing.

Exercise 4.4.3. Prove that any hyperbolic automorphism of $\mathbb{T}^{n}$ is mixing.
Exercise 4.4.4. Show that an isometry of a compact metric space is not mixing for any invariant Borel measure whose support is not a single point. In particular, circle rotations are not mixing.

Exercise 4.4.5. Prove that any Markov measure is shift invariant.
Exercise 4.4.6. Prove that $\operatorname{supp} P_{A, q}=\Sigma_{A^{\prime}}^{v}$.
Exercise 4.4.7. Prove Proposition 4.4.4.

Exercise 4.4.8. Prove that the measure $\mu$ on $\mathbb{R}^{\mathbb{Z}}$ constructed above for a stationary sequence $\left(f_{i}\right)$ is invariant under the shift $\sigma$.

### 4.5 Ergodic Theorems ${ }^{2}$

The collection of all orbits represents a complete evolution of the dynamical system $T$. The values $f\left(T^{n}(x)\right)$ of a (measurable) function $f$ may represent observations such as position or velocity. Long-term averages $\frac{1}{n} \sum_{k=0}^{n-1} f\left(T^{k}(x)\right)$ of these quantities are important in statistical physics and other areas. A central question in ergodic theory is whether these averages converge as $n \rightarrow \infty$ and, if so, whether the limit depends on $x$. In the context of statistical physics, the ergodic hypothesis states that the asymptotic time average $\lim _{n \rightarrow \infty}(1 / n) \sum_{k=0}^{n-1} f\left(T^{k}(x)\right)$ equals the space average $\int_{X} f d \mu$ for a.e. $x$. We show that this happens if $T$ is ergodic.

Let $(X, \mathfrak{A}, \mu)$ be a measure space and $T: X \rightarrow X$ a measure-preserving transformation. For a measurable function $f: X \rightarrow \mathbb{C}$ set $\left(U_{T} f\right)(x)=$ $f(T(x))$. The operator $U_{T}$ is linear and multiplicative: $U_{T}(f \cdot g)=U_{T} f$. $U_{T} g$. Since $T$ is measure-preserving, $U_{T}$ is an isometry of $L^{p}(X, \mathfrak{A}, \mu)$ for any $p \geq 1$, i.e., $\left\|U_{T} f\right\|_{p}=\|f\|_{p}$ for any $f \in L^{p}$ (Exercise 4.5.3). If $T$ is an automorphism, then $U_{T}^{-1}=U_{T^{-1}}$ is also an isometry, and hence $U_{T}$ is a unitary operator on $L^{2}(X, \mathfrak{A}, \mu)$. We denote the scalar product on $L^{2}(X, \mathfrak{A}, \mu)$ by $\langle f, g\rangle$, the norm by $\|\cdot\|$, and the adjoint operator of $U$ by $U^{*}$.

LEMMA 4.5.1. Let $U$ be an isometry of a Hilbert space $H$. Then $U f=f$ if and only if $U^{*} f=f$.
Proof. For every $f, g \in H$ we have $\left\langle U^{*} U f, g\right\rangle=\langle U f, U g\rangle=\langle f, g\rangle$ and hence $U^{*} U f=f$. If $U f=f$, then (multiplying both sides by $\left.U^{*}\right) U^{*} f=f$. Conversely, if $U^{*} f=f$, then $\langle f, U f\rangle=\left\langle U^{*} f, f\right\rangle=\|f\|^{2}$ and $\langle U f, f\rangle=$ $\left\langle f, U^{*} f\right\rangle=\|f\|^{2}$. Therefore $\quad\langle U f-f, U f-f\rangle=\|U f\|^{2}-\langle f, U f\rangle-$ $\langle U f, f\rangle+\|f\|^{2}=0$.

THEOREM 4.5.2 (von Neumann Ergodic Theorem). Let $U$ be an isometry of a separable Hilbert space $H$, and let $P$ be orthogonal projection onto the subspace $I=\{f \in H: U f=f\}$ of $U$-invariant vectors in $H$. Then for every $f \in H$

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=0}^{n-1} U^{i} f=P f
$$

[^6]Proof. Let $U_{n}=\frac{1}{n} \sum_{i=0}^{n-1} U^{i}$ and $L=\{g-U g: g \in H\}$. Note that $L$ and $I$ are $U$-invariant, and $I$ is closed. If $f=g-U g \in L$, then $\sum_{i=0}^{n-1} U^{i} f=g-U^{n} g$ and hence $U_{n} f \rightarrow 0$ as $n \rightarrow \infty$. If $f \in I$, then $U_{n} f=f$ for all $n \in \mathbb{N}$. We will show that $L \perp I$ and $H=\bar{L} \oplus I$, where $\bar{L}$ is the closure of $L$.

Let $\left\{f_{k}\right\}$ be a sequence in $L$, and suppose $f_{k} \rightarrow f \in \bar{L}$. Then $\left\|U_{n} f\right\| \leq$ $\left\|U_{n}\left(f-f_{k}\right)\right\|+\left\|U_{n} f_{k}\right\| \leq\left\|U_{n}\right\| \cdot\left\|f-f_{k}\right\|+\left\|U_{n} f_{k}\right\|$, and hence $U_{n} f \rightarrow 0$ as $n \rightarrow \infty$.

Let $\perp$ denote the orthogonal complement, and note that $\bar{L}^{\perp}=L^{\perp}$. If $h \in L^{\perp}$, then $0=\langle h, g-U g\rangle=\left\langle h-U^{*} h, g\right\rangle$ for all $g \in H$ so that $h=U^{*} h$, and hence $U h=h$, by Lemma 4.5.1. Conversely (again using Lemma 4.5.1), if $h \in I$, then $\langle h, g-U g\rangle=\langle h, g\rangle-\left\langle U^{*} h, g\right\rangle=0$ for every $g \in H$, and hence $h \in L^{\perp}$.

Therefore, $H=\bar{L} \oplus I$, and $\lim _{n \rightarrow \infty} U_{n}$ is the identity on $I$ and 0 on $\bar{L}$.

The following theorem is an immediate corollary of the von Neumann ergodic theorem.

THEOREM 4.5.3. Let $T$ be a measure-preserving transformation of a finite measure space $(X, \mathfrak{A}, \mu)$. For $f \in L^{2}(X, \mathfrak{A}, \mu)$, set

$$
f_{N}^{+}(x)=\frac{1}{N} \sum_{n=0}^{N-1} f\left(T^{n}(x)\right) .
$$

Then $f_{N}^{+}$converges in $L^{2}(X, \mathfrak{A}, \mu)$ to a $T$-invariant function $\bar{f}$.
If $T$ is invertible, then $f_{N}^{-}(x)=\frac{1}{N} \sum_{n=0}^{N-1} f\left(T^{-n}(x)\right)$ also converges in $L^{2}(X, \mathfrak{A}, \mu)$ to $\bar{f}$.

Similarly, let $T$ be a measure-preserving flow in a finite measure space ( $X, \mathfrak{A}, \mu$ ). For a function $f \in L^{2}(X, \mathfrak{A}, \mu)$ set

$$
f_{\tau}^{+}(x)=\frac{1}{\tau} \int_{0}^{\tau} f\left(T^{t}(x)\right) d t \quad \text { and } \quad f_{\tau}^{-}(x)=\frac{1}{\tau} \int_{0}^{\tau} f\left(T^{-t}(x)\right) d t .
$$

Then $f_{\tau}^{+}$and $f_{\tau}^{-}$converge in $L^{2}(X, \mathfrak{A}, \mu)$ to a $T$-invariant function $\bar{f}$.
Our next objective is to prove a pointwise version of the preceding theorem. First, we need a combinatorial lemma. If $a_{1}, \ldots, a_{m}$ are real numbers and $1 \leq n \leq m$, we say that $a_{k}$ is an $n$-leader if $a_{k}+\cdots+a_{k+p-1} \geq 0$ for some $p, 1 \leq p \leq n$.

LEMMA 4.5.4. For every $n, 1 \leq n \leq m$, the sum of all $n$-leaders is nonnegative.

Proof. If there are no $n$-leaders, the lemma is true. Otherwise, let $a_{k}$ be the first $n$-leader, and $p \geq 1$ be the smallest integer for which $a_{k}+\cdots+a_{k+p-1} \geq$ 0 . If $k \leq j \leq k+p-1$, then $a_{j}+\cdots+a_{k+p-1} \geq 0$, by the choice of $p$, and hence $a_{j}$ is an $n$-leader. The same argument can be applied to the sequence $a_{k+p}, \ldots, a_{m}$, which proves the lemma.

THEOREM 4.5.5 (Birkhoff Ergodic Theorem). Let T be a measure-preserving transformation in a finite measure space $(X, \mathfrak{A}, \mu)$, and let $f \in L^{1}(X, \mathfrak{A}, \mu)$.
Then the limit

$$
\bar{f}(x)=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} f\left(T^{k}(x)\right)
$$

exists for a.e. $x \in X$, is $\mu$-integrable and $T$-invariant, and satisfies

$$
\int_{X} \bar{f}(x) d \mu=\int_{X} f(x) d \mu
$$

If, in addition, $f \in L^{2}(X, \mathfrak{A}, \mu)$, then by Theorem 4.5.3, $\bar{f}$ is the orthogonal projection of $f$ to the subspace of $T$-invariant functions.

If T is invertible, then $\frac{1}{n} \sum_{k=0}^{n-1} f\left(T^{-k}(x)\right)$ also converges almost everywhere to $\bar{f}$.

Similarly, let $T$ be a measure-preserving flow in a finite measure space ( $X, \mathfrak{A}, \mu$ ). Then

$$
f_{\tau}^{+}(x)=\frac{1}{\tau} \int_{0}^{\tau} f\left(T^{t}(x)\right) d t \quad \text { and } \quad f_{\tau}^{-}(x)=\frac{1}{\tau} \int_{0}^{\tau} f\left(T^{-t}(x)\right) d t
$$

converge almost everywhere to the same $\mu$-integrable and $T$-invariant limit function $\bar{f}$, and $\int_{X} f(x) d \mu=\int_{X} \bar{f}(x) d \mu$.

Proof. We consider only the case of a transformation. We assume without loss of generality that $f$ is real-valued. Let

$$
A=\left\{x \in X: f(x)+f(T(x))+\cdots+f\left(T^{k}(x)\right) \geq 0 \text { for some } k \in \mathbb{N}_{0}\right\} .
$$

LEMMA 4.5.6 (Maximal Ergodic Theorem). $\int_{A} f(x) d \mu \geq 0$.
Proof. Let $A_{n}=\left\{x \in X: \sum_{i=0}^{k} f\left(T^{i}(x)\right) \geq 0\right.$ for some $\left.k, 0 \leq k \leq n\right\}$. Then $A_{n} \subset A_{n+1}, A=\bigcup_{n \in \mathbb{N}} A_{n}$ and, by the dominated convergence theorem, it suffices to show that $\int_{A_{n}} f(x) d \mu \geq 0$ for each $n$.

Fix an arbitrary $m \in \mathbb{N}$. Let $s_{n}(x)$ be the sum of the $n$-leaders in the sequence $f(x), f(T(x)), \ldots, f\left(T^{m+n-1}(x)\right)$. For $k \leq m-1$, let $B_{k} \subset X$ be the set of points for which $f\left(T^{k}(x)\right)$ is an $n$-leader of this sequence. By

Lemma 4.5.4,

$$
\begin{equation*}
0 \leq \int_{X} s_{n}(x) d \mu=\sum_{k=0}^{m+n-1} \int_{B_{k}} f\left(T^{k}(x)\right) d \mu \tag{4.1}
\end{equation*}
$$

Note that $x \in B_{k}$ if and only if $T(x) \in B_{k-1}$. Therefore, $B_{k}=T^{-1}\left(B_{k-1}\right)$ and $B_{k}=T^{-k}\left(B_{0}\right)$ for $1 \leq k \leq m-1$, and hence

$$
\int_{B_{k}} f\left(T^{k}(x)\right) d \mu=\int_{T^{-k}\left(B_{0}\right)} f\left(T^{k}(x)\right) d \mu=\int_{B_{0}} f(x) d \mu .
$$

Thus the first $m$ terms in (4.1) are equal, and since $B_{0}=A_{n}$,

$$
m \int_{A_{n}} f(x) d \mu+n \int_{X}|f(x)| d \mu \geq 0 .
$$

Since $m$ is arbitrary, the lemma follows.
Now we can finish the proof of the Birkhoff ergodic theorem. For any $a, b \in \mathbb{R}, a<b$, the set

$$
X(a, b)=\left\{x \in X: \varliminf_{n \rightarrow \infty} \frac{1}{n} \sum_{i=0}^{n-1} f\left(T^{i}(x)\right)<a<b<\varlimsup_{n \rightarrow \infty} \frac{1}{n} \sum_{i=0}^{n-1} f\left(T^{i}(x)\right)\right\}
$$

is measurable and $T$-invariant. We claim that $\mu(X(a, b))=0$. Apply Lemma 4.5.6 to $\left.T\right|_{X(a, b)}$ and $f-b$ to obtain that $\int_{X(a, b)}(f(x)-b) d \mu \geq 0$. Similarly, $\int_{X(a, b)}(a-f(x)) d \mu \geq 0$, and hence $\int_{X(a, b)}(a-b) d \mu \geq 0$. Therefore $\mu(X(a, b))=0$. Since $a$ and $b$ are arbitrary, we conclude that the averages $\frac{1}{n} \sum_{i=0}^{n-1} f\left(T^{i}(x)\right)$ converge for a.e. $x \in X$.

For $n \in \mathbb{N}$, let $f_{n}(x)=\frac{1}{n} \sum_{i=0}^{n-1} f\left(T^{i}(x)\right)$. Define $\bar{f}: X \rightarrow \mathbb{R}$ by $\bar{f}(x)=$ $\varliminf_{n \rightarrow \infty} f_{n}(x)$. Then $\bar{f}$ is measurable, and $f_{n}$ converges a.e. to $\bar{f}$. By Fatou's lemma and invariance of $\mu$,

$$
\begin{aligned}
\int_{X} \underline{\lim }\left|f_{n}(x)\right| q d \mu & \leq \underline{\lim _{n \rightarrow \infty}} \int_{X}\left|f_{n}(x)\right| d \mu \\
& \leq \underline{\lim _{n \rightarrow \infty}} \frac{1}{n} \sum_{j=0}^{n-1} \int_{X}\left|f\left(T^{j}(x)\right)\right| d \mu=\int_{X}|f(x)| d \mu
\end{aligned}
$$

Thus $\int_{X}|\bar{f}(x)| d \mu=\int_{X} \underline{\lim \mid}\left|f_{n}(x)\right| d \mu$ is finite, so $\bar{f}$ is integrable.
The proof that $\int_{X} f(x) d \mu=\int_{X} \bar{f}(x) d \mu$ is left as an exercise (Exercise 4.5.2).

The following facts are immediate corollaries of Theorem 4.5.5 (Exercise 4.5.4, Exercise 4.5.5).

COROLLARY 4.5.7. A measure-preserving transformation $T$ in a finite measure space $(X, \mathfrak{A}, \mu)$ is ergodic if and only if for each $f \in L^{1}(X, \mathfrak{A}, \mu)$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=0}^{n-1} f\left(T^{i}(x)\right)=\frac{1}{\mu(X)} \int_{X} f(x) d \mu \quad \text { for a.e. } x \tag{4.2}
\end{equation*}
$$

i.e., if and only if the time average equals the space average for every $L^{1}$ function.

The preceding corollary implies that to check the ergodicity of a measurepreserving transformation, it suffices to verify (4.2) for a dense subset of $L^{1}(X, \mathfrak{A}, \mu)$, e.g., for all continuous functions if $X$ is a compact topological space and $\mu$ is a Borel measure. Moreover, due to linearity it suffices to check the convergence for a countable collection of functions that form a basis.

COROLLARY 4.5.8. A measure-preserving transformation $T$ of a finite measure space $(X, \mathfrak{A}, \mu)$ is ergodic if and only if for every $A \in \mathfrak{A}$, for a.e. $x \in X$,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} \chi_{A}\left(T^{k}(x)\right)=\frac{\mu(A)}{\mu(X)}
$$

where $\chi_{A}$ is the characteristic function of $A$.
Exercise 4.5.1. Let $T$ be a measure-preserving transformation of a finite measure space $(X, \mathfrak{A}, \mu)$. Prove that $T$ is ergodic if and only if

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} \mu\left(T^{-k}(A) \cap B\right)=\mu(A) \cdot \mu(B)
$$

for any $A, B \in \mathfrak{A}$.
Exercise 4.5.2. Using the dominated convergence theorem, finish the proof of Theorem 4.5 .5 by showing that the averages $\frac{1}{n} \sum_{j=0}^{n-1} f$ converge to $\bar{f}$ in $L^{1}$.

Exercise 4.5.3. Prove that if $T$ is a measure-preserving transformation, then $U_{T}$ is an isometry of $L^{p}(X, \mathfrak{A}, \mu)$ for any $p \geq 1$.

Exercise 4.5.4. Prove Corollary 4.5.7.
Exercise 4.5.5. Prove Corollary 4.5.8.
Exercise 4.5.6. A real number $x$ is said to be normal in base $n$ if for any $k \in \mathbb{N}$, every finite word of length $k$ in the alphabet $\{0, \ldots, n-1\}$ appears with asymptotic frequency $n^{-k}$ in the base- $n$ expansion of $x$. Prove that almost every real number is normal with respect to every base $n \in \mathbb{N}$.

### 4.6 Invariant Measures for Continuous Maps

In this section, we show that a continuous map $T$ of a compact metric space $X$ into itself has at least one invariant Borel probability measure. Every finite Borel measure $\mu$ on $X$ defines a bounded linear functional $L_{\mu}(f)=\int_{X} f d \mu$ on the space $C(X)$ of continuous functions on $X$; moreover, $L_{\mu}$ is positive in the sense that $L_{\mu}(f) \geq 0$ if $f \geq 0$. The Riesz representation theorem [Rud87] states that the converse is also true: for every positive bounded linear functional $L$ on $C(X)$, there is a finite Borel measure $\mu$ on $X$ such that $L=\int_{X} f d \mu$.

THEOREM 4.6.1 (Krylov-Bogolubov). Let $X$ be a compact metric space and $T: X \rightarrow X$ a continuous map. Then there is a T-invariant Borel probability measure $\mu$ on $X$.
Proof. Fix $x \in X$. For a function $f: X \rightarrow \mathbb{R}$ set $S_{f}^{n}(x)=\frac{1}{n} \sum_{i=0}^{n-1} f\left(T^{i}(x)\right)$. Let $\mathcal{F} \subset C(X)$ be a dense countable collection of continuous functions on $X$. For any $f \in \mathcal{F}$ the sequence $S_{f}^{n}(x)$ is bounded, and hence has a convergent subsequence. Since $\mathcal{F}$ is countable, there is a sequence $n_{j} \rightarrow \infty$ such that the limit

$$
S_{f}^{\infty}(x)=\lim _{j \rightarrow \infty} S_{f}^{n_{j}}(x)
$$

exists for every $f \in \mathcal{F}$. For any $g \in C(X)$ and any $\epsilon>0$ there is $f \in \mathcal{F}$ such that $\max _{y \in X}|g(y)-f(y)|<\epsilon$. Therefore, for a large enough $j$,

$$
\left|S_{g}^{n_{j}}(x)-S_{f}^{\infty}(x)\right| \leq S_{|g-f|}^{n_{j}}(x)+\left|S_{f}^{n_{j}}(x)-S_{f}^{\infty}(x)\right| \leq 2 \epsilon,
$$

so $S_{g}^{n_{j}}(x)$ is a Cauchy sequence. Thus, the limit $S_{g}^{\infty}(x)$ exists for every $g \in$ $C(X)$ and defines a bounded positive linear functional $L_{x}$ on $C(X)$. By the Riesz representation theorem, there is a Borel probability measure $\mu$ such that $L_{x}(g)=\int_{X} g d \mu$. Note that

$$
\left|S_{g}^{n_{j}}(T(x))-S_{g}^{n_{j}}(x)\right|=\frac{1}{n_{j}}\left|g\left(T^{n_{j}}(x)\right)-g(x)\right| .
$$

Therefore, $S_{g}^{\infty}(T(x))=S_{g}^{\infty}(x)$ and $\mu$ is $T$-invariant.
Let $\mathcal{M}=\mathcal{M}(x)$ denote the set of all Borel probability measures on $X$. A sequence of measures $\mu_{n} \in \mathcal{M}$ converges in the weak* topology to a measure $\mu \in \mathcal{M}$ if $\int_{X} f d \mu_{n} \rightarrow \int_{X} f d \mu$ for every $f \in C(X)$. If $\mu_{n}$ is any sequence in $\mathcal{M}$ and $F \subset C(X)$ is a dense countable subset, then, by a diagonal process, there is a subsequence $\mu_{n_{j}}$ such that $\int_{X} f d \mu_{n_{j}}$ converges for every $f \in F$,
and hence the sequence $\int_{X} g d \mu_{n_{j}}$ converges for every $g \in C(X)$. Therefore, $\mathcal{M}$ is compact in the weak* topology. It is also convex: $t \mu+(1-t) v \in \mathcal{M}$ for any $t \in[0,1]$ and $\mu, \nu \in \mathcal{M}$. A point in a convex set is extreme if it cannot be represented as a non-trivial convex combination of two other points. The extreme points of $\mathcal{M}$ are the probability measures supported on points; they are called Dirac measures.

Let $\mathcal{M}_{T} \subset \mathcal{M}$ denote the set of all $T$-invariant Borel probability measures on $X$. Then $\mathcal{M}_{T}$ is closed, and therefore compact, in the weak* topology, and convex.

Recall that if $\mu$ and $\nu$ are finite measures on a space $X$ with $\sigma$-algebra $\mathfrak{A}$, then $\nu$ is absolutely continuous with respect to $\mu$ if $\nu(A)=0$ whenever $\mu(A)=0$, for $A \in \mathfrak{A}$. If $v$ is absolutely continuous with respect to $\mu$, then the Radon-Nikodym theorem asserts that there is an $L^{1}$ function $d \nu / d \mu$, called the Radon-Nikodym derivative, such that $\nu(A)=\int_{A}(d \nu / d \mu)(x) d \mu$ for every $A \in \mathfrak{A}$ [Roy88].

PROPOSITION 4.6.2. Ergodic T-invariant measures are precisely the extreme points of $\mathcal{M}_{T}$.
Proof. If $\mu$ is not ergodic, then there is a $T$-invariant measurable subset $A \subset X$ with $0<\mu(A)<1$. Let $\mu_{A}(B)=\mu(B \cap A) / \mu(A)$ and $\mu_{X \backslash A}(B)=$ $\mu(B \cap(X \backslash A)) / \mu(X \backslash A)$ for any measurable set $B$. Then $\mu_{A}$ and $\mu_{X \backslash A}$ are $T$-invariant and $\mu=\mu(A) \mu_{A}+\mu(X \backslash A) \mu_{X \backslash A}$, so $\mu$ is not an extreme point.

Conversely, assume that $\mu$ is ergodic and that $\mu=t \nu+(1-t) \kappa$ with $\nu, \kappa \in \mathcal{M}_{T}$ and $t \in(0,1)$. Then $\nu$ is absolutely continuous with respect to $\mu$ and $\nu(A)=\int_{A} r d \mu$, where $r=d \nu / d \mu \in L^{1}(X, \mu)$ is the Radon-Nikodym derivative. Observe that $r \leq \frac{1}{t}$ almost everywhere. Therefore $r \in L^{2}(X, \mu)$. Let $U$ be the isometry of $L^{2}(X, \mu)$ given by $U f=f \circ T$. Invariance of $v$ implies that for every $f \in L^{2}(X, \mu)$

$$
\langle U f, r\rangle_{\mu}=\int(f \circ T) r d \mu=\int f r d \mu=\langle f, r\rangle_{\mu} .
$$

It follows that $\left\langle f, U^{*} r\right\rangle_{\mu}=\langle U f, r\rangle_{\mu}=\langle f, r\rangle_{\mu}$, and hence $U^{*} r=r$. By Lemma 4.5.1 $U r=r$. Since $\mu$ is ergodic, the function $r$ is essentially constant, so $\mu=\nu=\kappa$.

By the Krein-Milman theorem [Roy88], [Rud91], $\mathcal{M}_{T}$ is the closed convex hull of its extreme points. Therefore, the set $\mathcal{M}_{T}^{e}$ of all $T$-invariant, ergodic, Borel probability measures is not empty. However, $\mathcal{M}_{T}^{e}$ may be rather complicated; for example, it may be dense in $\mathcal{M}_{T}$ in the weak* topology (Exercise 4.6.5).

Exercise 4.6.1. Describe $\mathcal{M}_{T}$ and $\mathcal{M}_{T}^{e}$ for the homeomorphism of the circle $T(x)=x+a \sin 2 \pi x \bmod 1,0<a \leq \frac{1}{2 \pi}$.

Exercise 4.6.2. Describe $\mathcal{M}_{T}$ and $\mathcal{M}_{T}^{e}$ for the homeomorphism of the torus $T(x, y)=(x, x+y) \bmod 1$.

## Exercise 4.6.3

(a) Give an example of a map of the circle that is discontinuous at exactly one point and does not have non-trivial finite invariant Borel measures.
(b) Give an example of a continuous map of the real line that does not have non-trivial finite invariant Borel measures.

Exercise 4.6.4. Let $X$ and $Y$ be compact metric spaces and $T: X \rightarrow Y$ a continuous map. Show that $T$ induces a natural map $\mathcal{M}(X) \rightarrow \mathcal{M}(Y)$, and that this map is continuous in the weak* topology.
*Exercise 4.6.5. Prove that if $\sigma$ is the two-sided 2-shift, then $\mathcal{M}_{\sigma}^{e}$ is dense in $\mathcal{M}_{\sigma}$ in the weak* topology.

### 4.7 Unique Ergodicity and Weyl's Theorem ${ }^{3}$

In this section $T$ is a continuous map of a compact metric space $X$. By §4.6, there are $T$-invariant Borel probability measures. If there is only one such measure, then $T$ is said to be uniquely ergodic. Note that this unique invariant measure is necessarily ergodic by Proposition 4.6.2.

An irrational circle rotation is uniquely ergodic (Exercise 4.7.1). Moreover, any topologically transitive translation on a compact abelian group is uniquely ergodic (Exercise 4.7.2). On the other hand, unique ergodicity does not imply topological transitivity (Exercise 4.7.3).

PROPOSITION 4.7.1. Let $X$ be a compact metric space. A continuous map $T: X \rightarrow X$ is uniquely ergodic if and only if $S_{f}^{n}=\frac{1}{n} \sum_{i=0}^{n-1} f \circ T^{i}$ converges uniformly to a constant function $S_{f}^{\infty}$ for any continuous function $f \in C(X)$.
Proof. Suppose first that $T$ is uniquely ergodic and $\mu$ is the unique $T$ invariant Borel probability measure. We will show that

$$
\lim _{n \rightarrow \infty} \max _{x \in X}\left|S^{n} f(x)-\int_{X} f d \mu\right| \rightarrow 0
$$

[^7]Assume, for a contradiction, that there are $f \in C(X)$ and sequences $x_{k} \in$ $X$ and $n_{k} \rightarrow \infty$ such that $\lim _{k \rightarrow \infty} S_{f}^{n_{k}}\left(x_{k}\right)=c \neq \int_{X} f d \mu$. As in the proof of Proposition 4.6.1, there is a subsequence $n_{k_{i}} \rightarrow \infty$ such that the limit $L(g)=\lim _{i \rightarrow \infty} S_{f}^{n_{k_{i}}}\left(x_{k_{i}}\right)$ exists for any $g \in C(X)$. As in Proposition 4.6.1, $L$ defines a $T$-invariant, positive, bounded linear functional on $C(X)$. By the Riesz representation theorem, $L(g)=\int_{X} g d \nu$ for some $v \in \mathcal{M}_{T}$. Since $L(f)=c \neq \int_{X} f d \mu$, the measures $\mu$ and $\nu$ are different, which contradicts unique ergodicity.

The proof of the converse is left as an exercise (Exercise 4.7.4).
Uniform convergence of the time averages of continuous functions does not, by itself, imply unique ergodicity. For example, if $(X, T)$ is uniquely ergodic and $I=[0,1]$, then $(X \times I, T \times \mathrm{Id})$ is not uniquely ergodic, but the time averages converge uniformly for all continuous functions.

PROPOSITION 4.7.2. Let $T$ be a topologically transitive continuous map of a compact metric space $X$. Suppose that the sequence of time averages $S_{f}^{n}$ converges uniformly for every continuous function $f \in C(X)$. Then $T$ is uniquely ergodic.
Proof. Since the convergence is uniform, $S_{f}^{\infty}=\lim _{n \rightarrow \infty} S_{f}^{n}$ is a continuous function. As in the proof of Proposition 4.6.1, $S_{f}^{\infty}(T(x))=S_{f}^{\infty}(x)$ for every $x$. Since $T$ is topologically transitive, $S_{f}^{\infty}$ is constant. As in previous arguments, the linear functional $f \mapsto S_{f}^{\infty}$ defines a measure $\mu \in \mathcal{M}_{T}$ with $\int_{X} f d \mu=S_{f}^{\infty}$. Let $v \in \mathcal{M}_{T}$. By the Birkhoff ergodic theorem (Theorem 4.5.5), $S_{f}^{\infty}(x)=$ $\int_{X} f d \nu$ for every $f \in C(X)$ and $v$ a.e. $x \in X$. Therefore, $\nu=\mu$.

Let $X$ be a compact metric space with a Borel probability measure $\mu$. Let $T: X \rightarrow X$ be a homeomorphism preserving $\mu$. A point $x \in X$ is called generic for $(X, \mu, T)$ if for every continuous function $f$

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} f\left(T^{k}(x)\right)=\int_{X} f d \mu
$$

If $T$ is ergodic, then by Corollary $4.5 .8, \mu$-a.e. $x$ is generic.
For a compact topological group $G$, the Haar measure on $G$ is the unique Borel probability measure invariant under all left and right translations. Let $T: X \rightarrow X$ be a homeomorphism of a compact metric space, $G$ a compact group, and $\phi: X \rightarrow G$ a continuous function. The homeomorphism $S: X \times$ $G \rightarrow X \times G$ given by $S(x, g)=(T(x), \phi(x) g$ ) is a group extension (or $G$ extension) of $T$. Observe that $S$ commutes with the right translations $R_{g}(x, h)=(x, h g)$. If $\mu$ is a $T$-invariant measure on $X$ and $m$ is the Haar measure on $G$, then the product measure $\mu \times m$ is $S$-invariant (Exercise 4.7.7).

PROPOSITION 4.7.3 (Furstenberg). Let $G$ be a compact group with Haar measure m, $X$ a compact metric space with a Borel probability measure $\mu$, T: $X \rightarrow X$ a homeomorphism preserving $\mu, Y=X \times G, v=\mu \times m$, and $S: Y \rightarrow Y$ a $G$-extension of $T$. If $T$ is uniquely ergodic and $S$ is ergodic, then $S$ is uniquely ergodic.
Proof. Since $v$ is $R_{g}$-invariant for every $g \in G$, if $(x, h)$ is generic for $v$, then $(x, h g)$ is generic for $v$. Since $S$ is ergodic, $v$-a.e. $(x, h)$ is $v$-generic. Therefore for $\mu$-a.e. $x \in X$, the point $(x, h)$ is $v$-generic for every $h$. If a measure $v^{\prime} \neq v$ is $S$-invariant and ergodic, then $v^{\prime}$-a.e. $(x, h)$ is $\nu^{\prime}$-generic. The points that are $v^{\prime}$-generic cannot be $v$-generic. Hence there is a subset $N \subset X$ such that $\mu(N)=0$ and the first coordinate $x$ of every $\nu^{\prime}$-generic point $(x, h)$ lies in $N$. However, the projection of $v^{\prime}$ to $X$ is $T$-invariant and therefore is $\mu$. This is a contradiction.

PROPOSITION 4.7.4. Let $\alpha \in(0,1)$ be irrational, and let $T: \mathbb{T}^{k} \rightarrow \mathbb{T}^{k}$ be defined by

$$
T\left(x_{1}, \ldots, x_{k}\right)=\left(x_{1}+\alpha, x_{2}+a_{21} x_{1}, \ldots, x_{k}+a_{k 1} x_{1}+\cdots a_{k k-1} x_{k-1}\right)
$$

where the coefficients $a_{i j}$ are integers and $a_{i i-1} \neq 0, i=2, \ldots, k$. Then $T$ is uniquely ergodic.
Proof. By Exercise 4.7.8, $T$ is ergodic with respect to Lebesgue measure on $\mathbb{T}^{k}$. An inductive application of Proposition 4.7.3 yields the result.

Let $X$ be a compact topological space with a Borel probability measure $\mu$. A sequence $\left(x_{i}\right)_{i \in \mathbb{N}}$ in $X$ is uniformly distributed if for any continuous function $f$ on $X$,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{n} f\left(x_{k}\right)=\int_{X} f d \mu
$$

THEOREM 4.7.5 (Weyl). If $P(x)=b_{k} x^{k}+\cdots+b_{0}$ is a real polynomial such that at least one of the coefficients $b_{i}, i>0$, is irrational, then the sequence $(P(n) \bmod 1)_{n \in \mathbb{N}}$ is uniformly distributed in $[0,1]$.
Proof [Fur81a]. Assume first that $b_{k}=\alpha / k!$ with $\alpha$ irrational. Consider the map $T: \mathbb{T}^{k} \rightarrow \mathbb{T}^{k}$ given by

$$
T\left(x_{1}, \ldots, x_{k}\right)=\left(x_{1}+\alpha, x_{2}+x_{1}, \ldots, x_{k}+x_{k-1}\right) .
$$

Let $\pi: \mathbb{R}^{k} \rightarrow \mathbb{T}^{k}$ be the projection. Let $P_{k}(x)=P(x)$ and $P_{i-1}(x)=$ $P_{i}(x+1)-P_{i}(x), \quad i=k, \ldots, 1$. Then $P_{1}(x)=\alpha x+\beta$. Observe that $T^{n}\left(\pi\left(P_{1}(0), \ldots, P_{k}(0)\right)\right)=\pi\left(P_{1}(n), \ldots, P_{k}(n)\right)$. Since $T$ is uniquely ergodic by Proposition 4.7.4, this orbit (and any other orbit) is uniformly distributed
on $\mathbb{T}^{k}$. It follows that the last coordinate $P_{k}(n)=P(n)$ is uniformly distributed on $S^{1}$.

Exercise 4.7.9 finishes the proof.
Exercise 4.7.1. Prove that an irrational circle rotation is uniquely ergodic.
Exercise 4.7.2. Prove that any topologically transitive translation on a compact abelian group is uniquely ergodic.

Exercise 4.7.3. Prove that the diffeomorphism $T: S^{1} \rightarrow S^{1}$ defined by $T(x)=x+a \sin ^{2}(\pi x), a<1 / \pi$, is uniquely ergodic but not topologically transitive.

Exercise 4.7.4. Prove the remaining statement of Proposition 4.7.1.
Exercise 4.7.5. Prove that the subshift defined by a fixed point $a$ of a primitive substitution $s$ is uniquely ergodic.

Exercise 4.7.6. Let $T$ be a uniquely ergodic continuous transformation of a compact metric space $X$, and $\mu$ the unique invariant Borel probability measure. Show that supp $\mu$ is a minimal set for $T$.

Exercise 4.7.7. Let $S: X \times G \rightarrow X \times G$ be a $G$-extension of $T:(X, \mu) \rightarrow$ ( $X, \mu$ ) , and let $m$ be the Haar measure on $G$. Prove that the product measure $\mu \times m$ is $S$-invariant.

Exercise 4.7.8. Use Fourier series on $\mathbb{T}^{k}$ to prove that $T$ from Proposition 4.7.4 is ergodic with respect to Lebesgue measure.

Exercise 4.7.9. Reduce the general case of Theorem 4.7 .5 to the case where the leading coefficient is irrational.

### 4.8 The Gauss Transformation Revisited ${ }^{4}$

Recall that the Gauss transformation (§1.6) is the map of the unit interval to itself defined by

$$
\phi(x)=\frac{1}{x}-\left[\frac{1}{x}\right] \quad \text { for } \quad x \in(0,1], \quad \phi(0)=0 .
$$

The Gauss measure $\mu$ defined by

$$
\begin{equation*}
\mu(A)=\frac{1}{\log 2} \int_{A} \frac{d x}{1+x} \tag{4.3}
\end{equation*}
$$

is a $\phi$-invariant probability measure on $[0,1]$.

[^8]For an irrational $x \in(0,1]$, the $n$th entry $a_{n}(x)=\left[1 / \phi^{n-1}(x)\right]$ of the continued fraction representing $x$ is called the $n$-th quotient, and we write $x=\left[a_{1}(x), a_{2}(x), \ldots\right]$. The irreducible fraction $p_{n}(x) / q_{n}(x)$ that is equal to the truncated continued fraction $\left[a_{1}(x), \ldots, a_{n}(x)\right]$ is called the $n$th convergent of $x$. The numerators and denominators of the convergents satisfy the following relations:

$$
\begin{array}{lll}
p_{0}(x)=0, & p_{1}(x)=1, & p_{n}(x)=a_{n}(x) p_{n-1}(x)+p_{n-2}(x), \\
q_{0}(x)=1, & q_{1}(x)=a_{1}(x), & q_{n}(x)=a_{n}(x) q_{n-1}(x)+q_{n-2}(x) \tag{4.5}
\end{array}
$$

for $n>1$. We have

$$
x=\frac{p_{n}(x)+\left(\phi^{n}(x)\right) p_{n-1}(x)}{q_{n}(x)+\left(\phi^{n}(x)\right) q_{n-1}(x)} .
$$

By an inductive argument

$$
p_{n}(x) \geq 2^{(n-2) / 2} \quad \text { and } \quad q_{n}(x) \geq 2^{(n-1) / 2} \quad \text { for } \quad n \geq 2,
$$

and

$$
\begin{equation*}
p_{n-1}(x) q_{n}(x)-p_{n}(x) q_{n-1}(x)=(-1)^{n}, \quad n \geq 1 . \tag{4.6}
\end{equation*}
$$

For positive integers $b_{k}, k=1, \ldots, n$, let

$$
\Delta_{b_{1}, \ldots, b_{n}}=\left\{x \in(0,1]: a_{k}(x)=b_{k}, k=1, \ldots, n\right\} .
$$

The interval $\Delta_{b_{1}, \ldots, b_{n}}$ is the image of the interval $[0,1)$ under the map $\psi_{b_{1}, \ldots, b_{n}}$ defined by

$$
\psi_{b_{1}, \ldots, b_{n}}(t)=\left[b_{1}, \ldots, b_{n-1}, b_{n}+t\right] .
$$

If $n$ is odd, $\psi_{b_{1}, \ldots, b_{n}}$ is decreasing; if $n$ is even, it is increasing. For $x \in \Delta_{b_{1}, \ldots, b_{n}}$

$$
\begin{equation*}
x=\psi_{b_{1}, \ldots, b_{n}}(t)=\frac{p_{n}+t p_{n-1}}{q_{n}+t q_{n-1}}, \tag{4.7}
\end{equation*}
$$

where $p_{n}$ and $q_{n}$ are given by the recursive relations (4.4) and (4.5) with $a_{n}(x)$ replaced by $b_{n}$. Therefore

$$
\Delta_{b_{1}, \ldots, b_{n}}=\left[\frac{p_{n}}{q_{n}}, \frac{p_{n}+p_{n-1}}{q_{n}+q_{n-1}}\right) \quad \text { if } n \text { is even, }
$$

and

$$
\Delta_{b_{1}, \ldots, b_{n}}=\left(\frac{p_{n}+p_{n-1}}{q_{n}+q_{n-1}}, \frac{p_{n}}{q_{n}}\right] \quad \text { if } n \text { is odd. }
$$

If $\lambda$ is Lebesgue measure, then $\lambda\left(\Delta_{b_{1}, \ldots, b_{n}}\right)=\left(q_{n}\left(q_{n}+q_{n-1}\right)\right)^{-1}$.

PROPOSITION 4.8.1. The Gauss transformation is ergodic for the Gauss measure $\mu$.

Proof. For a measure $v$ and measurable sets $A$ and $B$ with $v(B) \neq 0$, let $v(A \mid B)=v(A \cap B) / v(B)$ denote the conditional measure. Fix $b_{1}, \ldots, b_{n}$, and let $\Delta_{n}=\Delta_{b_{1}, \ldots, b_{n}}, \psi_{n}=\psi_{b_{1}, \ldots, b_{n}}$. The length of $\Delta_{n}$ is $\pm\left(\psi_{n}(1)-\psi_{n}(0)\right)$, and for $0 \leq x<y \leq 1$,

$$
\lambda\left(\left\{z: x \leq \phi^{n}(z)<y\right\} \cap \Delta_{n}\right)= \pm\left(\psi_{n}(y)-\psi_{n}(x)\right),
$$

where the sign depends on the parity of $n$. Therefore

$$
\lambda\left(\phi^{-n}([x, y)) \mid \Delta_{n}\right)=\frac{\psi_{n}(y)-\psi_{n}(x)}{\psi_{n}(1)-\psi_{n}(0)}
$$

and by (4.6) and (4.7),

$$
\lambda\left(\phi^{-n}([x, y)) \mid \Delta_{n}\right)=(y-x) \cdot \frac{q_{n}\left(q_{n}+q_{n-1}\right)}{\left(q_{n}+x q_{n-1}\right)\left(q_{n}+y q_{n-1}\right)}
$$

The second factor in the right-hand side is between $1 / 2$ and 2 . Hence

$$
\frac{1}{2} \lambda([x, y)) \leq \lambda\left(\phi^{-n}([x, y)) \mid \Delta_{n}\right) \leq 2 \lambda([x, y))
$$

Since the intervals $[x, y)$ generate the $\sigma$-algebra,

$$
\begin{equation*}
\frac{1}{2} \lambda(A) \leq \lambda\left(\phi^{-n}(A) \mid \Delta_{n}\right) \leq 2 \lambda(A) \tag{4.8}
\end{equation*}
$$

for any measurable set $A \subset[0,1]$.
Because the density of the Gauss measure $\mu$ is between $1 /(2 \log 2)$ and 1/ $\log 2$,

$$
\frac{1}{2 \log 2} \lambda(A) \leq \mu(A) \leq \frac{1}{\log 2} \lambda(A) .
$$

By (4.8),

$$
\frac{1}{4} \mu(A) \leq \mu\left(\phi^{-n}(A) \mid \Delta_{n}\right) \leq 4 \mu(A)
$$

for any measurable $A \subset[0,1]$.
Let $A$ be a measurable $\phi$-invariant set with $\mu(A)>0$. Then $\frac{1}{4} \mu(A) \leq$ $\mu\left(A \mid \Delta_{n}\right)$, or, equivalently, $\frac{1}{4} \mu\left(\Delta_{n}\right) \leq \mu\left(\Delta_{n} \mid A\right)$. Since the intervals $\Delta_{n}$ generate the $\sigma$-algebra, $\frac{1}{4} \mu(B) \leq \mu(B \mid A)$ for any measurable set $B$. By choosing $B=[0,1] \backslash A$ we obtain that $\mu(A)=1$.

The ergodicity of the Gauss transformation has the following numbertheoretic consequences.

PROPOSITION 4.8.2. For almost every $x \in[0,1]$ (with respect to $\mu$ measure or Lebesgue measure), we have the following:

1. Each integer $k \in \mathbb{N}$ appears in the sequence $a_{1}(x), a_{2}(x), \ldots$ with asymptotic frequency

$$
\frac{1}{\log 2} \log \left(\frac{k+1}{k}\right) .
$$

2. $\lim _{n \rightarrow \infty} \frac{1}{n}\left(a_{1}(x)+\cdots+a_{n}(x)\right)=\infty$.
3. $\lim _{n \rightarrow \infty} \sqrt[n]{a_{1}(x) a_{2}(x) \cdots a_{n}(x)}=\prod_{k=1}^{\infty}\left(1+\frac{1}{k^{2}+2 k}\right)^{\log k / \log 2}$.
4. $\lim _{n \rightarrow \infty} \frac{\log q_{n}(x)}{n}=\frac{\pi^{2}}{12 \log 2}$

Proof. 1: Let $f$ be the characteristic function of the semiopen interval $[1 / k, 1 /(k+1))$. Then $a_{n}(x)=k$ if and only if $f\left(\phi^{n}(x)\right)=1$. By the Birkhoff ergodic theorem, for almost every $x$,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=0}^{n-1} f\left(\phi^{i}(x)\right)=\int_{0}^{1} f d \mu=\mu\left(\left[\frac{1}{k}, \frac{1}{k+1}\right)\right)=\frac{1}{\log 2} \log \left(\frac{k+1}{k}\right),
$$

which proves the first assertion.
2: Let $f(x)=[1 / x]$, i.e., $f(x)=a_{1}(x)$. Note that $\int_{0}^{1} f(x) /(1+x) d x=\infty$, since $f(x)>(1-x) / x$ and $\int_{0}^{1} \frac{(1-x)}{x(1+x)} d x=\infty$. For $N>0$, define

$$
f_{N}(x)= \begin{cases}f(x) & \text { if } f(x) \leq N, \\ 0 & \text { otherwise }\end{cases}
$$

Then, for any $N>0$, for almost every $x$,

$$
\begin{aligned}
\underline{l i m}_{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} f\left(\phi^{k}(x)\right) & \geq \underline{\lim }_{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} f_{N}\left(\phi^{k}(x)\right) \\
& =\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} f_{N}\left(\phi^{k}(x)\right) \\
& =\frac{1}{\log 2} \int_{0}^{1} \frac{f_{N}(x)}{1+x} d x
\end{aligned}
$$

Since $\lim _{N \rightarrow \infty} \int_{0}^{1} \frac{f_{N}(x)}{1+x} d x \rightarrow \infty$, the conclusion follows.

3: Let $f(x)=\log a_{1}(x)=\log \left(\left[\frac{1}{x}\right]\right)$. Then $f \in L^{1}([0,1])$ with respect to the Gauss measure $\mu$ (Exercise 4.8.1). By the Birkhoff ergodic theorem,

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{n} \log a_{k}(x) & =\frac{1}{\log 2} \int_{0}^{1} \frac{f(x)}{1+x} d x \\
& =\frac{1}{\log 2} \sum_{k=1}^{\infty} \int_{\frac{1}{k+1}}^{\frac{1}{k}} \frac{\log k}{1+x} d x \\
& =\sum_{k=1}^{\infty} \frac{\log k}{\log 2} \cdot \log \left(1+\frac{1}{k^{2}+2 k}\right) .
\end{aligned}
$$

Exponentiating this expression gives part 3.
4: Note that $p_{n}(x)=q_{n-1}(\phi(x))$ (Exercise 4.8.2), so

$$
\frac{1}{q_{n}(x)}=\frac{p_{n}(x)}{q_{n}(x)} \frac{p_{n-1}(\phi(x))}{q_{n-1}(\phi(x))} \cdots \frac{p_{1}\left(\phi^{n-1}(x)\right)}{q_{1}\left(\phi^{n-1}(x)\right)} .
$$

Thus

$$
\begin{align*}
&- \frac{1}{n} \log q_{n}(x)=\frac{1}{n} \sum_{k=0}^{n-1} \log \left(\frac{p_{n-k}\left(\phi^{k}(x)\right)}{q_{n-k}\left(\phi^{k}(x)\right)}\right) \\
& \quad=\frac{1}{n} \sum_{k=0}^{n-1} \log \left(\phi^{k}(x)\right)+\frac{1}{n} \sum_{k=0}^{n-1}\left(\log \frac{p_{n-k}\left(\phi^{k}(x)\right)}{q_{n-k}\left(\phi^{k}(x)\right)}-\log \left(\phi^{k}(x)\right)\right) . \tag{4.9}
\end{align*}
$$

It follows from the Birkhoff Ergodic Theorem that the first term of (4.9) converges a.e. to $(1 / \log 2) \int_{0}^{1} \log x /(1+x) d x=-\pi^{2} / 12$. The second term converges to 0 (Exercise 4.8.2).

Exercise 4.8.1. Show that $\log ([1 / x]) \in L^{1}([0,1])$ with respect to the Gauss measure $\mu$.

Exercise 4.8.2. Show that $p_{n}(x)=q_{n}(\phi(x))$ and that

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1}\left(\log \left(\phi^{k}(x)\right)-\log \frac{p_{n-k}\left(\phi^{k}(x)\right)}{q_{n-k}\left(\phi^{k}(x)\right)}\right)=0 .
$$

### 4.9 Discrete Spectrum

Let $T$ be an automorphism of a probability space $(X, \mathfrak{A}, \mu)$. The operator $U_{T}: L^{2}(X, \mathfrak{A}, \mu) \rightarrow L^{2}(X, \mathfrak{A}, \mu)$ is unitary, and each of its eigenvalues is a complex number of absolute value 1 . Denote by $\Sigma_{T}$ the set of all eigenvalues of $U_{T}$. Since constant functions are $T$-invariant, 1 is an eigenvalue of $U_{T}$. Any $T$-invariant function is an eigenfunction of $U_{T}$ with eigenvalue 1 .

Therefore, $T$ is ergodic if and only if 1 is a simple eigenvalue of $U_{T}$. If $f, g$ are two eigenfunctions with different eigenvalues $\sigma \neq \kappa$, then $\langle f, g\rangle=0$, since $\langle f, g\rangle=\left\langle U_{T} f, U_{T} g\right\rangle=\sigma \bar{\kappa}\langle f, g\rangle$. Note that $U_{T}$ is a multiplicative operator, i.e., $U_{T}(f \cdot g)=U_{T}(f) \cdot U_{T}(g)$, which has important implications for its spectrum.

PROPOSITION 4.9.1. $\Sigma_{T}$ is a subgroup of the unit circle $S^{1}=\{z \in \mathbb{C}:|z|=$ 1\}. If $T$ is ergodic, then every eigenvalue of $U_{T}$ is simple.
Proof. If $\sigma \in \Sigma_{T}$ and $f(T(x))=\sigma f(x)$, then $\bar{f}(T(x))=\bar{\sigma} \bar{f}(x)$, and hence $\bar{\sigma}=\sigma^{-1} \in \Sigma_{T}$. If $\sigma_{1}, \sigma_{2} \in \Sigma_{T}$ and $f_{1}(T(x))=\sigma_{1} f_{1}(x), f_{2}(T(x))=\sigma_{2} f_{2}(x)$, then $f=f_{1} f_{2}$ has eigenvalue $\sigma_{1} \sigma_{2}$, and hence $\sigma_{1} \sigma_{2} \in \Sigma_{T}$. Therefore, $\Sigma_{T}$ is a subgroup of $S^{1}$.

If $T$ is ergodic, the absolute value of any eigenfunction $f$ is essentially constant (and non-zero). Thus, if $f$ and $g$ are eigenfunctions with the same eigenvalue $\sigma$, then $f / g$ is in $L^{2}$ and is an eigenfunction with eigenvalue 1 , so it is essentially constant by ergodicity. Therefore every eigenvalue is simple.

An ergodic automorphism $T$ has discrete spectrum if the eigenfunctions of $U_{T}$ span $L^{2}(X, \mathfrak{A}, \mu)$. An automorphism $T$ has continuous spectrum if 1 is a simple eigenvalue of $U_{T}$ and $U_{T}$ has no other eigenvalues.

Consider a circle rotation $R_{\alpha}(x)=x+\alpha \bmod 1, x \in[0,1)$. For each $n \in$ $\mathbb{Z}$, the function $f_{n}(x)=\exp (2 \pi i n x)$ is an eigenfunction of $U_{R_{\alpha}}$ with eigenvalue $2 \pi n \alpha$. If $\alpha$ is irrational, the eigenfunctions $f_{n}$ span $L^{2}$, and hence $R_{\alpha}$ has discrete spectrum. On the other hand, every weak mixing transformation has continuous spectrum (Exercise 4.9.1).

Let $G$ be an abelian topological group. A character is a continuous homomorphism $\chi: G \rightarrow S^{1}$. The set of characters of $G$ with the compact-open topology forms a topological group $\hat{G}$ called the group of characters (or the dual group). For every $g \in G$, the evaluation map $\chi \mapsto \chi(g)$ is a character $\iota_{g} \in \hat{\hat{G}}$, the dual of $\hat{G}$, and the map $\iota: G \rightarrow \hat{\hat{G}}$ is a homomorphism. If $\iota_{g}(\chi) \equiv 1$, then $\chi(g)=1$ for every $\chi \in \hat{G}$, and hence $\iota$ is injective. By the Pontryagin duality theorem [He195], $\iota$ is also surjective and $\hat{G} \cong G$. Moreover, if $G$ is discrete, $\hat{G}$ is a compact abelian group, and conversely.

For example, each character $\chi \in \hat{\mathbb{Z}}$ is completely determined by the value $\chi(1) \in S^{1}$. Therefore $\hat{\mathbb{Z}} \cong S^{1}$. On the other hand, if $\lambda \in \hat{S}^{1}$, then $\lambda: S^{1} \rightarrow S^{1}$ is a homomorphism, so $\lambda(z)=z^{n}$ for some $n \in \mathbb{Z}$. Therefore, $\hat{S}^{1}=\mathbb{Z}$.

On a compact abelian group $G$ with Haar measure $\lambda$, every character is in $L^{\infty}$, and therefore in $L^{2}$. The integral of any non-trivial character with respect to Haar measure is 0 (Exercise 4.9.3). If $\sigma$ and $\sigma^{\prime}$ are characters of
$G$, then $\sigma \overline{\sigma^{\prime}}$ is also a character. If $\sigma$ and $\sigma^{\prime}$ are different, then

$$
\left\langle\sigma, \sigma^{\prime}\right\rangle=\int_{G} \sigma(g) \overline{\sigma^{\prime}}(g) d \lambda(g)=\int_{G}\left(\sigma \overline{\sigma^{\prime}}\right)(g) d \lambda(g)=0 .
$$

Thus the characters of $G$ are pairwise orthogonal in $L^{2}(G, \lambda)$.
THEOREM 4.9.2. For every countable subgroup $\Sigma \subset S^{1}$ there is an ergodic automorphism $T$ with discrete spectrum such that $\Sigma_{T}=\Sigma$.
Proof. The identity character Id: $\Sigma \rightarrow S^{1}, \operatorname{Id}(\sigma)=\sigma$, is a character of $\Sigma$. Let $T: \hat{\Sigma} \rightarrow \hat{\Sigma}$ be the translation $\chi \mapsto \chi \cdot$ Id. The normalized Haar measure $\lambda$ on $\hat{\Sigma}$ is invariant under $T$. For $\sigma \in \Sigma$, let $f_{\sigma} \in \hat{\hat{\Sigma}}$ be the character of $\hat{\Sigma}$ such that $f_{\sigma}(\chi)=\chi(\sigma)$. Since

$$
U_{T} f_{\sigma}(\chi)=f_{\sigma}(\chi \mathrm{Id})=f_{\sigma}(\chi) f_{\sigma}(\mathrm{Id})=\sigma f_{\sigma}(\chi),
$$

$f_{\sigma}$ is an eigenfunction with eigenvalue $\sigma$.
We claim that the linear span $\mathcal{A}$ of the set of characters $\left\{f_{\sigma}: \sigma \in \Sigma\right\}$, is dense in $L^{2}(\hat{\Sigma}, \lambda)$, which will complete the proof. The set of characters separates points of $\hat{\Sigma}$, is closed under complex conjugation, and contains the constant function 1 . Since the set of characters is closed under multiplication, $\mathcal{A}$ is closed under multiplication, and is therefore an algebra. By the Stone-Weierstrass theorem [Roy88], $\mathcal{A}$ is dense in $C(\Sigma, \mathbb{C})$, and therefore in $L^{2}(\hat{\Sigma}, \lambda)$.

The following theorem (which we do not prove) is a converse to Theorem 4.9.2.

THEOREM 4.9.3 (Halmos-von Neumann). Let $T$ be an ergodic automorphism with discrete spectrum, and let $\Sigma \subset S^{1}$ be its spectrum. Then $T$ is isomorphic to the translation on $\hat{\Sigma}$ by the identity character Id: $\Sigma \rightarrow S^{1}$.

A measure-preserving transformation $T:(X, \mathfrak{A}, \mu) \rightarrow(X, \mathfrak{A}, \mu)$ is aperiodic if $\mu\left(\left\{x \in X: T^{n}(x)=x\right\}\right)=0$ for every $n \in \mathbb{N}$.

Theorem 4.9.4 (which we do not prove) implies that every aperiodic transformation can be approximated by a periodic transformation with an arbitrary period $n$. Many of the examples and counterexamples in abstract ergodic theory are constructed using the method of cutting and stacking based on this theorem.

THEOREM 4.9 .4 (Rokhlin-Halmos [Hal60]). Let $T$ be an aperiodic automorphism of a Lebesgue probability space $(X, \mathfrak{A}, \mu)$. Then for every $n \in \mathbb{N}$ and $\epsilon>0$ there is a measurable subset $A=A(n, \epsilon) \subset X$ such that the sets $T^{i}(A), i=0, \ldots, n-1$, are pairwise disjoint and $\mu\left(X \backslash \bigcup_{i=0}^{n-1} T^{i}(A)\right)<\epsilon$.

Exercise 4.9.1. Prove that every weak mixing measure-preserving transformation has continuous spectrum.

Exercise 4.9.2. Suppose that $\alpha, \beta \in(0,1)$ are irrational and $\alpha / \beta$ is irrational. Let $T$ be the translation of $\mathbb{T}^{2}$ given by $T(x, y)=(x+\alpha, y+\beta)$. Prove that $T$ is topologically transitive and ergodic and has discrete spectrum.

Exercise 4.9.3. Show that on a compact topological group $G$, the integral of any non-trivial character with respect to the Haar measure is 0 .

### 4.10 Weak Mixing ${ }^{5}$

The property of weak mixing is typical in the following sense. Since each non-atomic probability Lebesgue space is isomorphic to the unit interval with Lebesgue measure $\lambda$, every measure-preserving transformation can be viewed as a transformation of $[0,1]$ preserving $\lambda$. The weak topology on the set of all measure-preserving transformations of $[0,1]$ is given by $T_{n} \rightarrow$ $T$ if $\lambda\left(T_{n}(A) \Delta T(A)\right) \rightarrow 0$ for each measurable $A \subset[0,1]$. Halmos showed [Hal44] that a residual (in the weak topology) subset of transformations are weak mixing. V. Rokhlin showed [Roh48] that the set of strong mixing transformations is of first category (in the weak topology).

The weak mixing transformations, as Theorem 4.10 .6 below shows, are precisely those that have continuous spectrum. To show this we first prove a splitting theorem for isometries in a Hilbert space.

We say that a sequence of complex numbers $a_{n}, n \in \mathbb{Z}$ is non-negative definite if for each $N \in \mathbb{N}$,

$$
\sum_{k, m=-N}^{N} z_{k} \bar{z}_{m} a_{k-m} \geq 0
$$

for each finite sequence of complex numbers $z_{k},-N \leq k \leq N$.
For a (linear) isometry $U$ in a separable Hilbert space $H$, denote by $U^{*}$ the adjoint of $U$, and for $n \geq 0$ set $U_{n}=U^{n}$ and $U_{-n}=U^{* n}$.

LEMMA 4.10.1. For every $v \in H$, the sequence $\left\langle U_{n} v, v\right\rangle$ is non-negative definite.

## Proof.

$$
\sum_{k, m=-N}^{N} z_{k} \bar{z}_{m}\left\langle U_{k-m} v, v\right\rangle=\sum_{k, m=-N}^{N} z_{k} \bar{z}_{m}\left\langle U_{k} v, U_{m} v\right\rangle=\left\|\sum_{l=-N}^{N} z_{l} U_{l} v\right\|^{2}
$$

[^9]LEMMA 4.10.2 (Wiener). For a finite measure $v$ on $[0,1)$ set $\hat{v}_{k}=$ $\int_{0}^{1} e^{2 \pi i k x} v(d x)$. Then $\lim _{n \rightarrow \infty} n^{-1} \sum_{k=0}^{n-1}\left|\hat{v}_{k}\right|=0$ if and only if $v$ has no atoms.

Proof. Observe that $n^{-1} \sum_{k=0}^{n-1}\left|\hat{v}_{k}\right| \rightarrow 0$ if and only if $n^{-1} \sum_{k=0}^{n-1}\left|\hat{v}_{k}\right|^{2} \rightarrow 0$. Now

$$
\begin{aligned}
\frac{1}{n} \sum_{k=0}^{n-1}\left|v_{k}\right|^{2} & =\frac{1}{n} \sum_{k=0}^{n-1} \int_{0}^{1} e^{2 \pi i k x} v(d x) \int_{0}^{1} e^{-2 \pi i k y} \nu(d y) \\
& =\int_{0}^{1} \int_{0}^{1}\left[\frac{1}{n} \sum_{k=0}^{n-1} e^{2 \pi i k(x-y)}\right] v(d x) v(d y)
\end{aligned}
$$

The functions $n^{-1} \sum_{k=0}^{n-1} \exp (2 \pi i k(x-y))$ are bounded in absolute value by 1 and converge to 1 for $x=y$ and to 0 for $x \neq y$. Therefore the last integral tends to the product measure $v \times v$ of the diagonal of $[0,1) \times[0,1)$. It follows that

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1}\left|v_{k}\right|^{2}=\sum_{0 \leq x<1}(v(\{x\}))^{2}
$$

For a (linear) isometry $U$ of a separable Hilbert space $H$, set

$$
H_{w}(U)=\left\{v \in H: \lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1}\left|\left\langle U^{k} v, v^{\prime}\right\rangle\right|=0 \text { for each } v^{\prime} \in H\right\}
$$

and denote by $H_{e}(U)$ the closure of the subspace spanned by the eigenvectors of $U$. Both $H_{w}(U)$ and $H_{e}(U)$ are closed and $U$-invariant.

PROPOSITION 4.10.3. Let $U$ be a (linear) isometry of a separable Hilbert space H. Then

1. For each $v \in H$, there is a unique finite measure $v_{v}$ on the interval $[0,1)$ (called the spectral measure) such that for every $n \in \mathbb{Z}$

$$
\left\langle U_{n} v, v\right\rangle=\int_{0}^{1} e^{2 \pi i n x} v_{v}(d x)
$$

2. If $v$ is an eigenvector of $U$ with eigenvalue $\exp (2 \pi i \alpha)$, then $v_{v}$ consists of a single atom at $\alpha$ of measure 1.
3. If $v \perp H_{e}(U)$, then $v_{v}$ has no atoms and $v \in H_{w}(U)$.

Proof. The first statement follows immediately from Lemma 4.10.1 and the spectral theorem for isometries in a Hilbert space [Hel95], [Fol95]. The second statement follows from the first (Exercise 4.10.3).

To prove the last statement let $v \perp H_{e}$ and $W=e^{-2 \pi i x} U$. Applying the von Neumann ergodic theorem 4.5.2, let $u=\lim _{n \rightarrow \infty} n^{-1} \sum_{k=0}^{n-1} W^{k} v$. Then
$W u=u$. By Proposition 4.10.3,

$$
\begin{aligned}
\langle u, v\rangle & =\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} e^{-2 \pi i x k}\left\langle U^{k} v, v\right\rangle \\
& =\lim _{n \rightarrow \infty} \int_{0}^{1} \frac{1}{n} \sum_{k=0}^{n-1} e^{-2 \pi i(x-y) k} v_{v}(d y)=v_{v}(x)
\end{aligned}
$$

If $v_{v}(x)>0$, then $u$ is a non-zero eigenvector of $U$ with eigenvalue $e^{2 \pi i x}$ and $v \not \perp u$, which is a contradiction. Therefore $v_{v}(x)=0$ for each $x$, and Lemma 4.10.2 completes the proof.

For a finite subset $B \subset \mathbb{N}$ denote by $|B|$ the cardinality of $B$. For a subset $A \subset \mathbb{N}$, define the upper density $\bar{d}(A)$ by

$$
\bar{d}(A)=\underset{n \rightarrow \infty}{\limsup } \frac{1}{n}|A \cap[1, n]| .
$$

We say that a sequence $b_{n}$ converges in density to $b$ and write d- $\lim _{n} b_{n}=b$ if there is a subset $A \subset \mathbb{N}$ such that $\bar{d}(A)=0$ and $\lim _{n \rightarrow \infty, n \notin A} b_{n}=b$.

LEMMA 4.10.4. If $\left(b_{n}\right)$ is a bounded sequence, then $\mathrm{d}-\lim _{n} b_{n}=0$ if and only if $\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1}\left|b_{n}-b\right|=0$.
Proof. Exercise 4.10.1.
The following splitting theorem is an immediate consequence of Proposition 4.10.3.

THEOREM 4.10.5 (Koopman-von Neumann [KvN32]). Let $U$ be an isometry in a separable Hilbert space $H$. Then $H=H_{e} \oplus H_{w}$. A vector $v \in H$
 $\left\langle U^{n} v, w\right\rangle=0$ for each $w \in H$.

Proof. The splitting follows from Proposition 4.10.3. To prove the remaining statement that $\mathrm{d}-\lim \left\langle U^{n} v, v\right\rangle=0$ if and only if $\mathrm{d}-\lim \left\langle U^{n} v, w\right\rangle=0$, observe that $\left\langle U^{n} v, w\right\rangle \equiv 0$ if $v \perp U^{k} v$ for all $k \in \mathbb{N}$. If $w=U^{k} v$, then $\left\langle U^{n} v, w\right\rangle=$ $\left\langle U^{n} v, U^{k} v\right\rangle=\left\langle U^{n-k} v, v\right\rangle$.

Recall that if $T$ and $S$ are measure-preserving transformations in finite measure spaces $(X, \mathfrak{A}, \mu)$ and $(Y, \mathfrak{B}, v)$, then $T \times S$ is a measure-preserving transformation in the product space $(X \times Y, \mathfrak{A} \times \mathfrak{B}, \mu \times \nu)$. As in §4.9, we denote by $U_{T}$ the isometry $U_{T} f(x)=f(T(x))$ of $L^{2}(X, \mathfrak{A}, \mu)$.

THEOREM 4.10.6. Let $T$ be a measure-preserving transformation of a probability space $(X, \mathfrak{A}, \mu)$. Then the following are equivalent:

1. Tis weak mixing.
2. Thas continuous spectrum.
3. d- $\lim _{n} \int_{X} f\left(T^{n}(x)\right) f(x) d \mu=0$ if $f \in L^{2}(X, \mathfrak{A}, \mu)$ and $\int_{X} f d \mu=0$.
4. d- $\lim _{n} \int_{X} f\left(T^{n}(x)\right) \overline{g(x)} d \mu=\int_{X} f d \mu \cdot \int_{X} g d \mu$ for all functions $f, g \in L^{2}(X, \mathfrak{A}, \mu)$.
5. $T \times T$ is ergodic.
6. $T \times S$ is weak mixing for each weak mixing $S$.
7. $T \times S$ is ergodic for each ergodic $S$.

Proof. The transformation $T$ is weak mixing if and only if $H_{w}\left(U_{T}\right)$ is the orthogonal complement of the constants in $L^{2}(X, \mathfrak{A}, \mu)$. Therefore, by Proposition $4.10 \cdot 3,1 \Leftrightarrow 2$. By Lemma $4 \cdot 10 \cdot 4,1 \Leftrightarrow 3$. Clearly $4 \Rightarrow 3$. Assume that 3 holds. It is enough to show 4 for $f$ with $\int_{X} f d \mu=0$. Observe that 4 holds for $g$ satisfying $\int_{X} f\left(T^{k}(x)\right) \overline{g(x)} d \mu=0$ for all $k \in \mathbb{N}$. Hence it suffices to consider $g(x)=f\left(T^{k}(x)\right)$. But $\int_{X} f\left(T^{n}(x)\right) \overline{f\left(T^{k}(x)\right)} d \mu=$ $\int_{X} f\left(T^{n-k}(x)\right) \overline{f(x)} d \mu \rightarrow 0$ as $n \rightarrow \infty$ by 3 . Therefore $3 \Leftrightarrow 4$.

Assume 5. Observe that $T$ is ergodic and if $U_{T}$ has an eigenfunction $f$, then $|f|$ is $T$-invariant, and hence constant. Therefore $f(x) / f(y)$ is $T \times T$ invariant and $5 \Rightarrow 2$. Clearly $6 \Rightarrow 2$ and $7 \Rightarrow 5$.

Assume 3. To prove 7 observe that $L^{2}(X \times Y, \mathfrak{A} \times \mathfrak{B}, \mu \times v)$ is spanned by functions of the form $f(x) g(y)$. Let $\int_{X} f d \mu=\int_{Y} g d \nu=0$. Then

$$
\begin{aligned}
& \int_{X \times Y} f\left(T^{n}(x)\right) g\left(S^{n}(y)\right) f(x) g(y) d \mu \times v \\
& \quad=\int_{X} f\left(T^{n}(x)\right) f(x) d \mu \cdot \int_{Y} g\left(S^{n}(y)\right) g(y) d v .
\end{aligned}
$$

The first integral on the right-hand side converges in density to 0 by part 3 , while the second one is bounded. Therefore the product converges in density to 0 , and part 7 follows. The proof of $3 \Rightarrow 6$ is similar (Exercise 4.10.4).

Exercise 4.10.1. Let $\left(b_{n}\right)$ be a bounded sequence. Prove that d-lim $b_{n}=b$ if and only if $\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1}\left|b_{n}-b\right|=0$.
Exercise 4.10.2. Prove that d-lim has the usual arithmetic properties of limits.

Exercise 4.10.3. Prove the second statement of Proposition 4.10.3.
Exercise 4.10.4. Prove that $3 \Rightarrow 6$ in Theorem 4.10.6.
Exercise 4.10.5. Let $T$ be a weak mixing measure-preserving transformation, and let $S$ be a measure-preserving transformation such that $S^{k}=T$ for some $k \in \mathbb{N}$ ( $S$ is called a $k$ th root of $T$ ). Prove that $S$ is weak mixing.

### 4.11 Applications of Measure-Theoretic Recurrence to Number Theory

In this section we give highlights of applications of measure-theoretic recurrence to number theory initiated by H. Furstenberg. As an illustration of this approach we prove Sárközy's Theorem (Theorem 4.11.5). Our exposition follows to a large extent [Fur77] and [Fur81a].

For a finite subset $F \subset \mathbb{Z}$, denote by $|F|$ the number of elements in $F$. A subset $D \subset \mathbb{Z}$ has positive upper density if there are $a_{n}, b_{n} \in \mathbb{Z}$ such that $b_{n}-a_{n} \rightarrow \infty$ and for some $\delta>0$,

$$
\frac{\left|D \cap\left[a_{n}, b_{n}\right]\right|}{b_{n}-a_{n}+1}>\delta \quad \text { for all } \quad n \in \mathbb{N} .
$$

Let $D \subset \mathbb{Z}$ have positive upper density. Let $\omega_{D} \in \Sigma_{2}=\{0,1\}^{\mathbb{Z}}$ be the sequence for which $\left(\omega_{D}\right)_{n}=1$ if $n \in A$ and $\left(\omega_{D}\right)_{n}=0$ if $n \notin D$, and let $X_{D}$ be the closure of its orbit under the shift $\sigma$ in $\Sigma_{2}$. Set $Y_{D}=\left\{\omega \in X_{D}: \omega_{0}=1\right\}$.

PROPOSITION 4.11.1 (Furstenberg). Let $D \subset \mathbb{Z}$ have positive upper density. Then there exists a shift-invariant Borel probability measure $\mu$ on $X_{D}$ such that $\mu\left(Y_{D}\right)>0$.
Proof. By $\S 4.6$, every $\sigma$-invariant Borel probability measure on $X_{D}$ is a linear functional $L$ on the space $C\left(X_{D}\right)$ of continuous functions on $X_{D}$ such that $L(f) \geq 0$ if $f \geq 0, L(1)=1$, and $L(f \circ \sigma)=L(f)$.

For a function $f \in C\left(X_{D}\right)$, set

$$
L_{n}(f)=\frac{1}{b_{n}-a_{n}+1} \sum_{i=a_{n}}^{b_{n}} f\left(\sigma^{i}\left(\omega_{D}\right)\right),
$$

where $a_{n}, b_{n}$, and $\delta$ are associated with $D$ as in the preceding paragraph. Observe that $L_{n}(f) \leq \max f$ for each $n$. Let $\left(f_{j}\right)_{j \in \mathbb{N}}$ be a countable dense subset in $C\left(X_{D}\right)$. By a diagonal process, one can find a sequence $n_{k} \rightarrow \infty$ such that $\lim _{k \rightarrow \infty} L_{n_{k}}\left(f_{j}\right)$ exists for each $j$. Since $\left(f_{j}\right)_{j \in \mathbb{N}}$ is dense in $C\left(X_{D}\right)$, we have that

$$
L(f)=\lim _{k \rightarrow \infty} \frac{1}{b_{n_{k}}-a_{n_{k}}+1} \sum_{i=a_{n_{k}}}^{b_{n_{k}}} f\left(\sigma^{i}\left(\omega_{D}\right)\right)
$$

exists for each $f \in C\left(X_{D}\right)$ and determines a $\sigma$-invariant Borel probability measure $\mu$.

Let $\chi \in C\left(X_{D}\right)$ be the characteristic function of $Y_{D}$. Then

$$
L(\chi)=\int \chi d \mu=\mu\left(Y_{D}\right)>0 .
$$

PROPOSITION 4.11.2. Let $p(k)$ be a polynomial with integer coefficients and $p(0)=0$. Let $U$ be an isometry of a separable Hilbert space $H$, and $H_{\mathrm{rat}} \subset H$ be the closure of the subspace spanned by the eigenvectors of $U$ whose eigenvalues are roots of 1. Suppose $v \in H$ is such that $\left\langle U^{p(k)} v, v\right\rangle=0$ for all $k \in \mathbb{N}$. Then $v \perp H_{\mathrm{rat}}$.
Proof. Let $v=v_{\text {rat }}+w$ with $v_{\text {rat }} \in H_{\text {rat }}$ and $w \perp H_{\text {rat }}$. We use the following lemma, whose proof is similar to the proof of Lemma 4.10.2 (Exercise 4.11.1).

LEMMA 4.11.3. $\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} U^{p(k)} w=0$ for all $w \perp H_{\text {rat }}$.
Fix $\epsilon>0$, and let $v_{\text {rat }}^{\prime} \in H_{\text {rat }}$ and $m$ be such that $\left\|v_{\text {rat }}-v_{\text {rat }}^{\prime}\right\|<\epsilon$ and $U^{m} v_{\text {rat }}^{\prime}=v_{\text {rat }}^{\prime}$. Then $\left\|U^{m k} v_{\text {rat }}-v_{\text {rat }}\right\|<2 \epsilon$ for each $k$ and, since $p(m k)$ is divisible by $m$,

$$
\left\|\frac{1}{n} \sum_{k=0}^{n-1} U^{p(m k)} v_{\mathrm{rat}}-v_{\mathrm{rat}}\right\|<2 \epsilon .
$$

Since $(1 / n) \sum_{k=0}^{n-1} U^{p(m k)} w \rightarrow 0$ by Lemma 4.11.3, for $n$ large enough we have

$$
\left\|\frac{1}{n} \sum_{k=0}^{n-1} U^{p(m k)} v-v_{\mathrm{rat}}\right\|<2 \epsilon .
$$

By assumption, $\left\langle U^{p(m k)} v, v\right\rangle=0$. Hence $\left|\left\langle v_{\text {rat }}, v\right\rangle\right|<2 \epsilon\|v\|$, so $\left\langle v_{\text {rat }}, v\right\rangle=0$.
As a corollary of the preceding proposition we obtain Furstenberg's polynomial recurrence theorem. ${ }^{6}$

THEOREM 4.11.4 (Furstenberg). Let $p(t)$ be a polynomial with integer coefficients and $p(0)=0$. Let $T$ be a measure-preserving transformation of a finite measure space $(X, \mathfrak{A}, \mu)$, and $A \in \mathfrak{A}$ be a set with positive measure. Then there is $n \in \mathbb{N}$ such that $\mu\left(A \cap T^{p(n)} A\right)>0$.
Proof. Let $U$ be the isometry induced by $T$ in $H=L^{2}(X, \mathfrak{A}, \mu),(U h)(x)=$ $h\left(T^{-1}(x)\right)$. If $\mu\left(A \cap T^{p(n)} A\right)=0$ for each $n \in \mathbb{N}$, then the characteristic function $\chi_{A}$ of $A$ satisfies $\left\langle U^{p(n)} \chi_{A}, \chi_{A}\right\rangle=0$ for each $n$. By Proposition 4.11.2, $\chi_{A}$ is orthogonal to all eigenfunctions of $U$ whose eigenvalues are roots of 1 . However $\mathbf{1}(x) \equiv 1$ is an eigenfunction of $U$ with eigenvalue 1 and $\left\langle\mathbf{1}, \chi_{A}\right\rangle=\mu(A) \neq 0$.

[^10]Theorem 4.11.4 and Proposition 4.11.1 imply the following result in combinatorial number theory.

THEOREM 4.11 .5 (Sárközy [Sár78]). Let $D \subset \mathbb{Z}$ have positive upper density, and let $p$ be a polynomial with integer coefficients and $p(0)=0$. Then there are $x, y \in D$ and $n \in \mathbb{N}$ such that $x-y=p(n)$.

The following extension of the Poincaré recurrence theorem (whose proof is beyond the scope of this book) was used by Furstenberg to give an ergodic-theoretic proof of the Szemerédi theorem on arithmetic progressions (Theorem 4.11.7).

THEOREM 4.11.6 (Furstenberg's Multiple Recurrence Theorem [Fur77]). Let $T$ be an automorphism of a probability space $(X, \mathfrak{A}, \mu)$. Then for every $n \in \mathbb{N}$ and every $A \in \mathfrak{A}$ with $\mu(A)>0$ there is $k \in \mathbb{N}$ such that

$$
\mu\left(A \cap T^{-k}(A) \cap T^{-2 k}(A) \cap \cdots \cap T^{-n k}(A)\right)>0 .
$$

THEOREM 4.11.7 (Szemerédi [Sze69]). Every subset $D \subset \mathbb{Z}$ of positive upper density contains arbitrarily long arithmetic progressions.
Proof. Exercise 4.11.3.
Exercise 4.11.1. Prove Lemma 4.11.3.
Exercise 4.11.2. Use Theorem 4.11.4 and Proposition 4.11.1 to prove Theorem 4.11.5.

Exercise 4.11.3. Use Proposition 4.11.1 and Theorem 4.11.6 to prove Theorem 4.11.7.

### 4.12 Internet Search ${ }^{7}$

In this section, we describe a surprising application of ergodic theory to the problem of searching the Internet. This approach is is used by the Internet search engine Google ${ }^{\mathrm{TM}}$ (〈www.google.com $\rangle$ ).

The Internet offers enormous amounts of information. Looking for information on the Internet is analogous to looking for a book in a huge library without a catalog. The task of locating information on the web is performed by search engines. The first search engines appeared in the early 1990s. The most popular engines handle tens of millions of searches per day.

[^11]The main tasks performed by a search engine are: gathering information from web pages; processing and storing this information in a database; and producing from this database a list of web pages relevant to a query consisting of one or more words. The gathering of information is performed by robot programs called crawlers that "crawl" the web by following links embedded in web pages. Raw information collected by the crawlers is parsed and coded by the indexer, which produces, for each web page, a set of word occurrences (including word position, font type, and capitalization) and records all links from this web page to other pages, thus creating the forward index. The sorter rearranges information by words (rather than web pages), thus creating the inverted index. The searcher uses the inverted index to answer the query, i.e., to compile a list of documents relevant to the keywords and phrases of the query.

The order of the documents on the list is extremely important. A typical list may contain tens of thousands of web pages, but at best only the first several dozen may be reviewed by the user. Google uses two characteristics of the web page to determine the order of the returned pages - the relevance of the document to the query and the PageRank of the web page. The relevance is based on the relative position, fontification, and frequency of the keyword(s) in the document. This factor by itself often does not produce good search results. For example, a query on the word "Internet" in one of the early search engines returned a list whose first entry was a web page in Chinese containing no English words other than "Internet." Even now, many search engines return barely relevant results when searching on common terms.

Google uses Markov chains to rank web pages. The collection of all web pages and links between them is viewed as a directed graph $G$ in which the web pages serve as vertices and the links as directed edges (from the web page on which they appear to the web page to which they point). At the moment there are about 1.5 billion web pages with about 10 times as many links. We number the vertices with positive integers $i=1,2, \ldots, N$. Let $\tilde{G}$ be the graph obtained from $G$ by adding a vertex 0 with edges to and from all other vertices. Let $b_{i j}=1$ if there is an edge from vertex $i$ to vertex $j$ in $\tilde{G}$, and let $O(i)$ be the number of outgoing edges adjacent to vertex $i$ in $\tilde{G}$. Note that $O(i)>0$ for all $i$. Fix a damping parameter $p \in(0,1)$ (for example, $p=.75$ ). Set $B_{i i}=0$ for $i \geq 0$. For $i, j>0$ and $i \neq j$ set

$$
B_{0 i}=\frac{1}{N}, \quad B_{i 0}=\left\{\begin{array}{ll}
1 & \text { if } O(i)=1, \\
1-p & \text { if } O(i) \neq 1,
\end{array} \quad B_{i j}= \begin{cases}0 & \text { if } b_{i j}=0 \\
\frac{p}{O(i)} & \text { if } b_{i j}=1\end{cases}\right.
$$

The matrix $B$ is stochastic and primitive. Therefore, by Corollary 3.3.3, it has a unique positive left eigenvector $q$ with eigenvalue 1 whose entries
add up to 1 . The pair $(B, q)$ is a Markov chain on the vertices of $\tilde{G}$. Google interprets $q_{i}$ as the PageRank of web page $i$ and uses it together with the relevance factor of the page to determine how high on the return list this page should be.

For any initial probability distribution $q^{\prime}$ on the vertices of $\tilde{G}$, the sequence $q^{\prime} B^{n}$ converges exponentially to $q$. Thus one can find an approximation for $q$ by computing $p B^{n}$, where $q^{\prime}$ is the uniform distribution. This approach to finding $q$ is computationally much easier than trying to find an eigenvector for a matrix with 1.5 billion rows and columns.

Exercise 4.12.1. Let $A$ be an $N \times N$ stochastic matrix, and let $A_{i j}^{n}$ be the entries of $A^{n}$, i.e., $A_{i j}^{n}$ is the probability of going from $i$ to $j$ in exactly $n$ steps (§4.4). Suppose $q$ is an invariant probability distribution, $q A=q$.
(a) Suppose that for some $j$, we have $A_{i j}=0$ for all $i \neq j$, and $A_{j k}^{n}>0$ for some $k \neq j$ and some $n \in \mathbb{N}$. Show that $q_{j}=0$.
(b) Prove that if $A_{i j}>0$ for some $j \neq i$ and $A_{j i}^{n}=0$ for all $n \in \mathbb{N}$, then $q_{i}=0$.

## Hyperbolic Dynamics

In Chapter 1, we saw several examples of dynamical systems that were locally linear and had complementary expanding and/or contracting directions: expanding endomorphisms of $S^{1}$, hyperbolic toral automorphisms, the horseshoe, and the solenoid. In this chapter, we develop the theory of hyperbolic differentiable dynamical systems, which include these examples. Locally, a differentiable dynamical system is well approximated by a linear map its derivative. Hyperbolicity means that the derivative has complementary expanding and contracting directions.

The proper setting for a differentiable dynamical system is a differentiable manifold with a differentiable map, or flow. A detailed introduction to the theory of differentiable manifolds is beyond the scope of this book. For the convenience of the reader, we give a brief formal introduction to differentiable manifolds in $\S 5.13$, and an even briefer informal introduction here.

For the purposes of this book, and without loss of generality (see the embedding theorems in [Hir94]), it suffices to think of a differentiable manifold $M^{n}$ as an $n$-dimensional differentiable surface, or submanifold, in $\mathbb{R}^{N}, N>n$. The implicit function theorem implies that each point in $M$ has a local coordinate system that identifies a neighborhood of the point with a neighborhood of 0 in $\mathbb{R}^{n}$. For each point $x$ on such a surface $M \subset \mathbb{R}^{N}$, the tangent space $T_{x} M \subset \mathbb{R}^{N}$ is the space of all vectors tangent to $M$ at $x$. The standard inner product on $\mathbb{R}^{N}$ induces an inner product $\langle\cdot, \cdot\rangle_{x}$ on each $T_{x} M$. The collection of inner products is called a Riemannian metric, and a manifold $M$ together with a Riemannian metric is called a Riemannian manifold. The (intrinsic) distance $d$ between two points in $M$ is the infimum of the lengths of differentiable curves in $M$ connecting the two points.

A one-to-one differentiable mapping with a differentiable inverse is called a diffeomorphism.

A discrete-time differentiable dynamical system on a differentiable manifold $M$ is a differentiable map $f: M \rightarrow M$. The derivative $d f_{x}$ is a linear map from $T_{x} M$ to $T_{f(x)} M$. In local coordinates $d f_{x}$ is given by the matrix of partial derivatives of $f$. A continuous-time differentiable dynamical system on $M$ is a differentiable flow, i.e., a one-parameter group $\left\{f^{t}\right\}, t \in \mathbb{R}$, of differentiable maps $f^{t}: M \rightarrow M$ that depend differentiably on $t$. Since $f^{-t} \circ f^{t}=\mathrm{Id}$, each map $f^{t}$ is a diffeomorphism. The derivative

$$
v(\cdot)=\left.\frac{d}{d t} f^{t}(\cdot)\right|_{t=0}
$$

is a differentiable vector field tangent to $M$, and the flow $\left\{f^{t}\right\}$ is the oneparameter group of time- $t$ maps of the differential equation $\dot{x}=v(x)$.

Differentiability, and even subtle differences in the degree of differentiability, have important and sometimes surprising consequences. See, for example, Exercise 2.5.7 and §7.2.

### 5.1 Expanding Endomorphisms Revisited

To illustrate and motivate some of the main ideas of this chapter we consider again expanding endomorphisms of the circle $E_{m} x=m x \bmod 1, x \in$ $[0,1), m>1$, introduced in §1.3.

Fix $\epsilon<1 / 2$. A finite or infinite sequence of points $\left(x_{i}\right)$ in the circle is called an $\epsilon$-orbit of $E_{m}$ if $d\left(x_{i+1}, E_{m} x_{i}\right)<\epsilon$ for all $i$. The point $x_{i}$ has $m$ preimages under $E_{m}$ that are uniformly spread on the circle. Exactly one of them, $y_{i}^{i-1}$, is closer than $\epsilon / m$ to $x_{i-1}$. Similarly, $y_{i}^{i-1}$ has $m$ preimages under $E_{m}$; exactly one of them, $y_{i}^{i-2}$, is closer than $\epsilon / m$ to $x_{i-2}$. Continuing in this manner, we obtain a point $y_{i}^{0}$ with the property that $d\left(E_{m}^{j} y_{i}^{0}, x_{j}\right)<\epsilon$ for $0 \leq j \leq i$. In other words, any finite $\epsilon$-orbit of $E_{m}$ can be approximated or shadowed by a real orbit. If $\left(x_{i}\right)_{i=0}^{\infty}$ is an infinite $\epsilon$-orbit, then the limit $y=\lim _{i \rightarrow \infty} y_{i}^{0}$ exists (Exercise 5.1.1), and $d\left(E_{m}^{i} y, x_{i}\right) \leq \epsilon$ for $i \geq 0$. Since two different orbits of $E_{m}$ diverge exponentially, there can be only one shadowing orbit for a given infinite $\epsilon$-orbit. By construction, $y$ depends continuously on $\left(x_{i}\right)$ in the product topology (Exercise 5.1.2).

The above discussion of the $\epsilon$-orbits of $E_{m}$ is based solely on the uniform forward expansion of $E_{m}$. Similar arguments show that if $f$ is $C^{1}$-close to $E_{m}$, then each infinite $\epsilon$-orbit ( $x_{i}$ ) of $f$ is shadowed by a unique real orbit of $f$ that depends continuously on $\left(x_{i}\right)$ (Exercise 5.1.3).

Consider now $f$ that is $C^{1}$-close enough to $E_{m}$. View each orbit $\left(f^{i}(x)\right)$ as an $\epsilon$-orbit of $E_{m}$. Let $y=\phi(x)$ be the unique point whose orbit ( $E_{m}^{i} y$ ) shadows $\left(f^{i}(x)\right)$. By the above discussion, the map $\phi$ is a homeomorphism and
$E_{m} \phi(x)=\phi(f(x))$ for each $x$ (Exercise 5.1.4). This means that any differentiable map that is $C^{1}$-close enough to $E_{m}$ is topologically conjugate to $E_{m}$. In other words, $E_{m}$ is structurally stable; see $\S 5.5$ and $\S 5.11$.

Hyperbolicity is characterized by local expansion and contraction, in complementary directions. This property, which causes local instability of orbits, surprisingly leads to the global stability of the topological pattern of the collection of all orbits.

Exercise 5.1.1. Prove that $\lim _{i \rightarrow \infty} y_{i}^{0}$ exists.
Exercise 5.1.2. Prove that $\lim _{i \rightarrow \infty} y_{i}^{0}$ depends continuously on $\left(x_{i}\right)$ in the product topology.

Exercise 5.1.3. Prove that if $f$ is $C^{1}$-close to $E_{m}$, then each infinite $\epsilon$-orbit $\left(x_{i}\right)$ of $f$ is approximated by a unique real orbit of $f$ that depends continuously on ( $x_{i}$ ).

Exercise 5.1.4. Prove that $\phi$ is a homeomorphism conjugating $f$ and $E_{m}$.

### 5.2 Hyperbolic Sets

In this section, $M$ is a $C^{1}$ Riemannian manifold, $U \subset M$ a non-empty open subset, and $f: U \rightarrow f(U) \subset M$ a $C^{1}$ diffeomorphism. A compact, $f$-invariant subset $\Lambda \subset U$ is called hyperbolic if there are $\lambda \in(0,1), C>0$, and families of subspaces $E^{s}(x) \subset T_{x} M$ and $E^{u}(x) \subset T_{x} M, x \in \Lambda$, such that for every $x \in \Lambda$,

1. $T_{x} M=E^{s}(x) \oplus E^{u}(x)$,
2. $\left\|d f_{x}^{n} v^{s}\right\| \leq C \lambda^{n}\left\|v^{s}\right\|$ for every $v^{s} \in E^{s}(x)$ and $n \geq 0$,
3. $\left\|d f_{x}^{-n} v^{u}\right\| \leq C \lambda^{n}\left\|v^{u}\right\|$ for every $v^{u} \in E^{u}(x)$ and $n \geq 0$,
4. $d f_{x} E^{s}(x)=E^{s}(f(x))$ and $d f_{x} E^{u}(x)=E^{u}(f(x))$.

The subspace $E^{s}(x)$ (respectively, $\left.E^{u}(x)\right)$ is called the stable (unstable) subspace at $x$, and the family $\left\{E^{s}(x)\right\}_{x \in \Lambda}\left(\left\{E^{u}(x)\right\}_{x \in \Lambda}\right)$ is called the stable (unstable) distribution of $\left.f\right|_{\Lambda}$. The definition allows the two extreme cases $E^{s}(x)=\{0\}$ or $E^{u}(x)=\{0\}$.

The horseshoe (§1.8) and the solenoid (§1.9) are examples of hyperbolic sets. If $\Lambda=M$, then $f$ is called an Anosov diffeomorphism. Hyperbolic toral automorphisms (§1.7) are examples of Anosov diffeomorphisms. Any closed invariant subset of a hyperbolic set is a hyperbolic set.

PROPOSITION 5.2.1. Let $\Lambda$ be a hyperbolic set of $f$. Then the subspaces $E^{s}(x)$ and $E^{u}(x)$ depend continuously on $x \in \Lambda$.

Proof. Let $x_{i}$ be a sequence of points in $\Lambda$ converging to $x_{0} \in \Lambda$. Passing to a subsequence, we may assume that $\operatorname{dim} E^{s}\left(x_{i}\right)$ is constant. Let $w_{1, i}, \ldots, w_{k, i}$ be an orthonormal basis in $E^{s}\left(x_{i}\right)$. The restriction of the unit tangent bundle $T^{1} M$ to $\Lambda$ is compact. Hence, by passing to a subsequence, $w_{j, i}$ converges to $w_{j, 0} \in T_{x_{0}}^{1} M$ for each $j=1, \ldots, k$. Since condition 2 of the definition of a hyperbolic set is a closed condition, each vector from the orthonormal frame $w_{1,0}, \ldots, w_{k, 0}$ satisfies condition 2 and, by the invariance (condition 4 ), lies in $E^{s}\left(x_{0}\right)$. It follows that $\operatorname{dim} E^{s}\left(x_{0}\right) \geq k=\operatorname{dim} E^{s}\left(x_{i}\right)$. A similar argument shows that $\operatorname{dim} E^{u}\left(x_{0}\right) \geq \operatorname{dim} E^{u}\left(x_{i}\right)$. Hence, by (1), $\operatorname{dim} E^{s}\left(x_{0}\right)=\operatorname{dim} E^{s}\left(x_{i}\right)$ and $\operatorname{dim} E^{u}\left(x_{0}\right)=\operatorname{dim} E^{u}\left(x_{i}\right)$, and continuity follows.

Any two Riemannian metrics on $M$ are equivalent on a compact set, in the sense that the ratios of the lengths of non-zero vectors are bounded above and away from zero. Thus the notion of a hyperbolic set does not depend on the choice of the Riemannian metric on $M$. The constant $C$ depends on the metric, but $\lambda$ does not (Exercise 5.2.2). However, as the next proposition shows, we can choose a particularly nice metric and $C=1$ by using a slightly larger $\lambda$.

PROPOSITION 5.2.2. If $\Lambda$ is a hyperbolic set of $f$ with constants $C$ and $\lambda$, then for every $\epsilon>0$ there is a $C^{1}$ Riemannian metric $\langle\cdot, \cdot\rangle^{\prime}$ in a neighborhood of $\Lambda$, called the Lyapunov, or adapted, metric (to $f$ ), with respect to which $f$ satisfies the conditions of hyperbolicity with constants $C^{\prime}=1$ and $\lambda^{\prime}=\lambda+\epsilon$, and the subspaces $E^{s}(x), E^{u}(x)$ are $\epsilon$-orthogonal, i.e., $\left\langle v^{s}, v^{u}\right\rangle^{\prime}<\epsilon$ for all unit vectors $v^{s} \in E^{s}(x), v^{u} \in E^{u}(x), x \in \Lambda$.
Proof. For $x \in \Lambda, v^{s} \in E^{s}(x)$, and $v^{u} \in E^{u}(x)$, set

$$
\begin{equation*}
\left\|v^{s}\right\|^{\prime}=\sum_{n=0}^{\infty}(\lambda+\epsilon)^{-n}\left\|d f_{x}^{n} v^{s}\right\|, \quad\left\|v^{u}\right\|^{\prime}=\sum_{n=0}^{\infty}(\lambda+\epsilon)^{-n}\left\|d f_{x}^{-n} v^{u}\right\| . \tag{5.1}
\end{equation*}
$$

Both series converge uniformly for $\left\|v^{s}\right\|,\left\|v^{u}\right\| \leq 1$ and $x \in \Lambda$. We have

$$
\left\|d f_{x} v^{s}\right\|^{\prime}=\sum_{n=0}^{\infty}(\lambda+\epsilon)^{-n}\left\|d f_{x}^{n+1} v^{s}\right\|=(\lambda+\epsilon)\left(\left\|v^{s}\right\|^{\prime}-\left\|v^{s}\right\|\right)<(\lambda+\epsilon)\left\|v^{s}\right\|^{\prime}
$$

and similarly for $\left\|d f_{x}^{-1} v^{u}\right\|^{\prime}$. For $v=v^{s}+v^{u} \in T_{x} M, x \in \Lambda$, define $\|v\|^{\prime}=$ $\sqrt{\left(\left\|v^{s}\right\|^{\prime}\right)^{2}+\left(\left\|v^{u}\right\|^{\prime}\right)^{2}}$. The metric is recovered from the norm:

$$
\langle v, w\rangle^{\prime}=\frac{1}{2}\left(\|v+w\|^{\prime 2}-\|v\|^{\prime 2}-\|w\|^{\prime 2}\right) .
$$

With respect to this continuous metric, $E^{s}$ and $E^{u}$ are orthogonal and $f$ satisfies the conditions of hyperbolicity with constant 1 and $\lambda+\epsilon$. Now, by
standard methods of differential topology [Hir94], $\langle\cdot, \cdot\rangle^{\prime}$ can be uniformly approximated on $\Lambda$ by a smooth metric defined in a neighborhood of $\Lambda$.

Observe that to construct an adapted metric it is enough to consider sufficiently long finite sums instead of infinite sums in (5.1).

A fixed point $x$ of a differentiable map $f$ is called hyperbolic if no eigenvalue of $d f_{x}$ lies on the unit circle. A periodic point $x$ of $f$ of period $k$ is called hyperbolic if no eigenvalue of $d f_{x}^{k}$ lies on the unit circle.

Exercise 5.2.1. Construct a diffeomorphism of the circle that satisfies the first three conditions of hyperbolicity (with $\Lambda$ being the whole circle) but not the fourth condition.

Exercise 5.2.2. Prove that if $\Lambda$ is a hyperbolic set of $f: U \rightarrow M$ for some Riemannian metric on $M$, then $\Lambda$ is a hyperbolic set of $f$ for any other Riemannian metric on $M$ with the same constant $\lambda$.

Exercise 5.2.3. Let $x$ be a fixed point of a diffeomorphism $f$. Prove that $\{x\}$ is a hyperbolic set if and only if $x$ is a hyperbolic fixed point. Identify the constants $C$ and $\lambda$. Give an example when $d f_{x}$ has exactly two eigenvalues $\mu \in(0,1)$ and $\mu^{-1}$, but $\lambda \neq \mu$.

Exercise 5.2.4. Prove that the horseshoe (§1.8) is a hyperbolic set.
Exercise 5.2.5. Let $\Lambda_{i}$ be a hyperbolic set of $f_{i}: U_{i} \rightarrow M_{i}, i=1,2$. Prove that $\Lambda_{1} \times \Lambda_{2}$ is a hyperbolic set of $f_{1} \times f_{2}: U_{1} \times U_{2} \rightarrow M_{1} \times M_{2}$.

Exercise 5.2.6. Let $M$ be a fiber bundle over $N$ with projection $\pi$. Let $U$ be an open set in $M$, and suppose that $\Lambda \subset U$ is a hyperbolic set of $f: U \rightarrow M$ and that $g: N \rightarrow N$ is a factor of $f$. Prove that $\pi(\Lambda)$ is a hyperbolic set of $g$.

Exercise 5.2.7. What are necessary and sufficient conditions for a periodic orbit to be a hyperbolic set?

## $5.3 \epsilon$-Orbits

An $\epsilon$-orbit of $f: U \rightarrow M$ is a finite or infinite sequence $\left(x_{n}\right) \subset U$ such that $d\left(f\left(x_{n}\right), x_{n+1}\right) \leq \epsilon$ for all $n$. Sometimes $\epsilon$-orbits are referred to as pseudoorbits. For $r \in\{0,1\}$, denote by dist $t_{r}$ the distance in the space of $C^{r}$-functions (see §5.13).

THEOREM 5.3.1. Let $\Lambda$ be a hyperbolic set of $f: U \rightarrow M$. Then there is an open set $O \subset U$ containing $\Lambda$ and positive $\epsilon_{0}$, $\delta_{0}$ with the following property:
for every $\epsilon>0$ there is $\delta>0$ such that for any $g: O \rightarrow M$ with $\operatorname{dist}_{1}(g, f)<\epsilon_{0}$, any homeomorphism $h: X \rightarrow X$ of a topological space $X$, and any continuous map $\phi: X \rightarrow O$ satisfying $\operatorname{dist}_{0}(\phi \circ h, g \circ \phi)<\delta$ there is a continuous map $\psi: X \rightarrow O$ with $\psi \circ h=g \circ \psi$ and $\operatorname{dist}_{0}(\phi, \psi)<\epsilon$. Moreover, $\psi$ is unique in the sense that if $\psi^{\prime} \circ h=g \circ \psi^{\prime}$ for some $\psi^{\prime}: X \rightarrow O$ with $\operatorname{dist}_{0}\left(\phi, \psi^{\prime}\right)<\delta_{0}$, then $\psi^{\prime}=\psi$.

Theorem 5.3.1 implies, in particular, that any collection of bi-infinite pseudo-orbits near a hyperbolic set is close to a unique collection of genuine orbits that shadow it (Corollary 5.3.2). Moreover, this property holds not only for $f$ itself but for any diffeomorphism $C^{1}$-close to $f$. In the simplest example, if $X$ is a single point $x$ (and $h$ is the identity), Theorem 5.3.1 implies the existence of a fixed point near $h(x)$ for any diffeomorphism $C^{1}$-close to $f$.
Proof. ${ }^{1}$ By the Whitney embedding theorem [Hir94], we may assume that the manifold $M$ is an $m$-dimensional submanifold in $\mathbb{R}^{N}$ for some large $N$. For $y \in M$, let $D_{\alpha}(y)$ be the disk of radius $\alpha$ centered at $y$ in the $(N-m)$-plane $E^{\perp}(y) \subset \mathbb{R}^{N}$ that passes through $y$ and is perpendicular to $T_{y} M$. Since $\Lambda$ is compact, by the tubular neighborhood theorem [Hir94], for any relatively compact open neighborhood $O$ of $\Lambda$ in $M$ there is $\alpha \in(0,1)$ such that the $\alpha$ neighborhood $O_{\alpha}$ of $O$ in $\mathbb{R}^{N}$ is foliated by the disks $D_{\alpha}(y)$. For each $z \in O_{\alpha}$ there is a unique point $\pi(z) \in M$ closest to $y$, and the map $\pi$ is the projection to $M$ along the disks $D_{\alpha}(y)$. Each map $g: O \rightarrow M$ can be extended to a map $\tilde{g}: O_{\alpha} \rightarrow M$ by

$$
\tilde{g}(z)=g(\pi(z)) .
$$

Let $C\left(X, O_{\alpha}\right)$ be the set of continuous maps from $X$ to $O_{\alpha}$ with distance dist ${ }_{0}$. Note that $O_{\alpha}$ is bounded and $\phi \in C\left(X, O_{\alpha}\right)$. Let $\Gamma$ be the Banach space of bounded continuous vector fields $v: X \rightarrow \mathbb{R}^{N}$ with the norm $\|v\|=$ $\sup _{x \in X}\|v(x)\|$. The map $\phi^{\prime} \mapsto \phi^{\prime}-\phi$ is an isometry from the ball of radius $\alpha$ centered at $\phi$ in $C\left(X, O_{\alpha}\right)$ onto the ball $B_{\alpha}$ of radius $\alpha$ centered at 0 in $\Gamma$. Define $\Phi: B_{\alpha} \rightarrow \Gamma$ by

$$
(\Phi(v))(x)=\tilde{g}\left(\phi\left(h^{-1}(x)\right)+v\left(h^{-1}(x)\right)\right)-\phi(x), \quad v \in B_{\alpha}, \quad x \in X .
$$

If $v$ is a fixed point of $\Phi$ and $\psi(x)=\phi(x)+v(x)$, then $\tilde{g}\left(\psi\left(h^{-1}(x)\right)\right)=\psi(x)$. Observe that $\tilde{g}(y) \in M$ and hence $\psi(x) \in M$ for $x \in X$ and $g\left(\psi\left(h^{-1}(x)\right)\right)=$ $\psi(x)$. Thus to prove the theorem it suffices to show that $\Phi$ has a unique fixed point near $\phi$, which depends continuously on $g$.

[^12]The map $\Phi$ is differentiable as a map of Banach spaces, and the derivative

$$
\left(d \Phi_{v} w\right)(x)=d \tilde{g}_{\phi\left(h^{-1}(x)\right)+v\left(h^{-1}(x)\right)} w\left(h^{-1}(x)\right)
$$

is continuous in $v$. To establish the existence and uniqueness of a fixed point $v$ and its continuous dependence on $g$, we study the derivative of $\Phi$. By taking the maximum of appropriate derivatives we obtain that $\left\|\left(d \Phi_{v} w\right)(x)\right\| \leq$ $L\|w\|$, where $L$ depends on the first derivatives of $g$ and on the embedding but does not depend on $X, h$, and $\phi$. For $v=0$,

$$
\left(d \Phi_{0} w\right)(x)=d \tilde{g}_{\phi\left(h^{-1}(x)\right)} w\left(h^{-1}(x)\right) .
$$

Since $\Lambda$ is a hyperbolic set, for some constants $\lambda \in(0,1)$ and $C>1$, we have for every $y \in \Lambda$ and $n \in \mathbb{N}$

$$
\begin{align*}
\left\|d f_{y}^{n} v\right\| \leq C \lambda^{n}\|v\| & \text { if } v \in E^{s}(y)  \tag{5.2}\\
\left\|d f_{y}^{-n} v\right\| \leq C \lambda^{n}\|v\| & \text { if } v \in E^{u}(y) . \tag{5.3}
\end{align*}
$$

For $z \in O_{\alpha}$, let $\tilde{T}_{z}$ denote the $m$-dimensional plane through $z$ that is orthogonal to the disk $D_{\alpha}(\pi(z))$. The planes $\tilde{T}_{z}$ form a differentiable distribution on $O_{\alpha}$. Note that $\tilde{T}_{z}=T_{z} M$ for $z \in O$. Extend the splitting $T_{y} M=$ $E^{s}(y) \oplus E^{u}(y)$ continuously from $\Lambda$ to $O_{\alpha}$ (decreasing the neighborhood $O$ and $\alpha$ if necessary) so that $E^{s}(z) \oplus E^{u}(z)=\tilde{T}_{z}$ and $T_{z} \mathbb{R}^{N}=E^{s}(z) \oplus E^{u}(z) \oplus$ $E^{\perp}(\pi(z))$. Denote by $P^{s}, P^{u}$, and $P^{\perp}$ the projections in each tangent space $T_{z} \mathbb{R}^{N}$ onto $E^{s}(z), E^{u}(z)$, and $E^{\perp}(\pi(z))$, respectively.

Fix $n \in \mathbb{N}$ so that $C \lambda^{n}<1 / 2$. By (5.2)-(5.3) and continuity, for a small enough $\alpha>0$ and small enough neighborhood $O \supset \Lambda$, there is $\epsilon_{0}>0$ such that for every $g$ with $\operatorname{dist}_{1}(f, g)<\epsilon_{0}$, every $z \in O_{\alpha}$, and every $v^{s} \in E^{s}(z), v^{u} \in$ $E^{u}(z), v^{\perp} \in E^{\perp}(\pi(z))$ we have

$$
\begin{gather*}
\left\|P^{s} d \tilde{g}_{z}^{n} v^{s}\right\| \leq \frac{1}{2}\left\|v^{s}\right\|, \quad\left\|P^{u} d \tilde{g}_{z}^{n} v^{s}\right\| \leq \frac{1}{100}\left\|v^{s}\right\|,  \tag{5.4}\\
\left\|P^{u} d \tilde{g}_{z}^{n} v^{u}\right\| \geq 2\left\|v^{u}\right\|, \quad\left\|P^{s} d \tilde{g}_{z}^{n} v^{u}\right\| \leq \frac{1}{100}\left\|v^{u}\right\|,  \tag{5.5}\\
d \tilde{g}_{z}^{n} v^{\perp}=0 . \tag{5.6}
\end{gather*}
$$

Denote

$$
\Gamma^{v}=\left\{v \in \Gamma: v(x) \in E^{\nu}(\phi(x)) \text { for all } x \in X\right\}, \quad v=s, u, \perp .
$$

The subspaces $\Gamma^{s}, \Gamma^{u}, \Gamma^{\perp}$ are closed and $\Gamma=\Gamma^{s} \oplus \Gamma^{u} \oplus \Gamma^{\perp}$. By construction,

$$
d \Phi_{0}=\left(\begin{array}{ccc}
A^{s s} & A^{s u} & 0 \\
A^{u s} & A^{u u} & 0 \\
0 & 0 & 0
\end{array}\right)
$$

where $A^{i j}: \Gamma^{i} \rightarrow \Gamma^{j}, i, j=s, u$. By (5.4)-(5.6), there are positive $\epsilon_{0}$ and $\delta$ such that if $\operatorname{dist}_{1}(f, g)<\epsilon_{0}$ and $\operatorname{dist}_{0}(\phi \circ h, g \circ \phi)<\delta$, then the spectrum of $d \Phi_{0}$ is separated from the unit circle. Therefore the operator $d \Phi_{0}-\mathrm{Id}$ is invertible and

$$
\left\|\left(d \Phi_{0}-\mathrm{Id}\right)^{-1}\right\|<K
$$

where $K$ depends only on $f$ and $\phi$.
As for maps of finite-dimensional linear spaces, $\Phi(v)=\Phi(0)+d \Phi_{0} v+$ $H(v)$, where $\left\|H\left(v_{1}\right)-H\left(v_{2}\right)\right\| \leq C_{1} \max \left\{\left\|v_{1}\right\|,\left\|v_{2}\right\|\right\} \cdot\left\|v_{1}-v_{2}\right\|$ for some $C_{1}>0$ and small $\left\|v_{1}\right\|,\left\|v_{2}\right\|$. A fixed point $v$ of $\Phi$ satisfies

$$
F(v)=-\left(d \Phi_{0}-\mathrm{Id}\right)^{-1}(\Phi(0)+H(v))=v
$$

If $\zeta>0$ is small enough, then for any $v_{1}, v_{2} \in \Gamma$ with $\left\|v_{1}\right\|,\left\|v_{2}\right\|<\zeta$,

$$
\left\|F\left(v_{1}\right)-F\left(v_{2}\right)\right\|<\frac{1}{2}\left\|v_{1}-v_{2}\right\| .
$$

Thus for an appropriate choice of constants and neighborhoods in the construction, $F: \Gamma \rightarrow \Gamma$ is a contraction, and therefore has a unique fixed point, which depends continuously on $g$.

Theorem 5.3.1 implies that an $\epsilon$-orbit lying in a small enough neighborhood of a hyperbolic set can be globally (i.e., for all times) approximated by a real $f$-orbit in the hyperbolic set. This property is called shadowing (the real orbit shadows the pseudo-orbit). A continuous map $f$ of a topological space $X$ has the shadowing property if for every $\epsilon>0$ there is $\delta>0$ such that every $\delta$-orbit is $\epsilon$-approximated by a real orbit.

For $\epsilon>0$, denote by $\Lambda_{\epsilon}$ the open $\epsilon$-neighborhood of $\Lambda$.
COROLLARY 5.3.2 (Anosov's Shadowing Theorem). Let $\Lambda$ be a hyperbolic set of $f: U \rightarrow M$. Then for every $\epsilon>0$ there is $\delta>0$ such that if $\left(x_{k}\right)$ is a finite or infinite $\delta$-orbit of $f$ and $\operatorname{dist}\left(x_{k}, \Lambda\right)<\delta$ for all $k$, then there is $x \in \Lambda_{\epsilon}$ with $\operatorname{dist}\left(f^{k}(x), x_{k}\right)<\epsilon$.
Proof. Choose a neighborhood $O$ satisfying the conclusion of Theorem 5.3.1, and choose $\delta>0$ such that $\Lambda_{\delta} \subset O$. If $\left(x_{k}\right)$ is finite or semi-infinite, add to $\left(x_{k}\right)$ the preimages of some $y_{0} \in \Lambda$ whose distance to the first point of $\left(x_{k}\right)$ is $<\delta$, and/or the images of some $y_{m} \in \Lambda$ whose distance to the
last point of $\left(x_{k}\right)$ is $<\delta$, to obtain a doubly infinite $\delta$-orbit lying in the $\delta$ neighborhood of $\Lambda$. Let $X=\left(x_{k}\right)$ with discrete topology, $g=f, h$ be the shift $x_{k} \mapsto x_{k+1}$, and $\phi: X \rightarrow U$ be the inclusion, $\phi\left(x_{k}\right)=x_{k}$. Since $\left(x_{k}\right)$ is a $\delta$-orbit, $\operatorname{dist}\left(\phi\left(h\left(x_{k}\right)\right), f\left(\phi\left(x_{k}\right)\right)<\delta\right.$. Theorem 5.3.1 applies, and the corollary follows.

As in Chapter 2, denote by NW $(f)$ the set of non-wandering points, and by $\operatorname{Per}(f)$ the set of periodic points of $f$. If $\Lambda$ is $f$-invariant, denote by $\mathrm{NW}\left(\left.f\right|_{\Lambda}\right)$ the set of non-wandering points of $f$ restricted to $\Lambda$. In general, $\operatorname{NW}\left(\left.f\right|_{\Lambda}\right) \neq \operatorname{NW}(f) \cap \Lambda$.

PROPOSITION 5.3.3. Let $\Lambda$ be a hyperbolic set of $f: U \rightarrow M$. Then $\overline{\operatorname{Per}\left(\left.f\right|_{\Lambda}\right)}$ $=\operatorname{NW}\left(\left.f\right|_{\Lambda}\right)$.
Proof. Fix $\epsilon>0$ and let $x \in \operatorname{NW}\left(\left.f\right|_{\Lambda}\right)$. Choose $\delta$ from Theorem 5.3.1, and let $V=B(x, \delta / 2) \cap \Lambda$. Since $x \in \operatorname{NW}\left(\left.f\right|_{\Lambda}\right)$, there is $n \in \mathbb{N}$ such that $f^{n}(V) \cap$ $V \neq \emptyset$. Let $z \in f^{-n}\left(f^{n}(V) \cap V\right)=V \cap f^{-n}(V)$. Then $\left\{z, f(z), \ldots, f^{n-1}(z)\right\}$ is a $\delta$-orbit, so by Theorem 5.3.1 there is a periodic point of period $n$ within $2 \epsilon$ of $z$.

COROLLARY 5.3.4. If $f: M \rightarrow M$ is Anosov, then $\overline{\operatorname{Per}(f)}=\operatorname{NW}(f)$.
Exercise 5.3.1. Interpret Theorem 5.3 .1 for $X=\mathbb{Z}_{m}$ and $h(z)=z+1$ $\bmod m$.

Exercise 5.3.2. Let $\Lambda$ be a hyperbolic set of $f: U \rightarrow M$. Prove that the restriction $\left.f\right|_{\Lambda}$ is expansive.

Exercise 5.3.3. Let $T:[0,1] \rightarrow[0,1]$ be the tent map: $T(x)=2 x$ for $0 \leq$ $x \leq 1 / 2$ and $T(x)=2(1-x)$ for $1 / 2 \leq x \leq 1$. Does $T$ have the shadowing property?

Exercise 5.3.4. Prove that a circle rotation does not have the shadowing property. Prove that no isometry of a manifold has the shadowing property.

Exercise 5.3.5. Show that every minimal hyperbolic set consists of exactly one periodic orbit.

### 5.4 Invariant Cones

Although hyperbolic sets are defined in terms of invariant families of linear spaces, it is often convenient, and in more general settings even necessary, to work with invariant families of linear cones instead of subspaces. In this section, we characterize hyperbolicity in terms of families of invariant cones.

Let $\Lambda$ be a hyperbolic set of $f: U \rightarrow M$. Since the distributions $E^{s}$ and $E^{u}$ are continuous (Proposition 5.2.1), we extend them to continuous distributions $\tilde{E}^{s}$ and $\tilde{E}^{u}$ defined in a neighborhood $U(\Lambda) \supset \Lambda$. If $x \in U(\Lambda)$ and $v \in T_{x} M$, let $v=v^{s}+v^{u}$ with $v^{s} \in \tilde{E}^{s}(x)$ and $v^{u} \in \tilde{E}^{u}(x)$. Assume that the metric is adapted with constant $\lambda$. For $\alpha>0$, define the stable and unstable cones of size $\alpha$ by

$$
\begin{gathered}
K_{\alpha}^{s}(x)=\left\{v \in T_{x} M:\left\|v^{u}\right\| \leq \alpha\left\|v^{s}\right\|\right\}, \\
K_{\alpha}^{u}(x)=\left\{v \in T_{x} M:\left\|v^{s}\right\| \leq \alpha\left\|v^{u}\right\|\right\} .
\end{gathered}
$$

For a cone $K$, let $\stackrel{\circ}{K}=\operatorname{int}(K) \cup\{0\}$. Let $\Lambda_{\epsilon}=\{x \in U: \operatorname{dist}(x, \Lambda)<\epsilon\}$.
PROPOSITION 5.4.1. For every $\alpha>0$ there is $\epsilon=\epsilon(\alpha)>0$ such that $f^{i}\left(\Lambda_{\epsilon}\right)$ $\subset U(\Lambda), i=-1,0,1$, and for every $x \in \Lambda_{\epsilon}$

$$
d f_{x} K_{\alpha}^{u}(x) \subset \stackrel{\circ}{K}_{\alpha}^{u}(f(x)) \quad \text { and } \quad d f_{f(x)}^{-1} K_{\alpha}^{s}(f(x)) \subset \stackrel{\circ}{K}_{\alpha}^{s}(x)
$$

Proof. The inclusions hold for $x \in \Lambda$. The statement follows by continuity.

PROPOSITION 5.4.2. For every $\delta>0$ there are $\alpha>0$ and $\epsilon>0$ such that $f^{i}\left(\Lambda_{\epsilon}\right) \subset U(\Lambda), i=-1,0,1$, and for every $x \in \Lambda_{\epsilon}$

$$
\left\|d f_{x}^{-1} v\right\| \leq(\lambda+\delta)\|v\| \quad \text { if } \quad v \in K_{\alpha}^{u}(x),
$$

and

$$
\left\|d f_{x} v\right\| \leq(\lambda+\delta)\|v\| \quad \text { if } \quad v \in K_{\alpha}^{s}(x) .
$$

Proof. The statement follows by continuity for a small enough $\alpha$ and $\epsilon=$ $\epsilon(\alpha)$ from Proposition 5.4.1.

The following proposition is the converse of Propositions 5.4.1 and 5.4.2.
PROPOSITION 5.4.3. Let $\Lambda$ be a compact invariant set of $f: U \rightarrow$ M. Suppose that there is $\alpha>0$ and for every $x \in \Lambda$ there are continuous subspaces $\tilde{E}^{s}(x)$ and $\tilde{E}^{u}(x)$ such that $\tilde{E}^{s}(x) \oplus \tilde{E}^{u}(x)=T_{x} M$, and the $\alpha$-cones $K_{\alpha}^{s}(x)$ and $K_{\alpha}^{u}(x)$ determined by the subspaces satisfy

1. $d f_{x} K_{\alpha}^{u}(x) \subset K_{\alpha}^{u}(f(x))$ and $d f_{f(x)}^{-1} K_{\alpha}^{s}(f(x)) \subset K_{\alpha}^{s}(x)$, and
2. $\left\|d f_{x} v\right\|<\|v\|$ for non-zero $v \in K_{\alpha}^{s}(x)$, and $\left\|d f_{x}^{-1} v\right\|<\|v\|$ for nonzero $v \in K_{\alpha}^{u}(x)$.
Then $\Lambda$ is a hyperbolic set of $f$.

Proof. By compactness of $\Lambda$ and of the unit tangent bundle of $M$, there is a constant $\lambda \in(0,1)$ such that

$$
\left\|d f_{x} v\right\| \leq \lambda\|v\| \quad \text { for } v \in K_{\alpha}^{s}(x) \quad \text { and } \quad\left\|d f_{x}^{-1} v\right\| \leq \lambda\|v\| \quad \text { for } v \in K_{\alpha}^{u}(x) .
$$

For $x \in \Lambda$, the subspaces

$$
E^{s}(x)=\bigcap_{n \geq 0} d f_{f^{n}(x)}^{-n} K^{s}\left(f^{n}(x)\right) \quad \text { and } \quad E^{u}(x)=\bigcap_{n \geq 0} d f_{f^{-n}(x)}^{n} K^{u}\left(f^{-n}(x)\right)
$$

satisfy the definition of hyperbolicity with constants $\lambda$ and $C=1$.
Let

$$
\begin{gathered}
\Lambda_{\epsilon}^{s}=\left\{x \in U: \operatorname{dist}\left(f^{n}(x), \Lambda\right)<\epsilon \text { for all } n \in \mathbb{N}_{0}\right\}, \\
\Lambda_{\epsilon}^{u}=\left\{x \in U: \operatorname{dist}\left(f^{-n}(x), \Lambda\right)<\epsilon \text { for all } n \in \mathbb{N}_{0}\right\} .
\end{gathered}
$$

Note that both sets are contained in $\Lambda_{\epsilon}$ and that $f\left(\Lambda_{\epsilon}^{s}\right) \subset \Lambda_{\epsilon}^{s}, f^{-1}\left(\Lambda_{\epsilon}^{u}\right) \subset \Lambda_{\epsilon}^{u}$.
PROPOSITION 5.4.4. Let $\Lambda$ be a hyperbolic set of $f$ with adapted metric. Then for every $\delta>0$ there is $\epsilon>0$ such that the distributions $E^{s}$ and $E^{u}$ can be extended to $\Lambda_{\epsilon}$ so that

1. $E^{s}$ is continuous on $\Lambda_{\epsilon}^{s}$, and $E^{u}$ is continuous on $\Lambda_{\epsilon}^{u}$,
2. if $x \in \Lambda_{\epsilon} \cap f\left(\Lambda_{\epsilon}\right)$ then $d f_{x} E^{s}(x)=E^{s}(f(x))$ and $d f_{x} E^{u}(x)=E^{u}(f(x))$,
3. $\left\|d f_{x} v\right\|<(\lambda+\delta)\|v\|$ for every $x \in \Lambda_{\epsilon}$ and $v \in E^{s}(x)$,
4. $\left\|d f_{x}^{-1} v\right\|<(\lambda+\delta)\|v\|$ for every $x \in \Lambda_{\epsilon}$ and $v \in E^{u}(x)$.

Proof. Choose $\epsilon>0$ small enough that $\Lambda_{\epsilon} \subset U(\Lambda)$. For $x \in \Lambda_{\epsilon}^{s}$, let $E^{s}(x)=$ $\lim _{n \rightarrow \infty} d f_{f^{n}(x)}^{-n}\left(\tilde{E}^{s}\left(f^{n}(x)\right)\right)$. By Proposition 5.4.2, the limit exists if $\delta, \alpha$, and $\epsilon$ are small enough. If $x \in \Lambda_{\epsilon} \backslash \Lambda_{\epsilon}^{s}$, let $n(x) \in \mathbb{N}$ be such that $f^{n}(x) \in \Lambda_{\epsilon}$ for $n=$ $0,1, \ldots, n(x)$ and $f^{n(x)+1}(x) \notin \Lambda_{\epsilon}$, and let $E^{s}(x)=d f_{f^{n}(x)}^{-n(x)}\left(\tilde{E}^{s}\left(f^{n(x)}(x)\right)\right)$. The continuity of $E^{s}$ on $\Lambda_{\epsilon}^{s}$ and the required properties follow from Proposition 5.4.2. A similar construction with $f$ replaced by $f^{-1}$ gives an extension of $E^{u}$.

Exercise 5.4.1. Prove that the solenoid (§1.9) is a hyperbolic set.
Exercise 5.4.2. Let $\Lambda$ be a hyperbolic set of $f$. Prove that there is an open set $O \supset \Lambda$ and $\epsilon>0$ such that for every $g$ with $\operatorname{dist}_{1}(f, g)<\epsilon$, the invariant set $\Lambda_{g}=\bigcap_{n=-\infty}^{\infty} g^{n}(O)$ is a hyperbolic set of $g$.

Exercise 5.4.3. Prove that the topological entropy of an Anosov diffeomorphism is positive.

Exercise 5.4.4. Let $\Lambda$ be a hyperbolic set of $f$. Prove that if $\operatorname{dim} E^{u}(x)>0$ for each $x \in \Lambda$, then $f$ has sensitive dependence on initial conditions on $\Lambda$ (see §1.12).

### 5.5 Stability of Hyperbolic Sets

In this section, we use pseudo-orbits and invariant cones to obtain key properties of hyperbolic sets. The next two propositions imply that hyperbolicity is "persistent."

PROPOSITION 5.5.1. Let $\Lambda$ be a hyperbolic set of $f: U \rightarrow M$. There is an open set $U(\Lambda) \supset \Lambda$ and $\epsilon_{0}>0$ such that if $K \subset U(\Lambda)$ is a compact invariant subset of a diffeomorphism $g: U \rightarrow M$ with $\operatorname{dist}_{1}(g, f)<\epsilon_{0}$, then $K$ is a hyperbolic set of $g$.
Proof. Assume that the metric is adapted to $f$, and extend the distributions $E_{f}^{s}$ and $E_{f}^{u}$ to continuous distributions $\tilde{E}_{f}^{s}$ and $\tilde{E}_{f}^{u}$ defined in an open neighborhood $U(\Lambda)$ of $\Lambda$. For an appropriate choice of $U(\Lambda), \epsilon_{0}$, and $\alpha$, the stable and unstable $\alpha$-cones determined by $\tilde{E}_{f}^{s}$ and $\tilde{E}_{f}^{u}$ satisfy the assumptions of Proposition 5.4.3 for the map $g$.

Denote by $\operatorname{Diff}^{1}(M)$ the space of $C^{1}$ diffeomorphisms of $M$ with the $C^{1}$ topology.

COROLLARY 5.5.2. The set of Anosov diffeomorphisms of a given compact manifold is open in $\operatorname{Diff}^{1}(M)$.

PROPOSITION 5.5.3. Let $\Lambda$ be a hyperbolic set of $f: U \rightarrow$ M. For every open set $V \subset U$ containing $\Lambda$ and every $\epsilon>0$, there is $\delta>0$ such that for every $g: V \rightarrow M$ with $\operatorname{dist}_{1}(g, f)<\delta$, there is a hyperbolic set $K \subset V$ of $g$ and a homeomorphism $\chi: K \rightarrow \Lambda$ such that $\left.\chi \circ g\right|_{K}=\left.f\right|_{\Lambda} \circ \chi$ and $\operatorname{dist}_{0}(\chi$, Id $)<\epsilon$.
Proof. Let $X=\Lambda, h=\left.f\right|_{\Lambda}$, and let $\phi: \Lambda \hookrightarrow U$ be the inclusion. By Theorem 5.3.1, there is a continuous map $\psi: \Lambda \rightarrow U$ such that $\left.\psi \circ f\right|_{\Lambda}=$ $g \circ \psi$. Set $K=\psi(\Lambda)$. Now apply Theorem 5.3.1 to $X=K, h=\left.g\right|_{K}$, and the inclusion $\phi: K \hookrightarrow M$ to get $\psi^{\prime}: K \rightarrow U$ with $\left.\psi^{\prime} \circ g\right|_{K}=\left.f\right|_{\Lambda} \circ \psi$. By uniqueness, $\psi^{-1}=\psi^{\prime}$. For a small enough $\delta$, the map $\chi=\psi^{\prime}$ is close to the identity, and, by Proposition 5.5.1, $K$ is hyperbolic.

A $C^{1}$ diffeomorphism $f$ of a $C^{1}$ manifold $M$ is called structurally stable if for every $\epsilon>0$ there is $\delta>0$ such that if $g \in \operatorname{Diff}^{1}(M)$ and $\operatorname{dist}_{1}(g, f)<$ $\delta$, then there is a homeomorphism $h: M \rightarrow M$ for which $f \circ h=h \circ g$ and
$\operatorname{dist}_{0}(h$, Id $)<\epsilon$. If one demands that the conjugacy $h$ be $C^{1}$, the definition becomes vacuous. For example, if $f$ has a hyperbolic fixed point $x$, then any small enough perturbation $g$ has a fixed point $y$ nearby; if the conjugation is differentiable, then the matrices $d g_{y}$ and $d f_{x}$ are similar. This condition restricts $g$ to lie in a proper submanifold of $\operatorname{Diff}^{1}(M)$.

COROLLARY 5.5.4. Anosov diffeomorphisms are structurally stable.
Exercise 5.5.1. Interpret Proposition 5.5 .3 when $\Lambda$ is a hyperbolic periodic point of $f$.

### 5.6 Stable and Unstable Manifolds

Hyperbolicity is defined in terms of infinitesimal objects: a family of linear subspaces invariant by the differential of a map. In this section, we construct the corresponding integral objects, the stable and unstable manifolds.

For $\delta>0$, let $B_{\delta}=B(0, \delta) \subset \mathbb{R}^{m}$ be the ball of radius $\delta$ at 0 .
PROPOSITION 5.6.1 (Hadamard-Perron). Let $f=\left(f_{n}\right)_{n \in \mathbb{N}_{0}}, f_{n}: B_{\delta} \rightarrow \mathbb{R}^{m}$, be a sequence of $C^{1}$ diffeomorphisms onto their images such that $f_{n}(0)=0$. Suppose that for each $n$ there is a splitting $\mathbb{R}^{m}=E^{s}(n) \oplus E^{u}(n)$ and $\lambda \in(0,1)$ such that

1. $d f_{n}(0) E^{s}(n)=E^{s}(n+1)$ and $d f_{n}(0) E^{u}(n)=E^{u}(n+1)$,
2. $\left\|d f_{n}(0) v^{s}\right\|<\lambda\left\|v^{s}\right\|$ for every $v^{s} \in E^{s}(n)$,
3. $\left\|d f_{n}(0) v^{u}\right\|>\lambda^{-1}\left\|v^{u}\right\|$ for every $v^{u} \in E^{u}(n)$,
4. the angles between $E^{s}(n)$ and $E^{u}(n)$ are uniformly bounded away from 0 ,
5. $\left\{d f_{n}(\cdot)\right\}_{n \in \mathbb{N}_{0}}$ is an equicontinuous family of functions from $B_{\delta}$ to $\mathrm{GL}(m, \mathbb{R})$.
Then there are $\epsilon>0$ and a sequence $\phi=\left(\phi_{n}\right)_{n \in \mathbb{N}_{0}}$ of uniformly Lipschitz continuous maps $\phi_{n}: B_{\epsilon}^{s}=\left\{v \in E^{s}(n):\|v\|<\epsilon\right\} \rightarrow E^{u}(n)$ such that
6. $\operatorname{graph}\left(\phi_{n}\right) \cap B_{\epsilon}=W_{\epsilon}^{s}(n):=\left\{x \in B_{\epsilon}:\left\|f_{n+k-1} \circ \cdots \circ f_{n+1} \circ f_{n}(x)\right\|\right.$ $\left.\rightarrow_{k \rightarrow \infty} 0\right\}$,
7. $f_{n}\left(\operatorname{graph}\left(\phi_{n}\right)\right) \subset \operatorname{graph}\left(\phi_{n+1}\right)$,
8. if $x \in \operatorname{graph}\left(\phi_{n}\right)$, then $\left\|f_{n}(x)\right\| \leq \lambda\|x\|$, so by (2), $f_{n}^{k}(x) \rightarrow 0$ exponentially as $k \rightarrow \infty$,
9. for $x \in B_{\epsilon} \backslash \operatorname{graph}\left(\phi_{n}\right)$,

$$
\left\|P_{n+1}^{u} f_{n}(x)-\phi_{n+1}\left(P_{n+1}^{s} f_{n}(x)\right)\right\|>\lambda^{-1}\left\|P_{n}^{u} x-\phi_{n}\left(P_{n}^{s} x\right)\right\|
$$

where $P_{n}^{s}\left(P_{n}^{u}\right)$ denotes the projection onto $E^{s}(n)\left(E^{u}(n)\right)$ parallel to $E^{u}(n)\left(E^{s}(n)\right)$,
5. $\phi_{n}$ is differentiable at 0 and $d \phi_{n}(0)=0$, i.e., the tangent plane to $\operatorname{graph}\left(\phi_{n}\right)$ is $E^{s}(n)$.
6. $\phi$ depends continuously on $f$ in the topologies induced by the following distance functions:

$$
\begin{aligned}
d_{0}(\phi, \psi) & =\sup _{n \in \mathbb{N}_{0}, x \in B_{\epsilon}} 2^{-n}\left|\phi_{n}(x)-\psi_{n}(x)\right|, \\
d(f, g) & =\sup _{n \in \mathbb{N}_{0}} 2^{-n} \operatorname{dist}_{1}\left(f_{n}, g_{n}\right),
\end{aligned}
$$

where dist $_{1}$ is the $C^{1}$ distance.
Proof. For positive constants $L$ and $\epsilon$, let $\Phi(L, \epsilon)$ be the space of sequences $\phi=\left(\phi_{n}\right)_{n \in \mathbb{N}_{0}}$, where $\phi_{n}: B_{\epsilon}^{s} \rightarrow E^{u}(n)$ is a Lipschitz-continuous map with Lipschitz constant $L$ and $\phi_{n}(0)=0$. Define distance on $\Phi(L, \epsilon)$ by $d(\phi, \psi)=\sup _{n \in \mathbb{N}_{0}, x \in B_{\epsilon}}\left|\phi_{n}(x)-\psi_{n}(x)\right|$. This metric is complete.

We now define an operator $F: \Phi(L, \epsilon) \rightarrow \Phi(L, \epsilon)$ called the graph transform. Suppose $\phi=\left(\phi_{n}\right) \in \Phi$. We prove in the next lemma that for a small enough $\epsilon$, the projection of the set $f_{n}^{-1}\left(\operatorname{graph}\left(\phi_{n+1}\right)\right)$ onto $E^{s}(n)$ covers $E_{\epsilon}^{s}(n)$, and $f_{n}^{-1}\left(\operatorname{graph}\left(\phi_{n+1}\right)\right)$ contains the graph of a continuous function $\psi_{n}: B_{\epsilon}^{s} \rightarrow E_{\epsilon}^{u}(n)$ with Lipschitz constant $L$. We set $F(\phi)_{n}=\psi_{n}$.

Note that a map $h: \mathbb{R}^{k} \rightarrow \mathbb{R}^{l}$ is Lipschitz continuous at 0 with Lipschitz constant $L$ if and only if the graph of $h$ lies in the $L$-cone about $\mathbb{R}^{k}$, and is Lipschitz continuous at $x \in \mathbb{R}^{k}$ if and only if its graph lies in the $L$-cone about the translate of $\mathbb{R}^{k}$ by $(x, h(x))$.

LEMMA 5.6.2. For any $L>0$, there exists $\epsilon>0$ such that the graph transform $F$ is a well-defined operator on $\Phi(L, \epsilon)$.
Proof. For $L>0$ and $x \in B_{\epsilon}$, let $K_{L}^{s}(n)$ denote the stable cone

$$
K_{L}^{s}(n)=\left\{v \in \mathbb{R}^{m}: v=v^{s}+v^{u}, v^{s} \in E^{s}(n), v^{u} \in E^{u}(n),\left|v^{u}\right| \leq L\left|v^{s}\right|\right\}
$$

Note that $d f_{n}^{-1}(0) K_{L}^{s}(n+1) \subset K_{L}^{s}(n)$ for any $L>0$. Therefore, by the uniform continuity of $d f_{n}$, for any $L>0$ there is $\epsilon>0$ such that $d f_{n}^{-1}(x) K_{L}^{s}(n+$ 1) $\subset K_{L}^{s}(n)$ for any $n \in \mathbb{N}_{0}$ and $x \in B_{\epsilon}$. Hence the preimage under $f_{n}$ of the graph of a Lipschitz-continuous function is the graph of a Lipschitzcontinuous function. For $\phi \in \Phi(L, \epsilon)$, consider the following composition $\beta=P^{s}(n) \circ f_{n}^{-1} \circ \phi_{n}$, where $P^{s}(n)$ is the projection onto $E^{s}(n)$ parallel to $E^{u}(n)$. If $\epsilon$ is small enough, then $\beta$ is an expanding map and its image covers $B_{\epsilon}^{s}(n)$ (Exercise 5.6.1). Hence $F(\phi) \in \Phi(L, \epsilon)$.

The next lemma shows that $F$ is a contracting operator for an appropriate choice of $\epsilon$ and $L$.


Figure 5.1. Graph transform applied to $\phi$ and $\psi$.
LEMMA 5.6.3. There are $\epsilon>0$ and $L>0$ such that $F$ is a contracting operator on $\Phi(L, \epsilon)$.
Proof. For $L \in(0,0.1)$, let $K_{L}^{u}(n)$ denote the unstable cone

$$
K_{L}^{u}(n)=\left\{v \in \mathbb{R}^{m}: v=v^{s}+v^{u}, v^{s} \in E^{s}(n), v^{u} \in E^{u}(n),\left|v^{u}\right| \geq L^{-1}\left|v^{s}\right|\right\}
$$

and note that $d f_{n}(0) K_{L}^{u}(n) \subset K_{L}^{u}(n+1)$. As in Lemma 5.6.2, by the uniform continuity of $d f_{n}$, for any $L>0$ there is $\epsilon>0$ such that the inclusion $d f_{n} K_{L}^{u}(n) \subset K_{L}^{u}(n+1)$ holds for every $n \in \mathbb{N}_{0}$ and $x \in B_{\epsilon}$.

Let $\phi, \psi \in \Phi(L, \epsilon), \phi^{\prime}=F(\phi), \psi^{\prime}=F(\psi)$ (see Figure 5.1). For any $\eta>0$ there are $n \in \mathbb{N}_{0}$ and $y \in B_{\epsilon}^{s}$ such that $\left|\phi_{n}^{\prime}(y)-\psi_{n}^{\prime}(y)\right|>d\left(\phi^{\prime}, \psi^{\prime}\right)-\eta$. Let $c^{u}$ be the straight line segment from $\left(y, \phi_{n}^{\prime}(y)\right)$ to $\left(y, \phi_{n}^{\prime}(y)\right)$. Since $c^{u}$ is parallel to $E^{u}(n)$, we have that length $\left(f_{n}\left(c^{u}\right)\right)>\lambda^{-1}$ length $\left(c^{u}\right)$. Let $f_{n}\left(y, \psi_{n}^{\prime}(y)\right)=$ $\left(z, \psi_{n+1}(z)\right)$, and consider the curvilinear triangle formed by the straight line segment from $\left(z, \phi_{n+1}(z)\right)$ to $\left(z, \psi_{n+1}(z)\right), f_{n}\left(c^{u}\right)$, and the shortest curve on the graph of $\psi_{n+1}$ connecting the ends of these curves. For a small enough $\epsilon>0$ the tangent vectors to the image $f_{n}\left(c^{u}\right)$ lie in $K_{L}^{u}(n+1)$ and the tangent vectors to the graph of $\phi_{n+1}$ lie in $K_{L}^{s}(n+1)$. Therefore,

$$
\begin{aligned}
\left|\phi_{n+1}(z)-\psi_{n+1}(z)\right| & \geq \frac{\text { length }\left(f_{n}\left(c^{u}\right)\right)}{1+2 L}-L(1+L) \cdot \text { length }\left(f_{n}\left(c^{u}\right)\right) \\
& \geq(1-4 L) \text { length }\left(f_{n}\left(c^{u}\right)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
d(\phi, \psi) & \geq\left|\phi_{n+1}(z)-\psi_{n+1}(z)\right| \geq(1-4 L) \text { length }\left(f_{n}\left(c^{u}\right)\right) \\
& >(1-4 L) \lambda^{-1} \text { length }\left(c^{u}\right)=(1-4 L) \lambda^{-1}\left(d\left(\phi^{\prime}, \psi^{\prime}\right)-\eta\right)
\end{aligned}
$$

Since $\eta$ is arbitrary, $F$ is contracting for small enough $L$ and $\epsilon$.
Since $F$ is contracting (Lemma 5.6.3) and depends continuously on $f$, it has a unique fixed point $\phi \in \Phi(L, \epsilon)$, which depends continuously on $f$ (property 6 ) and automatically satisfies property 2 . The invariance of the
stable and unstable cones (with a small enough $\epsilon$ ) implies that $\phi$ satisfies properties 3 and 4. Property 1 follows immediately from 3 and 4 . Since property 1 gives a geometric characterization of graph $\left(\phi_{n}\right)$, the fixed point of $F$ for a smaller $\epsilon$ is a restriction of the fixed point of $F$ for a larger $\epsilon$ to a smaller domain. As $\epsilon \rightarrow 0$ and $L \rightarrow \infty$, the stable cone $K_{L}^{s}(0, n)$ (which contains graph $\left.\left(\phi_{n}\right)\right)$ tends to $E^{s}(n)$. Therefore $E^{s}(n)$ is the tangent plane to $\operatorname{graph}\left(\phi_{n}\right)$ at 0 (property 5).

The following theorem establishes the existence of local stable manifolds for points in a hyperbolic set $\Lambda$ and in $\Lambda_{\delta}^{s}$, and of local unstable manifolds for points in $\Lambda$ and in $\Lambda_{\delta}^{u}$ (see §5.4); recall that $\Lambda_{\delta}^{s} \supset \Lambda$ and $\Lambda_{\delta}^{u} \supset \Lambda$.

THEOREM 5.6.4. Let $f: M \rightarrow M$ be a $C^{1}$ diffeomorphism of a differentiable manifold, and let $\Lambda \subset M$ be a hyperbolic set of $f$ with constant $\lambda$ (the metric is adapted).

Then there are $\epsilon, \delta>0$ such that for every $x^{s} \in \Lambda_{\delta}^{s}$ and every $x^{u} \in \Lambda_{\delta}^{u}$ (see §5.4)

1. the sets

$$
\begin{aligned}
& W_{\epsilon}^{s}\left(x^{s}\right)=\left\{y \in M: \operatorname{dist}\left(f^{n}\left(x^{s}\right), f^{n}(y)\right)<\epsilon \text { for all } n \in \mathbb{N}_{0}\right\}, \\
& W_{\epsilon}^{u}\left(x^{u}\right)=\left\{y \in M: \operatorname{dist}\left(f^{-n}\left(x^{u}\right), f^{-n}(y)\right)<\epsilon \text { for all } n \in \mathbb{N}_{0}\right\},
\end{aligned}
$$

called the local stable manifold of $x^{s}$ and the local unstable manifold of $x^{u}$, are $C^{1}$ embedded disks,
2. $T_{y^{s}} W_{\epsilon}^{s}\left(x^{s}\right)=E^{s}\left(y^{s}\right)$ for every $y^{s} \in W_{\epsilon}^{s}\left(x^{s}\right)$, and $T_{y^{u}} W_{\epsilon}^{u}\left(x^{u}\right)=E^{u}\left(y^{u}\right)$ for every $y^{u} \in W_{\epsilon}^{u}\left(x^{u}\right)$ (see Proposition 5.4.4),
3. $f\left(W_{\epsilon}^{s}\left(x^{s}\right)\right) \subset W_{\epsilon}^{s}\left(f\left(x^{s}\right)\right)$ and $f^{-1}\left(W_{\epsilon}^{u}\left(f\left(x^{u}\right)\right)\right) \subset W_{\epsilon}^{u}\left(x^{u}\right)$,
4. if $y^{s}, z^{s} \in W_{\epsilon}^{s}\left(x^{s}\right)$, then $d^{s}\left(f\left(y^{s}\right), f\left(z^{s}\right)\right)<\lambda d^{s}\left(y^{s}, z^{s}\right)$, where $d^{s}$ is the distance along $W_{\epsilon}^{s}\left(x^{s}\right)$,
if $y^{u}, z^{u} \in W_{\epsilon}^{u}\left(x^{u}\right)$, then $d^{u}\left(f^{-1}\left(y^{u}\right), f^{-1}\left(z^{u}\right)\right)<\lambda d^{u}\left(y^{u}, z^{u}\right)$, where $d^{u}$ is the distance along $W_{\epsilon}^{u}\left(x^{u}\right)$,
5. if $0<\operatorname{dist}\left(x^{s}, y\right)<\epsilon$ and $\exp _{x^{s}}^{-1}(y)$ lies in the $\delta$-cone $K_{\delta}^{u}\left(x^{s}\right)$, then dist $\left(f\left(x^{s}\right), f(y)\right)>\lambda^{-1} \operatorname{dist}\left(x^{s}, y\right)$,
if $0<\operatorname{dist}\left(x^{u}, y\right)<\epsilon$ and $\exp _{x^{u}}^{-1}(y)$ lies in the $\delta$-cone $K_{\delta}^{s}\left(x^{u}\right)$, then $\operatorname{dist}\left(f\left(x^{u}\right), f(y)\right)<\lambda \operatorname{dist}\left(x^{s}, y\right)$,
6. if $y^{s} \in W_{\epsilon}^{s}\left(x^{s}\right)$, then $W_{\alpha}^{s}\left(y^{s}\right) \subset W_{\epsilon}^{s}\left(x^{s}\right)$ for some $\alpha>0$,
if $y^{u} \in W_{\epsilon}^{u}\left(x^{u}\right)$, then $W_{\beta}^{u}\left(y^{u}\right) \subset W_{\epsilon}^{u}\left(x^{u}\right)$ for some $\beta>0$,
Proof. Since $\Lambda_{\delta}^{s} \supset \Lambda$ is compact, for a small enough $\delta$ there is a collection $\mathcal{U}$ of coordinate charts $\left(U_{x}, \psi_{x}\right), x \in \Lambda_{\delta}^{s}$, such that $U_{x}$ covers the $\delta$-neighborhood of $x$ and the changes of coordinates $\psi_{x} \circ \psi_{y}^{-1}$ between the charts have equicontinuous first derivatives. For any point $x^{s} \in \Lambda_{\delta}^{s}$, let
$f_{n}=\psi_{f^{n}\left(x^{s}\right)} \circ f \circ \psi_{f^{n-1}\left(x^{s}\right)}^{-1}, E^{s}(n)=d \psi_{f^{n}\left(x^{s}\right)}\left(x^{s}\right) E^{s}\left(f^{n}\left(x^{s}\right)\right)$, and $E^{u}(n)=$ $d \psi_{f^{n}(x)}(x) E^{u}\left(f^{n}(x)\right)$, apply Proposition 5.6.1, and set $W_{\epsilon}^{s}(x)=W_{0}^{s}(\epsilon)$. Similarly, apply Proposition 5.6.1 to $f^{-1}$ to construct the local unstable manifolds. Properties 1-6 follow immediately from Proposition 5.6.1.

Let $\Lambda$ be a hyperbolic set of $f: U \rightarrow M$ and $x \in \Lambda$. The (global) stable and unstable manifolds of $x$ are defined by

$$
\begin{aligned}
& W^{s}(x)=\left\{y \in M: d\left(f^{n}(x), f^{n}(y)\right) \rightarrow 0 \text { as } n \rightarrow \infty\right\}, \\
& W^{u}(x)=\left\{y \in M: d\left(f^{-n}(x), f^{-n}(y)\right) \rightarrow 0 \text { as } n \rightarrow \infty\right\} .
\end{aligned}
$$

PROPOSITION 5.6.5. There is $\epsilon_{0}>0$ such that for every $\epsilon \in\left(0, \epsilon_{0}\right)$, for every $x \in \Lambda$,

$$
W^{s}(x)=\bigcup_{n=0}^{\infty} f^{-n}\left(W_{\epsilon}^{s}\left(f^{n}(x)\right), \quad W^{u}(x)=\bigcup_{n=0}^{\infty} f^{n}\left(W_{\epsilon}^{u}\left(f^{-n}(x)\right)\right.\right.
$$

Proof. Exercise 5.6.2.
COROLLARY 5.6.6. The global stable and unstable manifolds are embedded $C^{1}$ submanifolds of $M$ homeomorphic to the unit balls in corresponding dimensions.

Proof. Exercise 5.6.3.
Exercise 5.6.1. Suppose $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ is a continuous map such that $|f(x)-f(y)| \geq a|x-y|$ for some $a>1$, for all $x, y \in \mathbb{R}^{m}$. If $f(0)=0$, show that the image of a ball of radius $r>0$ centered at 0 contains the ball of radius ar centered at 0 .

Exercise 5.6.2. Prove Proposition 5.6.5.
Exercise 5.6.3. Prove Corollary 5.6.6.

### 5.7 Inclination Lemma

Let $M$ be a differentiable manifold. Recall that two submanifolds $N_{1}, N_{2} \subset$ $M$ of complementary dimensions intersect transversely (or are transverse) at a point $p \in N_{1} \cap N_{2}$ if $T_{p} M=T_{p} N_{1} \oplus T_{p} N_{2}$. We write $N_{1} \pitchfork N_{2}$ if every point of intersection of $N_{1}$ and $N_{2}$ is a point of transverse intersection.

Denote by $B_{\epsilon}^{i}$ the open ball of radius $\epsilon$ centered at 0 in $\mathbb{R}^{i}$. For $v \in \mathbb{R}^{m}=$ $\mathbb{R}^{k} \times \mathbb{R}^{l}$, denote by $v^{u} \in \mathbb{R}^{k}$ and $v^{s} \in \mathbb{R}^{l}$ the components of $v=v^{u}+v^{s}$, and by $\pi^{u}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{k}$ the projection to $\mathbb{R}^{k}$. For $\delta>0$, let $K_{\delta}^{u}=\left\{v \in \mathbb{R}^{m}:\left\|v^{s}\right\| \leq\right.$ $\left.\delta\left\|v^{u}\right\|\right\}$ and $K_{\delta}^{s}=\left\{v \in \mathbb{R}^{m}:\left\|v^{u}\right\| \leq \delta\left\|v^{s}\right\|\right\}$.


Figure 5.2. The image of the graph of $\phi$ under $f^{n}$.

LEMMA 5.7.1. Let $\lambda \in(0,1), \epsilon, \delta \in(0,0.1)$. Suppose $f: B_{\epsilon}^{k} \times B_{\epsilon}^{l} \rightarrow \mathbb{R}^{m}$ and $\phi: B_{\epsilon}^{k} \rightarrow B_{\epsilon}^{l}$ are $C^{1}$ maps such that

1. 0 is a hyperbolic fixed point of $f$,
2. $W_{\epsilon}^{u}(0)=B_{\epsilon}^{k} \times\{0\}$ and $W_{\epsilon}^{s}(0)=\{0\} \times B_{\epsilon}^{l}$,
3. $\left\|d f_{x}(v)\right\| \geq \lambda^{-1}\|v\|$ for every $v \in K_{\delta}^{u}$ whenever both $x, f(x) \in B_{\epsilon}^{k} \times B_{\epsilon}^{l}$,
4. $\left\|d f_{x}(v)\right\| \leq \lambda\|v\|$ for every $v \in K_{\delta}^{s}$ whenever both $x, f(x) \in B_{\epsilon}^{k} \times B_{\epsilon}^{l}$,
5. $d f_{x}\left(K_{\delta}^{u}\right) \subset K_{\delta}^{u}$ whenever both $x, f(x) \in B_{\epsilon}^{k} \times B_{\epsilon}^{l}$,
6. $d\left(f^{-1}\right)_{x}\left(K_{\delta}^{s}\right) \subset K_{\delta}^{s}$ whenever both $x, f^{-1}(x) \in B_{\epsilon}^{k} \times B_{\epsilon}^{l}$,
7. $T_{(y, \phi(y))} \operatorname{graph}(\phi) \subset K_{\delta}^{u}$ for every $y \in B_{\epsilon}^{k}$,

Then for every $n \in \mathbb{N}$ there is a subset $D_{n} \subset B_{\epsilon}^{k}$ diffeomorphic to $B^{k}$ and such that the image $I_{n}$ under $f^{n}$ of the graph of the restriction $\left.\phi\right|_{D_{n}}$ has the following properties: $\pi^{u}\left(I_{n}\right) \supset B_{\epsilon / 2}^{k}$ and $T_{x} I_{n} \subset K_{\delta \lambda^{2 n}}^{u}$ for each $x \in I_{n}$.
Proof. The lemma follows from the invariance of the cones (Exercise 5.7.2).

The meaning of the lemma is that the tangent planes to the image of the graph of $\phi$ under $f^{n}$ are exponentially (in $n$ ) close to the "horizontal" space $\mathbb{R}^{k}$, and the image spreads over $B_{\epsilon}^{k}$ in the horizontal direction (see Figure 5.2).

The following theorem, which is also sometimes called the Lambda Lemma, implies that if $f$ is $C^{r}$ with $r \geq 1$, and $D$ is any $C^{1}$-disk that intersects transversely the stable manifold $W^{s}(x)$ of a hyperbolic fixed point $x$, then the forward images of $D$ converge in the $C^{r}$ topology to the unstable manifold $W^{u}(x)$ [PdM82]. We prove only $C^{1}$ convergence. Let $B_{R}^{u}$ be the ball of radius $R$ centered at $x$ in $W^{u}(x)$ in the induced metric.

THEOREM 5.7.2 (Inclination Lemma). Let $x$ be a hyperbolic fixed point of a diffeomorphism $f: U \rightarrow M$, $\operatorname{dim} W^{u}(x)=k$, and $\operatorname{dim} W^{s}(x)=l$. Let $y \in$ $W^{s}(x)$, and suppose that $D \ni$ y is a $C^{1}$ submanifold of dimension kintersecting $W^{s}(x)$ transversely at $y$.

Then for every $R>0$ and $\beta>0$ there are $n_{0} \in \mathbb{N}$ and, for each $n \geq n_{0}$, a subset $\tilde{D}=\tilde{D}(R, \beta, n), y \in \tilde{D} \subset D$, diffeomorphic to an open $k$-disk and such that the $C^{1}$ distance between $\left.f^{n}(\tilde{D})\right)$ and $B_{R}^{u}$ is less than $\beta$.
Proof. We will show that for some $n_{1} \in \mathbb{N}$, an appropriate subset $D_{1} \subset$ $f^{n_{1}}(D)$ satisfies the assumptions of Lemma 5.7.1. Since $\{x\}$ is a hyperbolic set of $f$, for any $\delta>0$ there is $\epsilon>0$ such that $E^{s}(x)$ and $E^{u}(x)$ can be extended to invariant distributions $\tilde{E}^{s}$ and $\tilde{E}^{u}$ in the $\epsilon$-neighborhood $B_{\epsilon}$ of $x$ and the hyperbolicity constant is at most $\lambda+\delta$ (Proposition 5.4.4). Since $f^{n}(y) \rightarrow x$, there is $n_{2} \in \mathbb{N}$ such that $z=f^{n_{2}}(y) \in B_{\epsilon}$. Since $D$ intersects $W^{s}(x)$ transversely, so does $f^{n_{2}}(D)$. Therefore there is $\eta>0$ such that if $v \in T_{z} f^{n_{2}}(D),\|v\|=1, v=v^{s}+v^{u}, v^{s} \in \tilde{E}^{s}(z), v^{u} \in \tilde{E}^{u}(z)$, and $v^{u} \neq 0$, then $\left\|v^{u}\right\| \geq \eta\left\|v^{s}\right\|$. By Proposition 5.4.4, for a small enough $\delta>0$, the norm $\left\|d f^{n} v^{s}\right\|$ decays exponentially and $\left\|d f^{n} v^{u}\right\|$ grows exponentially. Therefore, for an arbitrarily small cone size, there exists $n_{2} \in \mathbb{N}$ such that $T_{f^{n_{2}}(y)} f^{n_{2}}(D)$ lies inside the unstable cone at $f^{n_{2}}(y)$.

Exercise 5.7.1. Prove that if $x$ is a homoclinic point, then $x$ is non-wandering but not recurrent.

## Exercise 5.7.2. Prove Lemma 5.7.1.

Exercise 5.7.3. Let $p$ be a hyperbolic fixed point of $f$. Suppose $W^{s}(p)$ and $W^{u}(p)$ intersect transversely at $q$. Prove that the union of $p$ with the orbit of $q$ is a hyperbolic set of $\Lambda$.

### 5.8 Horseshoes and Transverse Homoclinic Points

Let $\mathbb{R}^{m}=\mathbb{R}^{k} \times \mathbb{R}^{l}$. We will refer to $\mathbb{R}^{k}$ and $\mathbb{R}^{l}$ as the unstable and stable subspaces, respectively, and denote by $\pi^{u}$ and $\pi^{s}$ the projections to those subspaces. For $v \in \mathbb{R}^{m}$, denote $v^{u}=\pi^{u}(v) \in \mathbb{R}^{k}$ and $v^{s}=\pi^{s}(v) \in \mathbb{R}^{l}$. For $\alpha \in(0,1)$, call the sets $K_{\alpha}^{u}=\left\{v \in \mathbb{R}^{m}:\left|v^{s}\right| \leq \alpha\left|v^{u}\right|\right\}$ and $K_{\alpha}^{s}=\left\{v \in \mathbb{R}^{m}:\left|v^{u}\right| \leq\right.$ $\left.\alpha\left|v^{s}\right|\right\}$ the unstable and stable cones, respectively. Let $R^{u}=\left\{x \in \mathbb{R}^{k}:|x| \leq\right.$ $1\}, R^{s}=\left\{x \in \mathbb{R}^{l}:|x| \leq 1\right\}$, and $R=R^{u} \times R^{s}$. For $z=(x, y), x \in \mathbb{R}^{k}, y \in \mathbb{R}^{l}$, the sets $F^{s}(z)=\{x\} \times R^{s}$ and $F^{u}(z)=R^{u} \times\{y\}$ will be referred to as unstable and stable fibers, respectively. We say that a $C^{1}$ map $f: R \rightarrow \mathbb{R}^{m}$ has a horseshoe if there are $\lambda, \alpha \in(0,1)$ such that

1. $f$ is one-to-one on $R$;
2. $f(R) \cap R$ has at least two components $\Delta_{0}, \ldots, \Delta_{q-1}$;
3. if $z \in R$ and $f(z) \in \Delta_{i}, 0 \leq i<q$, then the sets $G_{i}^{u}(z)=f\left(F^{u}(z)\right) \cap$


Figure 5.3. A non-linear horseshoe.
$\Delta_{i}$ and $G_{i}^{s}(z)=f^{-1}\left(F^{s}(f(z)) \cap \Delta_{i}\right)$ are connected, and the restrictions of $\pi^{u}$ to $G_{i}^{u}(z)$ and of $\pi^{s}$ to $G_{i}^{s}(z)$ are onto and one-to-one;
4. if $z, f(z) \in R$, then the derivative $d f_{z}$ preserves the unstable cone $K_{\alpha}^{u}$ and $\lambda\left|d f_{z} v\right| \geq|v|$ for every $v \in K_{\alpha}^{u}$, and the inverse $d f_{f(z)}^{-1}$ preserves the stable cone $K_{\alpha}^{s}$ and $\lambda\left|d f_{f(z)}^{-1} v\right| \geq|v|$ for every $v \in K_{\alpha}^{s}$.

The intersection $\Lambda=\bigcap_{n \in \mathbb{Z}} f^{n}(R)$ is called a horseshoe.
THEOREM 5.8.1. The horseshoe $\Lambda=\bigcap_{n \in \mathbb{Z}} f^{n}(R)$ is a hyperbolic set of $f$. If $f(R) \cap R$ has $q$ components, then the restriction of $f$ to $\Lambda$ is topologically conjugate to the full two-sided shift $\sigma$ in the space $\Sigma_{q}$ of bi-infinite sequences in the alphabet $\{0,1, \ldots, q-1\}$.
Proof. The hyperbolicity of $\Lambda$ follows from the invariance of the cones and the stretching of vectors inside the cones. The topological conjugacy of $\left.f\right|_{\Lambda}$ to the two-sided shift is left as an exercise (Exercise 5.8.2).

COROLLARY 5.8.2. If a diffeomorphism $f$ has a horseshoe, then the topological entropy of $f$ is positive.

Let $p$ be a hyperbolic periodic point of a diffeomorphism $f: U \rightarrow M$. A point $q \in U$ is called homoclinic (for $p$ ) if $q \neq p$ and $q \in W^{s}(p) \cap W^{u}(p)$; it is called transverse homoclinic (for $p$ ) if in addition $W^{s}(p)$ and $W^{u}(p)$ intersect transversely at $q$.

The next theorem shows that horseshoes, and hence hyperbolic sets in general, are rather common.

THEOREM 5.8.3. Let $p$ be a hyperbolic periodic point of a diffeomorphism $f: U \rightarrow M$, and let $q$ be a transverse homoclinic point of $p$. Then for every $\epsilon>0$ the union of the $\epsilon$-neighborhoods of the orbits of $p$ and $q$ contains $a$ horseshoe of $f$.

Proof. We consider only the two-dimensional case; the argument for higher dimensions is a routine generalization of the proof below. We assume without loss of generality that $f(p)=p$ and $f$ is orientation preserving. There is a $C^{1}$ coordinate system in a neighborhood $V=V^{u} \times V^{s}$ of $p$ such that $p$ is the origin and the stable and unstable manifolds of $p$ coincide locally with the coordinate axes (Figure 5.4). For a point $x \in V$ and a vector $v \in \mathbb{R}^{2}$, we write $x=\left(x^{u}, x^{s}\right)$ and $v=\left(v^{u}, v^{s}\right)$, where $s$ and $u$ indicate the stable (vertical) and unstable (horizontal) components, respectively. We also assume that there is $\lambda \in(0,1)$ such that $\left|d f_{p} v^{s}\right|<\lambda\left|v^{s}\right|$ and $\left|d f_{p}^{-1} v^{u}\right|<\lambda\left|v^{u}\right|$ for every $v \neq 0$. Fix $\delta>0$, and let $K_{\delta / 2}^{s}$ and $K_{\delta / 2}^{u}$ be the stable and unstable $\delta / 2$-cones. Choose $V$ small enough so that for every $x \in V$

$$
\begin{array}{lll}
d f_{x}\left(K_{\delta / 2}^{u}\right) \subset K_{\delta / 2}^{u}, & \left|d f_{x}^{-1} v\right|<\lambda|v| & \text { if } v \in K_{\delta / 2}^{u} \\
d f_{x}^{-1} K_{\delta / 2}^{s} \subset K_{\delta / 2}^{s}, & \left|d f_{x} v\right|<\lambda|v| & \text { if } v \in K_{\delta / 2}^{s}
\end{array}
$$

Since $q \in W^{s}(p) \cap W^{u}(p)$, we have that $f^{n}(q) \in V$ and $f^{-n}(q) \in V$ for all sufficiently large $n$. By invariance, $W^{s}(p)$ and $W^{u}(p)$ pass through all images $f^{n}(q)$. Since $W^{u}(p)$ intersects $W^{s}(p)$ transversely at $q$, by Theorem 5.7.2 there is $n_{u}$ such that $f^{n}(q) \in V$ for $n \geq n_{u}$, and an appropriate neighborhood


Figure 5.4. A horseshoe at a homoclinic point.
$D^{u}$ of $f^{n}(q)$ in $W^{u}(p)$ is a $C^{1}$ submanifold that "stretches across" $V$ and whose tangent planes lie in $K_{\delta / 2}^{u}$, i.e., $D^{u}$ is the graph of a $C^{1}$ function $\phi^{u}: V^{u} \rightarrow V^{s}$ with $\left\|d \phi^{u}\right\|<\delta / 2$. Similarly since $q \in W^{u}(p)$, there is $n_{s} \in \mathbb{N}$ such that $f^{-n}(q) \in U$ for $n \geq n_{s}$ and a small neighborhood $D^{s}$ of $f^{-n}(q)$ in $W^{s}(p)$ is the graph of a $C^{1}$ function $\phi^{s}: V^{s} \rightarrow V^{u}$ with $\left\|d \phi^{s}\right\|<\delta / 2$. Note that since $f$ preserves orientation, the point $f^{n_{u}+1}(q)$ is not the next intersection of $W^{u}(p)$ with $W^{s}(p)$ after $f^{n_{u}}(q)$; in Figure 5.4 it is shown as the second intersection after $f^{n_{u}}(q)$ along $W^{s}(p)$.

Consider a narrow "box" $R$ shown in Figure 5.4, and let $N=k+n_{u}+$ $n_{s}+1$. We will show that for an appropriate choice of the size and position of $R$ and of $k \in \mathbb{N}$, the map $\tilde{f}=f^{N}$, the box $R$, and its image $\tilde{f}(R)$ satisfy the definition of a horseshoe. The smaller the width of the box and the closer it lies to $W^{s}(p)$, the larger is $k$ for which $f^{k}(R)$ reaches the vicinity of $f^{-n_{s}}(q)$. The number $\bar{n}=n_{u}+n_{s}+1$ is fixed. If $v^{u}$ is a horizontal vector at $f^{-n_{s}}(q)$, its image $w=d f_{f^{-n_{s}}(q)}^{\bar{n}} v^{u}$ is tangent to $W^{u}(p)$ at $f^{n_{u}+1}(q)$ and therefore lies in $K_{\delta / 2}^{u}$. Moreover, $|w| \geq 2 \beta\left|v^{u}\right|$ for some $\beta>0$. For any sufficiently close vector $v$ at a close enough base point, the image will lie in $K_{\delta}^{u}$ and $\left|d f^{\bar{n}} v\right| \geq \beta|v|$. The same holds for "almost horizontal" vectors at points close to $f^{-n_{s}-1}(q)$.

On the other hand, $d f_{x}\left(K_{\alpha}^{u}\right) \subset K_{\lambda \alpha}^{u}$ for every small enough $\alpha>0$ and every $x \in V$. Therefore, if $x \in R, f(x), \ldots, f^{k}(x) \in V$ and $v \in K_{\delta}^{u}$ is a tangent vector at $x$, then $d f_{x}^{k} v \in K_{\delta \lambda^{k}}^{u}$ and $\left|d f_{x}^{k} v\right|>\lambda^{-k}|v|$. Suppose now that $x \in R$ is such that $f^{k}(x)$ is close to either $f^{-n_{s}}(q)$ or $f^{-n_{s}-1}(q)$. Let $k$ be large enough so that $\beta / \lambda^{k}>10$. There is $\lambda^{\prime} \in(0,1)$ such that if $x \in R$ and $f^{N}(x)$ is close to either $f^{n_{u}}(q)$ or $f^{n_{u}+1}(q)$ (i.e., $f^{k}(x)$ is close to $f^{-n_{s}}(q)$ or $\left.f^{-n_{s}-1}(q)\right)$, then $K_{\delta}^{u}$ is invariant under $d f_{x}^{N}$ and $\lambda^{\prime}\left|d f_{x}^{N} v\right| \geq|v|$ for every $v \in K_{\delta}^{u}$. Similarly, for an appropriate choice of $R$ and $k$, the stable $\delta$-cones are invariant under $d f^{-N}$ and vectors from $K_{\delta}^{s}$ are stretched by $d f^{-N}$ by a factor at least $\left(\lambda^{\prime}\right)^{-1}$.

To guarantee the correct intersection of $f^{N}(R)$ with $R$ we must choose $R$ carefully. Choose the horizontal boundary segments of $R$ to be straight line segments, and let $R$ stretch vertically so that it crosses $W^{u}(p)$ near $f^{n_{u}}(q)$ and $f^{n_{u}+1}(q)$. By Theorem 5.7.2, the images of these horizontal segments under $f^{k}$ are almost horizontal line segments. To construct the vertical boundary segments of $R$, take two vertical segments $s_{1}$ and $s_{2}$ to the left of $f^{-n_{s}-1}(q)$ and to the right of $f^{-n_{s}}(q)$, and truncate their preimages $f^{-k}\left(s_{i}\right)$ by the horizontal boundary segments. By Theorem 5.7.2, the preimages are almost vertical line segments. This choice of $R$ satisfies the definition of a horseshoe.

Exercise 5.8.1. Let $f: U \rightarrow M$ be a diffeomorphism, $p$ a periodic point of $f$, and $q$ a (non-transverse) homoclinic point (for $p$ ). Prove that every
arbitrarily small $C^{1}$ neighborhood of $f$ contains a diffeomorphism $g$ such that $p$ is a periodic point of $g$ and $q$ is a transverse homoclinic point (for $p$ ).

Exercise 5.8.2. Prove that if $f(R) \cap R$ in Theorem 5.8 .1 has $q$ connected components, then the restriction of $f$ to $\Lambda$ is topologically conjugate to the full two-sided shift in the space $\Sigma_{q}$ of bi-infinite sequences in the alphabet $\{1, \ldots, q\}$.

Exercise 5.8.3. Let $p_{1}, \ldots, p_{k}$ be periodic points (of possibly different periods) of $f: U \rightarrow M$. Suppose $W^{u}\left(p_{i}\right)$ intersects $W^{s}\left(p_{i+1}\right)$ transversely at $q_{i}, i=1, \ldots, k, p_{k+1}=p_{1}$ (in particular, $\operatorname{dim} W^{s}\left(p_{i}\right)=\operatorname{dim} W^{s}\left(p_{1}\right)$ and $\left.\operatorname{dim} W^{u}\left(p_{i}\right)=\operatorname{dim} W^{u}\left(p_{1}\right), i=2, \ldots, k\right)$. The points $q_{i}$ are called transverse heteroclinic points. Prove the following generalization of Theorem 5.8.3: Any neighborhood of the union of the orbits of $p_{i} \mathrm{~s}$ and $q_{i} \mathrm{~s}$ contains a horseshoe.

### 5.9 Local Product Structure and Locally Maximal Hyperbolic Sets

A hyperbolic set $\Lambda$ of $f: U \rightarrow M$ is called locally maximal if there is an open set $V$ such that $\Lambda \subset V \subset U$ and $\Lambda=\bigcap_{n=-\infty}^{\infty} f^{n}(V)$. The horseshoe (§5.8) and the solenoid (§1.9) are examples of locally maximal hyperbolic sets (Exercise 5.9.1).

Since every closed invariant subset of a hyperbolic set is also a hyperbolic set, the geometric structure of a hyperbolic set may be very complicated and difficult to describe. However, due to their special properties, locally maximal hyperbolic sets allow a geometric characterization.

Since $E^{s}(x) \cap E^{u}(x)=\{0\}$, the local stable and unstable manifolds of $x$ intersect at $x$ transversely. By continuity, this transversality extends to a neighborhood of the diagonal in $\Lambda \times \Lambda$.

PROPOSITION 5.9.1. Let $\Lambda$ be a hyperbolic set of $f$. For every small enough $\epsilon>0$ there is $\delta>0$ such that if $x, y \in \Lambda$ and $d(x, y)<\delta$, then the intersection $W_{\epsilon}^{s}(x) \cap W_{\epsilon}^{u}(y)$ is transverse and consists of exactly one point $[x, y]$, which depends continuously on $x$ and $y$. Furthermore, there is $C_{p}=C_{p}(\delta)>$ 0 such that if $x, y \in \Lambda$ and $d(x, y)<\delta$, then $d^{s}(x,[x, y]) \leq C_{p} d(x, y)$ and $d^{u}(x,[x, y]) \leq C_{p} d(x, y)$, where $d^{s}$ and $d^{u}$ denote distances along the stable and unstable manifolds.
Proof. The proposition follows immediately from the uniform transversality of $E^{s}$ and $E^{u}$ and Lemma 5.9.2.

Let $\epsilon>0, k, l \in \mathbb{N}$, and let $B_{\epsilon}^{k} \subset \mathbb{R}^{k}, B_{\epsilon}^{l} \subset \mathbb{R}^{l}$ be the $\epsilon$-balls centered at the origin.

LEMMA 5.9.2. For every $\epsilon>0$ there is $\delta>0$ such that if $\phi: B_{\epsilon}^{k} \rightarrow \mathbb{R}^{l}$ and $\psi: B_{\epsilon}^{l} \rightarrow \mathbb{R}^{k}$ are differentiable maps and $|\phi(x)|,\|d \phi(x)\|,|\psi(y)|,\|d \phi(y)\|<\delta$ for all $x \in B_{\epsilon}^{k}$ and $y \in B_{\epsilon}^{l}$, then the intersection $\operatorname{graph}(\phi) \cap \operatorname{graph}(\psi) \subset \mathbb{R}^{k+l}$ is transverse and consists of exactly one point, which depends continuously on $\phi$ and $\psi$ in the $C^{1}$ topology.
Proof. Exercise 5.9.3.
The following property of hyperbolic sets plays a major role in their geometric description and is equivalent to local maximality. A hyperbolic set $\Lambda$ has a local product structure if there are (small enough) $\epsilon>0$ and $\delta>0$ such that (i) for all $x, y \in \Lambda$ the intersection $W_{\epsilon}^{s}(x) \cap W_{\epsilon}^{u}(y)$ consists of at most one point, which belongs to $\Lambda$, and (ii) for $x, y \in \Lambda$ with $d(x, y)<\delta$, the intersection consists of exactly one point of $\Lambda$, denoted $[x, y]=W_{\epsilon}^{s}(x) \cap W_{\epsilon}^{u}(y)$, and the intersection is transverse (Proposition 5.9.1). If a hyperbolic set $\Lambda$ has a local product structure, then for every $x \in \Lambda$ there is a neighborhood $U(x)$ such that

$$
U(x) \cap \Lambda=\left\{[y, z]: y \in U(x) \cap W_{\epsilon}^{s}(x), z \in U(x) \cap W_{\epsilon}^{u}(x)\right\} .
$$

PROPOSITION 5.9.3. A hyperbolic set $\Lambda$ is locally maximal if and only if it has a local product structure.
Proof. Suppose $\Lambda$ is locally maximal. If $x, y \in \Lambda$ and $\operatorname{dist}(x, y)$ is small enough, then by Proposition 5.9.1, $W_{\epsilon}^{s}(x) \cap W_{\epsilon}^{u}(y)=[x, y]=: z$ exists and, by Theorem 5.6.4(4), the forward and backward semiorbits of $z$ stay close to $\Lambda$. Since $\Lambda$ is locally maximal, $z \in \Lambda$.

Conversely, assume that $\Lambda$ has a local product structure with constants $\epsilon, \delta$, and $C_{p}$ from Proposition 5.9.1. We must show that if the whole orbit of a point $q$ lies close to $\Lambda$, then the point lies in $\Lambda$. Fix $\alpha \in(0, \delta / 3)$ such that $f(p) \in W_{\delta / 3}^{u}(f(x))$ for each $x \in \Lambda$ and $p \in W_{\alpha}^{u}(x)$. Assume first that $q \in$ $W_{\alpha}^{u}\left(x_{0}\right)$ for some $x_{0} \in \Lambda$ and that there are $y_{n} \in \Lambda$ such that $d\left(f^{n}(q), y_{n}\right)<$ $\alpha / C_{p}$ for all $n>0$. Since $f\left(x_{0}\right), y_{1} \in \Lambda$ and $d\left(f\left(x_{0}\right), y_{1}\right)<d\left(f\left(x_{0}\right), f(q)\right)+$ $d\left(f(q), y_{1}\right)<\delta / 3+\alpha / C_{p}<\delta$, we have that $x_{1}=\left[y_{1}, f\left(x_{0}\right)\right] \in \Lambda$ and, by Proposition 5.9.1, $f(q) \in W_{\alpha}^{u}\left(x_{1}\right)$. Similarly, $x_{2}=\left[y_{2}, f\left(x_{1}\right)\right] \in \Lambda$ and $f^{2}(q) \in$ $W_{\alpha}^{u}\left(x_{2}\right)$. By repeating this argument we construct points $x_{n}=\left[y_{n}, f^{n}(q)\right] \in \Lambda$ with $f^{n}(q) \in W_{\alpha}^{u}\left(x_{n}\right)$. Observe that $q_{n}=f^{-n}\left(x_{n}\right) \rightarrow q$ as $n \rightarrow \infty$. Since $\Lambda$ is closed, $q \in \Lambda$. Similarly, if $q \in W_{\alpha}^{s}\left(x_{0}\right)$ for some $x_{0} \in \Lambda$ and $f^{n}(q)$ stays close enough to $\Lambda$ for all $n<0$, then $q \in \Lambda$.

Assume now that $f^{n}(y)$ is close enough to $x_{n} \in \Lambda$ for all $n \in \mathbb{Z}$. Then $y \in \Lambda_{\epsilon}^{s}$ and $y \in \Lambda_{\epsilon}^{u}$. Hence, by Propositions 5.4.4 and 5.4.3, the union $\Lambda \cup \mathcal{O}_{f}(y)$ is a hyperbolic set (with close constants), and the local stable and unstable
manifolds of $y$ are well defined. Observe that the forward semiorbit of $p=\left[y, x_{0}\right]$ and the backward semiorbit of $q=\left[x_{0}, y\right]$ stay close to $\Lambda$. Therefore, by the above argument, $p, q \in \Lambda$ and (by the local product structure) $y=[p, q] \in \Lambda$.

Exercise 5.9.1. Prove that horseshoes (§5.8) and the solenoid (§1.9) are locally maximal hyperbolic sets.

Exercise 5.9.2. Let $p$ be a hyperbolic fixed point of $f$ and $q \in W^{s}(p) \cap$ $W^{u}(p)$ a transverse homoclinic point. By Exercise 5.7.3, the union of $p$ with the orbit of $q$ is a hyperbolic set of $f$. Is it locally maximal?

Exercise 5.9.3. Prove Lemma 5.9.2.

### 5.10 Anosov Diffeomorphisms

Recall that a $C^{1}$ diffeomorphism $f$ of a connected differentiable manifold $M$ is called Anosov if $M$ is a hyperbolic set for $f$; it follows directly from the definition that $M$ is locally maximal and compact.

The simplest example of an Anosov diffeomorphism is the automorphism of $\mathbb{T}^{2}$ given by the matrix $\left(\begin{array}{ll}2 & 1 \\ 1 & 1\end{array}\right)$. More generally, any linear hyperbolic automorphism of the $n$-torus $\mathbb{T}^{n}$ is Anosov. Such an automorphism is given by an $n \times n$ integer matrix with determinant $\pm 1$ and with no eigenvalues of modulus 1 .

Toral automorphisms can be generalized as follows. Let $N$ be a simply connected nilpotent Lie group, and $\Gamma$ a uniform discrete subgroup of $N$. The quotient $M=N / \Gamma$ is a compact nilmanifold. Let $\bar{f}$ be an automorphism of $N$ that preserves $\Gamma$ and whose derivative at the identity is hyperbolic. The induced diffeomorphism $f$ of $M$ is Anosov. For specific examples of this type see [Sma67]. Up to finite coverings, all known Anosov diffeomorphisms are topologically conjugate to automorphisms of nilmanifolds.

The families of stable and unstable manifolds of an Anosov diffeomorphism form two foliations (see §5.13) called the stable foliation $W^{s}$ and unstable foliation $W^{u}$ (Exercise 5.10.1). These foliations are in general not $C^{1}$, or even Lipschitz [Ano67], but they are Hölder continuous (Theorem 6.1.3). In spite of the lack of Lipschitz continuity, the stable and unstable foliations possess a uniqueness property similar to the uniqueness theorem for ordinary differential equations (Exercise 5.10.2).

Proposition 5.10.1 states basic properties of the stable and unstable distributions $E^{s}$ and $E^{u}$, and the stable and unstable foliations $W^{s}$ and $W^{u}$, of an Anosov diffeomorphism $f$. These properties follow immediately from the previous sections of this chapter. We assume that the metric is adapted
to $f$ and denoted by $d^{s}$ and $d^{u}$, the distances along the stable and unstable leaves.

PROPOSITION 5.10.1. Let $f: M \rightarrow M$ be an Anosov diffeomorphism. Then there are $\lambda \in(0,1), C_{p}>0, \epsilon>0, \delta>0$, and, for every $x \in M$, a splitting $T_{x} M=E^{s}(x) \oplus E^{u}(x)$ such that

1. $d f_{x}\left(E^{s}(x)\right)=E^{s}(f(x))$ and $d f_{x}\left(E^{u}(x)\right)=E^{u}(f(x))$;
2. $\left\|d f_{x} v^{s}\right\| \leq \lambda\left\|v^{s}\right\|$ and $\left\|d f_{x}^{-1} v^{u}\right\| \leq \lambda\left\|v^{u}\right\|$ for all $v^{s} \in E^{s}(x), v^{u} \in E^{u}(x)$;
3. $W^{s}(x)=\left\{y \in M: d\left(f^{n}(x), f^{n}(y)\right) \rightarrow 0\right.$ as $\left.n \rightarrow \infty\right\}$ and $d^{s}(f(x), f(y)) \leq \lambda d^{s}(x, y)$ for every $y \in W^{s}(x)$;
4. $W^{u}(x)=\left\{y \in M: d\left(f^{-n}(x), f^{-n}(y)\right) \rightarrow 0\right.$ as $\left.n \rightarrow \infty\right\}$ and $d^{u}\left(f^{-1}(x), f^{-1}(y)\right) \leq \lambda^{n} d^{u}(x, y)$ for every $y \in W^{u}(x)$;
5. $f\left(W^{s}(x)\right)=W^{s}(f(x))$ and $f\left(W^{u}(x)\right)=W^{u}(f(x))$;
6. $T_{x} W^{s}(x)=E^{s}(x)$ and $T_{x} W^{u}(x)=E^{u}(x)$;
7. if $d(x, y)<\delta$, then the intersection $W_{\epsilon}^{s}(x) \cap W_{\epsilon}^{u}(y)$ is exactly one point $[x, y]$, which depends continuously on $x$ and $y$, and $d^{s}([x, y], x) \leq$ $C_{p} d(x, y), d^{u}([x, y], y) \leq C_{p} d(x, y)$.

For convenience we restate several properties of Anosov diffeomorphisms. Recall that a diffeomorphism $f: M \rightarrow M$ is structurally stable if for every $\epsilon>0$ there is a neighborhood $\mathcal{U} \subset \operatorname{Diff}^{1}(M)$ of $f$ such that for every $g \in \mathcal{U}$ there is a homeomorphism $h: M \rightarrow M$ with $h \circ f=g \circ h$ and $\operatorname{dist}_{0}(h, \mathrm{Id})<\epsilon$.

## PROPOSITION 5.10.2

1. Anosov diffeomorphisms form an open (possibly empty) subset in the $C^{1}$ topology (Corollary 5.5.2).
2. Anosov diffeomorphisms are structurally stable (Corollary 5.5.4).
3. The set of periodic points of an Anosov diffeomorphism is dense in the set of non-wandering points (Corollary 5.3.4).

Here is a more direct proof of the density of periodic points. Let $\epsilon$ and $\delta$ satisfy Proposition 5.10.1. If $x \in M$ is non-wandering, then there is $n \in \mathbb{N}$ and $y \in M$ such that $\operatorname{dist}(x, y), \operatorname{dist}\left(f^{n}(y), y\right)<\delta /\left(2 C_{p}\right)$. Assume that $\lambda^{n}<$ $1 /\left(2 C_{p}\right)$. Then the map $z \mapsto\left[y, f^{n}(z)\right]$ is well defined for $z \in W_{\delta}^{s}(y)$. It maps $W_{\delta}^{s}(y)$ into itself and, by the Brouwer fixed point theorem, has a fixed point $y_{1}$ such that $d^{s}\left(y_{1}, y\right)<\delta, f^{n}\left(y_{1}\right) \in W^{u}\left(y_{1}\right)$ and $d^{u}\left(y_{1}, f^{n}\left(y_{1}\right)\right)<\delta$. The map $f^{-n}$ sends $W_{\delta}^{u}\left(f^{n}\left(y_{1}\right)\right)$ to itself and therefore has a fixed point.

THEOREM 5.10.3. Let $f: M \rightarrow M$ be an Anosov diffeomorphism. Then the following are equivalent:

1. $\operatorname{NW}(f)=M$,
2. every unstable manifold is dense in $M$,
3. every stable manifold is dense in $M$,
4. $f$ is topologically transitive,
5. $f$ is topologically mixing.

Proof. We say that a set $A$ is $\epsilon$-dense in a metric space $(X, d)$ if $d(x, A)<\epsilon$ for every $x \in X$.
$1 \Rightarrow 2$ : We will show that every unstable manifold is $\epsilon$-dense in $M$ for an arbitrary $\epsilon>0$. By Proposition 5.10.2(3), the periodic points are dense. Assume that $\epsilon>0$ satisfies Proposition $5.10 .1(7)$ and that periodic points $x_{i}, i=1, \ldots, N$, form an $\epsilon / 4$-net in $M$. Let $P$ be the product of the periods of the $x_{i} \mathrm{~s}$, and set $g=f^{P}$. Note that the stable and unstable manifolds of $g$ are the same as those of $f$.

LEMMA 5.10.4. There is $q \in \mathbb{N}$ such that if $\operatorname{dist}\left(W^{u}(y), x_{i}\right)<\epsilon / 2$ and $\operatorname{dist}\left(x_{i}, x_{j}\right)<\epsilon / 2$ for some $y \in M, i, j$, then $\operatorname{dist}\left(g^{n q}\left(W^{u}(y)\right), x_{i}\right)<\epsilon / 2$ and $\operatorname{dist}\left(g^{n q}\left(W^{u}(y)\right), x_{j}\right)<\epsilon / 2$ for every $n \in \mathbb{N}$.

Proof. By Proposition 5.10.2(3), there is $z \in W^{u}(y) \cap W_{C_{p} \epsilon_{p}}^{s}\left(x_{i}\right)$. Therefore $\operatorname{dist}\left(g^{t}(z), x_{i}\right)<\epsilon / 2$ for any $t \geq t_{0}$, where $t_{0}$ depends on $\epsilon$ but not on $z$. Since $\operatorname{dist}\left(g^{t}(z), x_{j}\right)<\epsilon$, by Proposition 5.10.2(3) there exists a point $w \in W^{u}\left(g^{t}(z)\right) \cap W_{C_{p} \epsilon_{p}}^{s}\left(x_{j}\right)$. Hence $\operatorname{dist}\left(g^{\tau}(w), x_{j}\right)<\epsilon / 2$ for any $\tau \geq s_{0}$ which depends only on $\epsilon$ but not on $w$. The lemma follows with $q=s_{0}+t_{0}$.

Since $M$ is compact and connected, any $x_{i}$ can be connected to any $x_{j}$ by a chain of not more than $N$ periodic points $x_{k}$ with distance $<\epsilon / 2$ between any two consecutive points. By Lemma 5.10.4, $g^{N q}\left(W^{u}(y)\right.$ is $\epsilon$-dense in $M$ for any $y \in M$. Hence, $W^{u}(x)$ is $\epsilon$-dense for any $x=g^{-N q}(y) \in M$. Therefore, $W^{u}(x)$ is dense for each $x$. Reversing the time gives $1 \Rightarrow 3$.

LEMMA 5.10.5. If every (un)stable manifold is dense in $M$, then for every $\epsilon>0$ there is $R=R(\epsilon)>0$ such that every ball of radius $R$ in every (un)stable manifold is $\epsilon$-dense in $M$.

Proof. Let $x \in M$. Since $W^{u}(x)=\bigcup_{R} W_{R}^{u}(x)$ is dense, there is $R(x)$ such that $W_{R(x)}^{u}(x)$ is $\epsilon / 2$-dense. Since $W^{u}$ is a continuous foliation, there is $\delta(x)>0$ such that $W_{R(x)}^{u}(y)$ is $\epsilon$-dense for any $y \in B(x, \delta(x))$. By the compactness of $M$, a finite collection $\mathcal{B}$ of the $\delta(x)$-balls covers $M$. The maximal $R(x)$ for the balls from $\mathcal{B}$ satisfies the lemma.
$2 \Rightarrow 5$ : Let $U, V \subset M$ be non-empty open sets. Let $x, y \in M$ and $\delta>0$ be such that $W_{\delta}^{u}(x) \subset U$ and $B(y, \delta) \subset V$, and let $R=R(\delta)$ (see Lemma 5.10.5). Since $f$ expands unstable manifolds exponentially and uniformly, there is $N \in \mathbb{N}$ such that $f^{n}\left(W_{\delta}^{u}(x)\right) \supset W_{R}^{u}\left(f^{n}(x)\right)$ for $n \geq N$. By Lemma 5.10.5, $f^{n}(U) \cap V \neq \emptyset$ and hence $f$ is topologically mixing. Similarly $3 \Rightarrow 5$.
$1 \Rightarrow 3$ follows by reversing the time. Obviously $5 \Rightarrow 4$ and $4 \Rightarrow 1$.

Exercise 5.10.1. Prove that the stable and unstable manifolds of an Anosov diffeomorphism form foliations (see §5.13).

Exercise 5.10.2. Although the stable and unstable distributions of an Anosov diffeomorphism, in general, are not Lipschitz continuous, the following uniqueness property holds true. Let $\gamma(\cdot)$ be a differentiable curve such that $\dot{\gamma}(t) \in E^{s}(\gamma(t))$ for every $t$. Prove that $\gamma$ lies in one stable manifold.

### 5.11 Axiom A and Structural Stability

Some of the results of $\S 5.10$ extend to a natural wider class of hyperbolic dynamical systems. Throughout this section we assume that $f$ is a diffeomorphism of a compact manifold $M$. Recall that the set of non-wandering points $\operatorname{NW}(f)$ is closed and $f$-invariant, and that $\overline{\operatorname{Per}(f)} \subset \mathrm{NW}(f)$.

A diffeomorphism $f$ satisfies Smale's Axiom $A$ if the set $\mathrm{NW}(f)$ is hyperbolic and $\overline{\operatorname{Per}(f)}=\mathrm{NW}(f)$. The second condition does not follow from the first. By Proposition 5.3.3, the set $\operatorname{Per}(f)$ is dense in the set $\mathrm{NW}\left(\left.f\right|_{\mathrm{NW}(f)}\right)$ of non-wandering points of the restriction of $f$ to NW $(f)$. However, in general $\mathrm{NW}\left(\left.f\right|_{\mathrm{NW}(f)}\right) \neq \mathrm{NW}(f)$ (Exercise 5.11.1, Exercise 5.11.2).

For a hyperbolic periodic point $p$ of $f$, denote by $W^{s}(O(p))$ and $W^{u}(O(p))$ the unions of the stable and unstable manifolds of $p$ and its images, respectively. If $p$ and $q$ are hyperbolic periodic points, we write $p \leq q$ when $W^{s}(O(p))$ and $W^{u}(O(q))$ have a point of transverse intersection. The relation $\leq$ is reflexive. It follows from Theorem 5.7.2 that $\leq$ is transitive (Exercise 5.11.3). If $p \leq q$ and $q \leq p$, we write $p \sim q$ and say that $p$ and $q$ are heteroclinically related. The relation $\sim$ is an equivalence relation.

THEOREM 5.11.1 (Smale's Spectral Decomposition [Sma67]). If f satisfies Axiom $A$, then there is a unique representation of $\mathrm{NW}(f)$,

$$
\operatorname{NW}(f)=\Lambda_{1} \cup \Lambda_{2} \cup \cdots \cup \Lambda_{k},
$$

as a disjoint union of closed f-invariant sets (called basic sets) such that

1. each $\Lambda_{i}$ is a locally maximal hyperbolic set of $f$;
2. $f$ is topologically transitive on each $\Lambda_{i}$; and
3. each $\Lambda_{i}$ is a disjoint union of closed sets $\Lambda_{i}^{j}, 1 \leq j \leq m_{i}$, the diffeomorphism $f$ cyclically permutes the sets $\Lambda_{i}^{j}$, and $f^{m_{i}}$ is topologically mixing on each $\Lambda_{i}^{j}$.

The basic sets are precisely the closures of the equivalence classes of $\sim$. For two basic sets, we write $\Lambda_{i} \leq \Lambda_{j}$ if there are periodic points $p \in \Lambda_{i}$ and $q \in \Lambda_{j}$ such that $p \leq q$.

Let $f$ satisfy Axiom A. We say that $f$ satisfies the strong transversality condition if $W^{s}(x)$ intersects $W^{u}(y)$ transversely (at all common points) for all $x, y \in \mathrm{NW}(f)$.

THEOREM 5.11.2 (Structural Stability Theorem). A C $C^{1}$ diffeomorphism is structurally stable if and only if it satisfies Axiom A and the strong transversality condition.
J. Robbin [Rob71] showed that a $C^{2}$ diffeomorphism satisfying Axiom A and the strong transversality condition is structurally stable. C. Robinson [Rob76] weakened $C^{2}$ to $C^{1}$. R. Mañé [Mañ88] proved that a structurally stable $C^{1}$ diffeomorphism satisfies Axiom A and the strong transversality condition.

Exercise 5.11.1. Give an example of a diffeomorphism $f$ such that $\operatorname{NW}\left(\left.f\right|_{\operatorname{NW}(f)}\right) \neq \operatorname{NW}(f)$.

Exercise 5.11.2. Give an example of a diffeomorphism $f$ for which $\mathrm{NW}(f)$ is hyperbolic and $\operatorname{NW}\left(\left.f\right|_{\operatorname{NW}(f)}\right) \neq \operatorname{NW}(f)$.

Exercise 5.11.3. Prove that $\leq$ is a transitive relation.
Exercise 5.11.4. Suppose that $f$ satisfies Axiom A. Prove that $\operatorname{NW}(f)$ is a locally maximal hyperbolic set.

### 5.12 Markov Partitions

Recall (Chapter 1, Chapter 3) that a partition of the phase space of a dynamical system induces a coding of the orbits and hence a semiconjugacy with a subshift. For hyperbolic dynamical systems, there is a special class of partitions - Markov partitions - for which the target subshift is a subshift of finite type. A Markov partition $\mathcal{P}$ for an invariant subset $\Lambda$ of a diffeomorphism $f$ of a compact manifold $M$ is a collection of sets $R_{i}$ called rectangles such that for all $i, j, k$

1. each $R_{i}$ is the closure of its interior,
2. int $R_{i} \cap$ int $R_{j}=\emptyset$ if $i \neq j$,
3. $\Lambda \subset \bigcup_{i} R_{i}$,
4. if $f^{m}\left(\right.$ int $\left.R_{i}\right) \cap$ int $R_{j} \cap \Lambda \neq \emptyset$ for some $m \in \mathbb{Z}$ and $f^{n}\left(\right.$ int $\left.R_{j}\right) \cap$ int $R_{k} \cap$ $\Lambda \neq \emptyset$ for some $n \in \mathbb{Z}$, then $f^{m+n}\left(\right.$ int $\left.R_{i}\right) \cap \operatorname{int} R_{k} \cap \Lambda \neq \emptyset$.

The last condition guarantees the Markov property of the subshift corresponding to $\mathcal{P}$, i.e., the independence of the future from the past. For hyperbolic dynamical systems, each rectangle is closed under the local


Figure 5.5. Markov partition for the toral automorphism $f_{M}$.
product structure "commutator" $[x, y]$, i.e., if $x, y \in R_{i}$, then $[x, y] \in R_{i}$. For $x \in R_{i}$ let $W^{s}\left(x, R_{i}\right)=\bigcup_{y \in R_{i}}[x, y]$ and $W^{u}\left(x, R_{i}\right)=\bigcup_{y \in R_{i}}[y, x]$. The last condition means that if $x \in \operatorname{int} R_{i}$ and $f(x) \in \operatorname{int} R_{j}$, then $W^{u}\left(f(x), R_{j}\right) \subset$ $f\left(W^{u}\left(x, R_{i}\right)\right)$ and $W^{s}\left(x, R_{i}\right) \subset f^{-1}\left(W^{s}\left(f(x), R_{j}\right)\right)$.

The partition of the unit interval $[0,1]$ into $m$ intervals $[k / m,(k+1) / m)$ is a Markov partition for the expanding endomorphism $E_{m}$. The target subshift in this case is the full shift on $m$ symbols.

We now describe a Markov partition for the hyperbolic toral automorphism $f=f_{M}$ given by the matrix

$$
M=\left(\begin{array}{ll}
2 & 1 \\
1 & 1
\end{array}\right)
$$

which was constructed by R. Adler and B. Weiss [AW67]. The eigenvalues are $(3 \pm \sqrt{5}) / 2$. We begin by partitioning the unit square representing the torus $\mathbb{T}^{2}$ in Figure 5.5 into two rectangles: $A$, consisting of three parts $A_{1}, A_{2}, A_{3}$; and $B$, consisting of two parts $B_{1}, B_{2}$. The longer sides of the rectangles are parallel to the eigendirection of the larger eigenvalue $(3+\sqrt{5}) / 2$, and the shorter sides are parallel to the eigendirection of the smaller eigenvalue $(3-\sqrt{5}) / 2$. In Figure 5.5 , the identified points and regions are marked by the same symbols. The images of $A$ and $B$ are shown in Figure 5.6. We subdivide


Figure 5.6. The image of the Markov partition under $f_{M}$.
$A$ and $B$ into five subrectangles $\Delta_{1}, \Delta_{2}, \Delta_{3}, \Delta_{4}, \Delta_{5}$ that are the connected components of the intersections of $A$ and $B$ with $f(A)$ and $f(B)$. The image of $A$ consists of $\Delta_{1}, \Delta_{3}^{\prime}$ and $\Delta_{4}^{\prime}$; the image of $B$ consists of $\Delta_{2}^{\prime}$ and $\Delta_{5}^{\prime}$. The part of the boundary of the $\Delta_{i}$ 's that is parallel to the eigendirection of the larger eigenvalue is called stable; the part that is parallel to the eigendirection of the smaller eigenvalue is called unstable. By construction, the partition $\Delta$ of $\mathbb{T}^{2}$ into five rectangles $\Delta_{i}$ has the property that the image of the stable boundary is contained in the stable boundary, and the preimage of the unstable boundary is contained in the unstable boundary (Exercise 5.12.1). In other words, for each $i, j$, the intersection $\Delta_{i j}=\Delta_{i} \cap f\left(\Delta_{j}\right)$ consists of one or two rectangles that stretch "all the way" through $\Delta_{i}$, and the stable boundary of $\Delta_{i j}$ is contained in the stable boundary of $\Delta_{i}$; similarly, the intersection $\Delta_{i j}^{-1}=\Delta_{i} \cap f^{-1}\left(\Delta_{j}\right)$ consists of one or two rectangles that stretch "all the way" through $\Delta_{i}$, and the unstable boundary of $\Delta_{i j}^{-1}$ is contained in the unstable boundary of $\Delta_{i}$. Let $a_{i j}=1$ if the interior of $f\left(\Delta_{i}\right) \cap \Delta_{j}$ is not empty, and $a_{i j}=0$ otherwise, $i, j=1, \ldots, 5$. This defines the adjacency matrix

$$
A=\left(\begin{array}{lllll}
1 & 0 & 1 & 1 & 0 \\
1 & 0 & 1 & 1 & 0 \\
1 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 1
\end{array}\right)
$$

If $\omega=\left(\ldots, \omega_{-1}, \omega_{0}, \omega_{1}, \ldots\right)$ is an allowed infinite sequence for this adjacency matrix, then the intersection $\bigcap_{i=-\infty}^{\infty} f^{-i}\left(\Delta_{\omega_{i}}\right)$ consists of exactly one point $\phi(\omega)$; it follows that there is a continuous semiconjugacy $\phi: \Sigma_{A} \rightarrow \mathbb{T}^{2}$, i.e., $f \circ \phi=\phi \circ \sigma$, where $\sigma$ is the shift in $\Sigma_{A}$ (Exercise 5.12.2). Conversely, let $B_{0}$ be the union of the boundaries of the $\Delta_{i}$ 's, and let $B=\bigcup_{i=-\infty}^{\infty} f^{i}\left(B_{0}\right)$. For $x \in \mathbb{T}^{2} \backslash B$, set $\psi_{i}(x)=j$ if $f^{i}(x) \in \Delta_{j}$. The itinerary sequence $\left(\psi_{i}(x)\right)_{i=-\infty}^{\infty}$ is an element of $\Sigma_{A}$, and $\phi \circ \psi=\operatorname{Id}$ (Exercise 5.12.3).

In higher dimensions, this direct geometric construction does not work. Even for a hyperbolic toral automorphism, the boundary is nowhere differentiable. Nevertheless, as R. Bowen showed [Bow70], any locally maximal hyperbolic set $\Lambda$ has a Markov partition [Bow70] which provides a semiconjugacy from a subshift of finite type to $\Lambda$.

Exercise 5.12.1. Prove that the stable boundary is forward invariant and the unstable boundary is backward invariant under $f_{M}$.

Exercise 5.12.2. Prove that for the toral automorphism $f_{M}$, the intersection of the preimages of rectangles $\Delta_{i}$ along an allowed infinite sequence $\omega$ consists of exactly one point. Prove that there is a semiconjugacy $\phi$ from $\left.\sigma\right|_{\Sigma_{A}}$ to the toral automorphism $f_{M}$.

Exercise 5.12.3. Prove that the map $\psi$ defined in the text above satisfies $\psi(x) \in \Sigma_{A}$ and that $\phi \circ \psi=$ Id.

Exercise 5.12.4. Construct Markov partitions for the linear horseshoe (§1.8) and the solenoid (§1.9).

### 5.13 Appendix: Differentiable Manifolds

An m-dimensional $C^{k}$ manifold $M$ is a second-countable Hausdorff topological space together with a collection $\mathcal{U}$ of open sets in $M$ and for each $U \in \mathcal{U}$ a homeomorphism $\phi_{U}$ from $U$ onto the unit ball $B^{m} \subset \mathbb{R}^{m}$ such that:

1. $\mathcal{U}$ is a cover of $M$, and
2. for $U, V \in \mathcal{U}$, if $U \cap V \neq \emptyset$, the map $\phi_{U} \circ \phi_{V}^{-1}: \phi_{V}(U \cap V) \rightarrow \phi_{U}(U \cap$ $V)$ is $C^{k}$.

We may take $k \in \mathbb{N} \cup\{\infty, \omega\}$, where $C^{\omega}$ denotes the class of real analytic functions.

We write $M^{m}$ to indicate that $M$ has dimension $m$. If $x \in M$ and $U \in \mathcal{U}$ contains $x$, then the pair $\left(U, \phi_{U}\right), U \in \mathcal{U}$, is called a coordinate chart at $x$, and the $n$ component functions $x_{1}, x_{2}, \ldots, x_{m}$ of $\phi_{U}$ are called coordinates on
$U$. The collection of coordinate charts $\left\{\left(U, \phi_{U}\right)\right\}_{U \in \mathcal{U}}$ is called an atlas on $M$. Note that any open subset of $\mathbb{R}^{m}$ is a $C^{k}$ manifold, for any $k \in \mathbb{N} \cup\{\infty, \omega\}$.

If $M^{m}$ and $N^{n}$ are $C^{k}$ manifolds, then a continuous map $f: M \rightarrow N$ is $C^{k}$ if for any coordinate chart $\left(U, \phi_{U}\right)$ on $M$, and any coordinate chart $\left(V, \psi_{V}\right)$ on $N$, the $\operatorname{map} \psi_{V} \circ f \circ \phi_{U}^{-1}: \phi_{U}\left(U \cap f^{-1}(V)\right) \rightarrow \mathbb{R}^{n}$ is a $C^{k}$ map. For $k \geq 0$, the set of $C^{k}$ maps from $M$ to $N$ is denoted $C^{k}(M, N)$. We say that a sequence of functions $f_{n} \in C^{k}(M, N)$ converges if the functions and all their derivatives up to order $k$ converge uniformly on compact sets. This defines a topology on $C^{k}(M, N)$ called the $C^{k}$ topology.

We set $C^{k}(M)=C^{k}(M, \mathbb{R})$. The subset of $C^{k}(M, M)$ consisting of diffeomorphisms of $M$ is denoted $\operatorname{Diff}^{k}(M)$.

A $C^{k}$ curve in $M^{m}$ is a $C^{k} \operatorname{map} \alpha:(-\epsilon, \epsilon) \rightarrow M$. The tangent vector to $\alpha$ at $\alpha(0)=p$ is the linear map $v: C^{1}(M) \rightarrow \mathbb{R}$ defined by

$$
v(f)=\left.\frac{d}{d t}\right|_{t=0} f(\alpha(t))
$$

for $f \in C^{1}(M)$. The tangent space at $p$ is the linear space $T_{p} M$ of all tangent vectors at $p$.

Suppose $(U, \phi)$ is a coordinate chart, with coordinate functions $x_{1}, \ldots, x_{m}$, and let $p \in U$. For $i=1, \ldots, m$, consider the curves

$$
\alpha_{i}^{p}(t)=\phi^{-1}\left(x_{1}(p), \ldots, x_{i-1}(p), x_{i}(p)+t, x_{i+1}(p), \ldots, x_{m}(p)\right)
$$

Define $\left(\partial / \partial x_{i}\right)_{p}$ to be the tangent vector to $\alpha_{i}^{p}$ at $p$, i.e., for $g \in C^{1}(M)$,

$$
\left(\frac{\partial}{\partial x_{i}}\right)_{p}(g)=\left.\frac{d}{d t}\right|_{t=0} g\left(\alpha_{i}^{p}(t)\right)=\left(\frac{\partial}{\partial x_{i}}(g \circ \phi)\right)_{\phi(p)}
$$

The vectors $\partial / \partial x_{i}, i=1, \ldots, m$, are linearly independent at $p$, and span $T_{p} M$. In particular, $T_{p} M$ is a vector space of dimension $m$.

Let $f: M \rightarrow N$ be a $C^{k}$ map, $k \geq 1$. For $p \in M$, the tangent map $d f_{p}$ : $T_{p} M \rightarrow T_{f(p)} N$ is defined by $d f_{p}(v)(g)=v(g \circ f)$, for $g \in C^{1}(N)$. In terms of curves, if $v$ is tangent to $\alpha$ at $p=\alpha(0)$, then $d f_{p}(v)$ is tangent to $f \circ \alpha$ at $f(p)$.

The tangent bundle $T M=\bigcup_{x \in M} T_{x} M$ of $M$ is a $C^{k-1}$ manifold of twice the dimension of $M$ with coordinate charts defined as follows. Let $\left(U, \phi_{U}\right)$ be a coordinate chart on $M, \phi_{U}=\left(x_{1}, \ldots, x_{m}\right): U \rightarrow \mathbb{R}^{m}$. For each $i$, the derivative $d x_{i}$ is a function from $T U=\bigcup_{p \in U} T_{p} M$ to $\mathbb{R}$, defined by $d x_{i}(v)=v\left(x_{i}\right)$, for $v \in T U$. The function $\left(x_{1}, \ldots, x_{m}, d x_{1}, \ldots, d x_{m}\right): T U \rightarrow \mathbb{R}^{2 m}$ is a coordinate chart on $T U$, which we denote $d \phi_{U}$. Note that if $y, w \in \mathbb{R}^{m}$, then

$$
d \phi_{U} \circ d \phi_{V}^{-1}(y, w)=\left(\phi_{U} \circ \phi_{V}^{-1}(y), d\left(\phi_{U} \circ \phi_{V}^{-1}\right)_{y}(w)\right)
$$

Let $\pi: T M \rightarrow M$ be the projection map that sends a vector $v \in T_{p} M$ to its base point $p$. A $C^{r}$ vector field $X$ on $M$ is a $C^{r}$ map $X: M \rightarrow T M$ such that $\pi \circ X$ is the identity on $M$. We write $X_{p}=X(p)$.

Let $M^{m}$ and $N^{n}$ be $C^{k}$ manifolds. We say that $M$ is a $C^{k}$ submanifold of $N$ if $M$ is a subset of $N$ and the inclusion map $i: M \rightarrow N$ is $C^{k}$ and has rank $m$ for each $x \in M$. If the topology of $M$ coincides with the subspace topology, then $M$ is an embedded submanifold. For each $x \in M$, the tangent space $T_{x} M$ is naturally identified with a subspace of $T_{x} N$. Two submanifolds $M_{1}, M_{2} \subset N$ of complementary dimensions intersect transversely (or are transverse) at a point $p \in N_{1} \cap N_{2}$ if $T_{p} N=T_{p} M_{1} \oplus T_{p} M_{2}$.

A distribution $E$ on a differentiable manifold $M$ is a family of $k$ dimensional subspaces $E(x) \subset T_{x} M, x \in M$. The distribution is $C^{l}, l \geq 0$, if locally it is spanned by $k C^{l}$ vector fields.

Suppose $W$ is a partition of a differentiable manifold $M$ into $C^{1}$ submanifolds of dimension $k$. For $x \in M$, let $W(x)$ be the submanifold containing $x$. We say that $W$ is a $k$-dimensional continuous foliation with $C^{1}$ leaves (or simply a foliation) if every $x \in M$ has a neighborhood $U$ and a homeomorphism $h: B^{k} \times B^{m-k} \rightarrow U$ such that

1. for each $z \in B^{m-k}$, the set $h\left(B^{k} \times\{z\}\right)$ is the connected component of $W(h(0, z)) \cap U$ containing $h(0, z)$, and
2. $h(\cdot, z)$ is $C^{1}$ and depends continuously on $z$ in the $C^{1}$ topology.

The pair $(U, h)$ is called a foliation coordinate chart. The sets $h\left(B^{k} \times\{z\}\right)$ are called local leaves (or plaques), and the sets $h\left(\{y\} \times B^{m-k}\right)$ are called local transversals. For $x \in U$, we denote by $W_{U}(x)$ the local leaf containing $x$. More generally, a differentiable submanifold $L^{m-k} \subset M$ is a transversal if $L$ is transverse to the leaves of the foliation. Each submanifold $W(x)$ of the foliation is called a leaf of $W$.

A continuous foliation $W$ is a $C^{k}$ foliation, $k \geq 1$, if the maps $h$ can be chosen to be $C^{k}$. For example, lines of constant slope on $\mathbb{T}^{2}$ form a $C^{\infty}$ foliation.

A foliation $W$ defines a distribution $E=T W$ consisting of the tangent spaces to the leaves. A distribution $E$ is integrable if it is tangent to a foliation.

A $C^{k}$ Riemannian metric on a $C^{k+1}$ manifold $M$ consists of a positive definite symmetric bilinear form $\langle,\rangle_{p}$ in each tangent space $T_{p} M$ such that for any $C^{k}$ vector fields $X$ and $Y$, the function $p \mapsto\left\langle X_{p}, Y_{p}\right\rangle_{p}$ is $C^{k}$. For each $v \in T_{p} M$, we write $\|v\|=\left(\langle v, v\rangle_{p}\right)^{1 / 2}$. If $\alpha:[a, b] \rightarrow M$ is a differentiable curve, we define the length of $\alpha$ to be $\int_{a}^{b}\|\dot{\alpha}(s)\| d s$. The (intrinsic) distance $d$ between two points in $M$ is defined to be the infimum of the lengths of differentiable curves in $M$ connecting the two points.

A $C^{k}$ Riemannian manifold is a $C^{k+1}$ manifold with a $C^{k}$ Riemannian metric. We denote by $T^{1} M$ the set of tangent vectors of length 1 in a Riemannian manifold $M$.

A Riemannian manifold carries a natural measure called the Riemannian volume. Roughly speaking, the Riemannian metric allows one to compute the Jacobian of a differentiable map, and therefore allows one to define integration in a coordinate-free way.

If $X$ is a topological space and $(Y, d)$ is a metric space with metric, define a metric $\operatorname{dist}_{0}$ on $C(X, Y)$ by

$$
\operatorname{dist}_{0}(f, g)=\min \left\{1, \sup _{x \in X} \max \{d(f(x), g(x))\} .\right.
$$

If $X$ is compact, then this metric induces the topology of uniform convergence on compact sets. If $X$ is not compact, this metric induces a finer topology. For example, the sequence of functions $f_{n}(x)=x^{n}$ in $C((0,1), \mathbb{R})$ converges to 0 in the topology of uniform convergence on compact sets, but not in the metric dist ${ }_{0}$. The topology of uniform convergence on compact sets is metrizable even for non-compact sets, but we will not need this metric.

If $M^{m}$ and $N^{n}$ are $C^{1}$ Riemannian manifolds, we define a distance function dist ${ }_{1}$ on $C^{1}(M, N)$ as follows: The Riemannian metric on $N$ induces a metric (distance function) on the tangent bundle $T N$, making $T N$ a metric space. For $f \in C^{1}(M, N)$, the differential of $f$ gives a map $d f: T^{1} M \rightarrow T N$ on the unit tangent bundle of $M$. We set dist $(f, g)=\operatorname{dist}_{0}(d f, d g)$. If $M$ is compact, the topology induced by this metric is the $C^{1}$ topology.

A differentiable manifold $M$ is a (differentiable) fiber bundle over a differentiable manifold $N$ with fiber $F$ and (differentiable) projection $\pi: M \rightarrow N$ if for every $x \in N$ there is a neighborhood $V \ni x$ such that $\pi^{-1}(V)$ is diffeomorphic to $V \times F$ and $\pi^{-1}(y) \cong y \times F$. A diffeomorphism $f: M \rightarrow M$ is an extension of or a skew product over a diffeomorphism $g: N \rightarrow N$ if $\pi \circ f=g \circ \pi$; in this case $g$ is called a factor of $f$.

## Ergodicity of Anosov Diffeomorphisms

The purpose of this chapter is to establish the ergodicity of volumepreserving Anosov diffeomorphisms (Theorem 6.3.1). This result, which was first obtained by D. Anosov [Ano69] (see also [AS67]), shows that hyperbolicity has strong implications for the ergodic properties of a dynamical system. Moreover, since a small perturbation of an Anosov diffeomorphism is also Anosov (Proposition 5.10.2), this gives an open set of ergodic diffeomorphisms.

Our proof is an improvement of the arguments in [Ano69] and [AS67]. It is based on the classical approach called Hopf's argument. The first observation is that any $f$-invariant function is constant mod 0 on the stable and unstable manifolds (Lemma 6.3.2). Since these manifolds have complementary dimensions, one would expect the Fubini theorem to imply that the function is constant mod 0 , and ergodicity would follow. The major difficulty is that, although the stable and unstable manifolds are differentiable, they need not depend differentiably on the point they pass through, even if $f$ is real analytic. Thus the local product structure defined by the stable and unstable foliations does not yield a differentiable coordinate system, and we cannot apply the usual Fubini theorem. So we establish a property of the stable and unstable foliations called absolute continuity that implies the Fubini theorem.

The reason the stable and unstable manifolds do not vary differentiably is that they depend on the infinite future and past, respectively.

### 6.1 Hölder Continuity of the Stable and Unstable Distributions

For a subspace $A \subset \mathbb{R}^{N}$ and a vector $v \in \mathbb{R}^{N}$, set

$$
\operatorname{dist}(v, A)=\min _{w \in A}\|v-w\|
$$

For subspaces $A, B$ in $\mathbb{R}^{N}$, define

$$
\operatorname{dist}(A, B)=\max \left(\max _{v \in A,\|v\|=1} \operatorname{dist}(v, B), \max _{w \in B,\|w\|=1} \operatorname{dist}(w, A)\right) .
$$

The following lemmas can be used to prove the Hölder continuity of invariant distributions for a variety of dynamical systems. Our objective is the Hölder continuity of the stable and unstable distributions of an Anosov diffeomorphism, which was first established by Anosov [Ano67]. We consider only the stable distribution; Hölder continuity of the unstable distribution follows by reversing the time.

LEMMA 6.1.1. Let $L_{n}^{i}: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}, i=1,2, n \in \mathbb{N}$, be two sequences of linear maps. Assume that for some $b>0$ and $\delta \in(0,1)$,

$$
\left\|L_{n}^{1}-L_{n}^{2}\right\| \leq \delta b^{n}
$$

for each positive integer $n$.
Suppose that there are two subspaces $E^{1}, E^{2} \subset \mathbb{R}^{N}$ and positive constants $C>1$ and $\lambda<\mu$ with $\lambda<b$ such that

$$
\begin{array}{ll}
\left\|L_{n}^{i} v\right\| \leq C \lambda^{n}\|v\| & \text { if } v \in E^{i} \\
\left\|L_{n}^{i} w\right\| \geq C^{-1} \mu^{n}\|w\| & \text { if } w \perp E^{i} .
\end{array}
$$

Then

$$
\operatorname{dist}\left(E^{1}, E^{2}\right) \leq 3 C^{2} \frac{\mu}{\lambda} \delta^{(\log \mu-\log \lambda) /(\log b-\log \lambda)} .
$$

Proof. Set $K_{n}^{1}=\left\{v \in \mathbb{R}^{N}:\left\|L_{n}^{1} v\right\| \leq 2 C \lambda^{n}\|v\|\right\}$. Let $v \in K_{n}^{1}$. Write $v=v^{1}+$ $v_{\perp}^{1}$, where $v^{1} \in E^{1}$ and $v_{\perp}^{1} \perp E^{1}$. Then

$$
\left\|L_{n}^{1} v\right\|=\left\|L_{n}^{1}\left(v^{1}+v_{\perp}^{1}\right)\right\| \geq\left\|L_{n}^{1} v_{\perp}^{1}\right\|-\left\|L_{n}^{1} v^{1}\right\| \geq C^{-1} \mu^{n}\left\|v_{\perp}^{1}\right\|-C \lambda^{n}\left\|v^{1}\right\|,
$$

and hence

$$
\left\|v_{\perp}^{1}\right\| \leq C \mu^{-n}\left(\left\|L_{n}^{1} v\right\|+C \lambda^{n}\left\|v^{1}\right\|\right) \leq 3 C^{2}\left(\frac{\lambda}{\mu}\right)^{n}\|v\| .
$$

It follows that

$$
\begin{equation*}
\operatorname{dist}\left(v, E^{1}\right) \leq 3 C^{2}\left(\frac{\lambda}{\mu}\right)^{n}\|v\| . \tag{6.1}
\end{equation*}
$$

Set $\gamma=\lambda / b<1$. There is a unique non-negative integer $k$ such that $\gamma^{k+1}<\delta \leq \gamma^{k}$. Let $v^{2} \in E^{2}$. Then

$$
\begin{aligned}
\left\|L_{k}^{1} v^{2}\right\| & \leq\left\|L_{k}^{2} v^{2}\right\|+\left\|L_{k}^{1}-L_{k}^{2}\right\| \cdot\left\|v^{2}\right\| \\
& \leq C \lambda^{k}\left\|v^{2}\right\|+b^{k} \delta\left\|v^{2}\right\| \\
& \leq\left(C \lambda^{k}+(b \gamma)^{k}\right)\left\|v^{2}\right\| \leq 2 C \lambda^{k}\left\|v^{2}\right\| .
\end{aligned}
$$

It follows that $v^{2} \in K_{k}^{1}$ and hence $E^{2} \subset K_{k}^{1}$. By symmetry, $E^{1} \subset K_{k}^{2}$. By (6.1) and by the choice of $k$,

$$
\operatorname{dist}\left(E^{1}, E^{2}\right) \leq 3 C^{2}\left(\frac{\lambda}{\mu}\right)^{k} \leq 3 C^{2} \frac{\mu}{\lambda} \delta^{(\log \mu-\log \lambda) /(\log b-\log \lambda)}
$$

LEMMA 6.1.2. Let $f$ be a $C^{2}$ diffeomorphism of a compact $C^{2}$ submanifold $M \subset \mathbb{R}^{N}$. Then for each $n \in \mathbb{N}$ and all $x, y \in M$,

$$
\left\|d f_{x}^{n}-d f_{y}^{n}\right\| \leq b^{n} \cdot\|x-y\|,
$$

where $b=\max _{z \in M}\left\|d f_{z}\right\|\left(1+\max _{z \in M}\left\|d_{z}^{2} f\right\|\right)$.
Proof. Let $b_{1}=\max _{z \in M}\left\|d f_{z}\right\| \geq 1$ and $b_{2}=\max _{z \in M}\left\|d_{z}^{2} f\right\|$, so that $b=$ $b_{1}\left(1+b_{2}\right)$. Observe that $\left\|f^{n}(x)-f^{n}(y)\right\| \leq\left(b_{1}\right)^{n}\|x-y\|$ for all $x, y \in M$. The lemma obviously holds for $n=1$. For the inductive step we have

$$
\begin{aligned}
\left\|d f_{x}^{n+1}-d f_{y}^{n+1}\right\| & \leq\left\|d f_{f^{n}(x)}\right\| \cdot\left\|d f_{x}^{n}-d f_{y}^{n}\right\|+\left\|d f_{f^{n}(x)}-d f_{f^{n}(y)}\right\| \cdot\left\|d f_{y}^{n}\right\| \\
& \leq b_{1} b^{n}\|x-y\|+b_{2} b_{1}^{n}\|x-y\| b_{1} \leq b^{n+1}\|x-y\| .
\end{aligned}
$$

Let $M$ be a manifold embedded in $\mathbb{R}^{N}$, and suppose $E$ is a distribution on M. We say that $E$ is Hölder continuous with Hölder exponent $\alpha \in(0,1]$ and Hölder constant Lif

$$
\operatorname{dist}(E(x), E(y)) \leq L \cdot\|x-y\|^{\alpha}
$$

for all $x, y \in M$ with $\|x-y\| \leq 1$.
One can define Hölder continuity for a distribution on an abstract Riemannian manifold by using parallel transport along geodesics to identify tangent spaces at nearby points. However, for a compact manifold $M$ it suffices to consider Hölder continuity for some embedding of $M$ in $\mathbb{R}^{N}$. This is so because on a compact manifold $M$, the ratio of any two Riemannian metrics is bounded above and below. So is the ratio between the intrinsic distance function on $M$ and the extrinsic distance on $M$ obtained by restricting the distance in $\mathbb{R}^{N}$ to $M$. Thus the Hölder exponent is independent of both the Riemannian metric and the embedding, but the Hölder constant does change. So, without loss of generality, and to simplify the arguments in this section and the next one, we will deal only with manifolds embedded in $\mathbb{R}^{N}$.

THEOREM 6.1.3. Let $M$ be a compact $C^{2}$ manifold and $f: M \rightarrow M$ a $C^{2}$ Anosov diffeomorphism. Suppose that $0<\lambda<1<\mu$ and $C>0$ are such that $\left\|d f_{x}^{n} v^{s}\right\| \leq C \lambda^{n}\left\|v^{s}\right\|$ and $\left\|d f_{x}^{n} v^{u}\right\| \geq C \mu^{n}\left\|v^{u}\right\|$ for all $x \in M, v_{s} \in E^{s}(x), v^{u} \in$ $E^{u}(x)$, and $n \in \mathbb{N}$. Set $b=\max _{z \in M}\left\|d f_{z}\right\|\left(1+\max _{z \in M}\left\|d_{z}^{2} f\right\|\right)$. Then the
stable distribution $E^{s}$ is Hölder continuous with exponent $\alpha=(\log \mu-\log \lambda) /$ $(\log b-\log \lambda)$.
Proof. As indicated above, we may assume that $M$ is embedded in $\mathbb{R}^{N}$. For $x \in M$, let $E^{\perp}(x)$ denote the orthogonal complement to the tangent plane $T_{x} M$ in $\mathbb{R}^{N}$. Since $E^{\perp}$ is a smooth distribution, it is sufficient to prove the Hölder continuity of $E^{s} \oplus E^{\perp}$ on $M$.

Since $M$ is compact, there is a constant $\bar{C}>1$ such that for any $x \in M$, if $v \in T_{x} M$ is perpendicular to $E^{s}$, then $\left\|d f_{x}^{n} v\right\| \geq \bar{C}^{-1} \mu^{n}\|v\|$.

For $x \in M$, extend $d f_{x}$ to a linear map $L(x): \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ by setting $\left.L(x)\right|_{E^{\perp}(x)}=0$, and set $L_{n}(x)=L\left(f^{n-1}(x)\right) \circ \cdots \circ L(f(x)) \circ L(x)$. Note that $\left.L_{n}(x)\right|_{T_{x} M}=d f_{x}^{n}$.

Fix $x_{1}, x_{2} \in M$ with $\left\|x_{1}-x_{2}\right\|<1$. By Lemma 6.1.2, the conditions of Lemma 6.1.1 are satisfied with $L_{n}^{i}=L_{n}\left(x_{i}\right)$ and $E^{i}=E^{s}\left(x_{i}\right), i=1,2$, and the theorem follows.

Exercise 6.1.1. Let $\beta \in(0,1]$, and $M$ be a compact $C^{1+\beta}$ manifold, i.e., the first derivatives of the coordinate functions are Hölder continuous with exponent $\beta$. Let $f: M \rightarrow M$ be a $C^{1+\beta}$ Anosov diffeomorphism. Prove that the stable and unstable distributions of $f$ are Hölder continuous.

### 6.2 Absolute Continuity of the Stable and Unstable Foliations

Let $M$ be a smooth $n$-dimensional manifold. Recall (§5.13) that a continuous $k$-dimensional foliation $W$ with $C^{1}$ leaves is a partition of $M$ into $C^{1}$ submanifolds $W(x) \ni x$ which locally depend continuously in the $C^{1}$ topology on $x \in M$. Denote by $m$ the Riemannian volume in $M$, and by $m_{N}$ the induced Riemannian volume in a $C^{1}$ submanifold $N$. Note that every leaf $W(x)$ and every transversal carry an induced Riemannian volume.

Let $(U, h)$ be a foliation coordinate chart on $M$ (§5.13), and let $L=$ $h\left(\{y\} \times B^{n-k}\right)$ be a $C^{1}$ local transversal. The foliation $W$ is called absolutely continuous if for any such $L$ and $U$ there is a measurable family of positive measurable functions $\delta_{x}: W_{U}(x) \rightarrow \mathbb{R}$ (called the conditional densities) such that for any measurable subset $A \subset U$

$$
m(A)=\int_{L} \int_{W_{U}(x)} \mathbf{1}_{A}(x, y) \delta_{x}(y) d m_{W(x)}(y) d m_{L}(x)
$$

Note that the conditional densities are automatically integrable.
PROPOSITION 6.2.1. Let $W$ be an absolutely continuous foliation of a Riemannian manifold $M$, and let $f: M \rightarrow \mathbb{R}$ be a measurable function.


Figure 6.1. Holonomy map $p$ for a foliation $W$ and transversals $U_{1}$ and $U_{2}$.

Suppose there is a set $A \subset M$ of measure 0 such that $f$ is constant on $W(x) \backslash A$ for every leaf $W(x)$.

Then $f$ is essentially constant on almost every leaf, i.e., for any transversal $L$, the function $f$ is $m_{W(x)}$-essentially constant for $m_{L^{-}}$-almost every $x \in L$.
Proof. Absolute continuity implies that $m_{W(x)}(A \cap W(x))=0$ for $m_{L^{-}}$ almost every $x \in L$.

Absolute continuity of the stable and unstable foliations is the property we need in order to prove the ergodicity of Anosov diffeomorphisms. However, we will prove a stronger property, called transverse absolute continuity; see Proposition 6.2.2.

Let $W$ be a foliation of $M$, and $(U, h)$ a foliation coordinate chart. Let $L_{i}=h\left(\left\{y_{i}\right\} \times B^{m-k}\right)$ for $y_{i} \in B^{k}, i=1,2$. Define a homeomorphism $p: L_{1} \rightarrow$ $L_{2}$ by $p\left(h\left(y_{1}, z\right)\right)=h\left(y_{2}, z\right)$, for $z \in B^{m-k} ; p$ is called the holonomy map (see Figure 6.1). The foliation $W$ is transversely absolutely continuous if the holonomy map $p$ is absolutely continuous for any foliation coordinate chart and any transversals $L_{i}$ as above, i.e., if there is a positive measurable function $q: L_{1} \rightarrow \mathbb{R}($ called the Jacobian of $p$ ) such that for any measurable subset $A \subset L_{1}$

$$
m_{L_{2}}(p(A))=\int_{L_{1}} \mathbf{1}_{A} q(z) d m_{L_{1}}(z)
$$

If the Jacobian $q$ is bounded on compact subsets of $L_{1}$, then $W$ is said to be transversely absolutely continuous with bounded Jacobians.

PROPOSITION 6.2.2. If $W$ is transversely absolutely continuous, then it is absolutely continuous.


Figure 6.2. Holonomy maps for $W$ and $F$.

Proof. Let $L$ and $U$ be as in the definition of an absolutely continuous foliation, $x \in L$ and let $F$ be an $(n-k)$-dimensional $C^{1}$-foliation such that $F(x) \supset L, F_{U}(x)=L$, and $U=\bigcup_{y \in W_{U}(x)} F_{U}(y)$; see Figure 6.2. Obviously, $F$ is absolutely continuous and transversely absolutely continuous. Let $\bar{\delta}_{y}(\cdot)$ denote the conditional densities for $F$. Since $F$ is a $C^{1}$ foliation, $\bar{\delta}$ is continuous and hence measurable. For any measurable set $A \subset U$, by the Fubini theorem,

$$
\begin{equation*}
m(A)=\int_{W_{U}(x)} \int_{F_{U}(y)} \mathbf{1}_{A}(y, z) \bar{\delta}_{y}(z) d m_{F(y)}(z) d m_{W(x)}(y) . \tag{6.2}
\end{equation*}
$$

Let $p_{y}$ denote the holonomy map along the leaves of $W$ from $F_{U}(x)=L$ to $F_{U}(y)$, and let $q_{y}(\cdot)$ denote the Jacobian of $p_{y}$. We have

$$
\int_{F_{U}(y)} \mathbf{1}_{A}(y, z) \bar{\delta}_{y}(z) d m_{F(y)}(z)=\int_{L} \mathbf{1}_{A}\left(p_{y}(s)\right) q_{y}(s) \bar{\delta}_{y}\left(p_{y}(s)\right) d m_{L}(s),
$$

and by changing the order of integration in (6.2), which is an integral with respect to the product measure, we get

$$
\begin{equation*}
m(A)=\int_{L} \int_{W_{U}(x)} \mathbf{1}_{A}\left(p_{y}(s)\right) q_{y}(s) \bar{\delta}_{y}\left(p_{y}(s)\right) d m_{W(x)}(y) d m_{L}(s) . \tag{6.3}
\end{equation*}
$$

Similarly, let $\bar{p}_{s}$ denote the holonomy map along the leaves of $F$ from $W_{U}(x)$ to $W_{U}(s), s \in L$, and let $\bar{q}_{s}$ denote the Jacobian of $\bar{p}_{s}$. We transform the integral over $W_{U}(x)$ into an integral over $W_{U}(s)$ using the change of variables
$r=p_{y}(s), y=\bar{p}_{s}^{-1}(r):$

$$
\begin{aligned}
& \int_{W_{U}(x)} \mathbf{1}_{A}\left(p_{y}(s)\right) q_{y}(s) \bar{\delta}_{y}\left(p_{y}(s)\right) d m_{W(x)}(y) \\
& =\int_{W_{U}(s)} \mathbf{1}_{A}(r) q_{y}(s) \bar{\delta}_{y}(r) \bar{q}_{s}^{-1}(r) d m_{W(s)}(r)
\end{aligned}
$$

The last formula together with (6.3) gives the absolute continuity of $W$.
The converse of Proposition 6.2.2 is not true in general (Exercise 6.2.2).
LEMMA 6.2.3. Let $(X, \mathfrak{A}, \mu),(Y, \mathfrak{B}, v)$ be two compact metric spaces with Borel $\sigma$-algebras and $\sigma$-additive Borel measures, and let $p_{n}: X \rightarrow Y$, $n=1,2, \ldots$, and $p: X \rightarrow Y$ be continuous maps such that

1. each $p_{n}$ and $p$ are homeomorphisms onto their images,
2. $p_{n}$ converges to $p$ uniformly as $n \rightarrow \infty$,
3. there is a constant $J$ such that $v\left(p_{n}(A)\right) \leq J \mu(A)$ for every $A \in \mathfrak{A}$.

Then $v(p(A)) \leq J \mu(A)$ for every $A \in \mathfrak{A}$.
Proof. It is sufficient to prove the statement for an arbitrary open ball $B_{r}(x)$ in $X$. If $\delta<r$ then $p\left(B_{r-\delta}(x)\right) \subset p_{n}\left(B_{r}(x)\right)$ for $n$ large enough, and hence $v\left(p\left(B_{r-\delta}(x)\right)\right) \leq v\left(p_{n}\left(B_{r}(x)\right)\right) \leq J \mu\left(B_{r}(x)\right)$. Observe now that $\nu\left(p\left(B_{r-\delta}(x)\right)\right) \nearrow \nu\left(p\left(B_{r}(x)\right)\right)$ as $\delta \searrow 0$.

For subspaces $A, B \subset \mathbb{R}^{N}$, set

$$
\Theta(A, B)=\min \{\|v-w\|: v \in A,\|v\|=1 ; w \in B,\|w\|=1\}
$$

For $\theta \in[0, \sqrt{2}]$, we say that a subspace $A \subset \mathbb{R}^{N}$ is $\theta$-transverse to a subspace $B \subset \mathbb{R}^{N}$ if $\Theta(A, B) \geq \theta$.

LEMMA 6.2.4. Let $\hat{E}$ be a smooth $k$-dimensional distribution on a compact subset of $\mathbb{R}^{N}$. Then for every $\xi>0$ and $\epsilon>0$ there is $\delta>0$ with the following property. Suppose $Q_{1}, Q_{2} \subset \mathbb{R}^{N}$ are $(N-k)$-dimensional $C^{1}$ submanifolds with a smooth holonomy map $\hat{p}: Q_{1} \rightarrow Q_{2}$ such that $\hat{p}(x) \in Q_{2}, \hat{p}(x)-$ $x \in \hat{E}(x), \Theta\left(T_{x} Q_{1}, \hat{E}(x)\right) \geq \xi, \Theta\left(T_{\hat{p}(x)} Q_{2}, \hat{E}(x)\right) \geq \xi, \operatorname{dist}\left(T_{x} Q_{1}, T_{\hat{p}(x)} Q_{2}\right) \leq \delta$, and $\|\hat{p}(x)-x\| \leq \delta$ for each $x \in Q_{1}$. Then the Jacobian of $\hat{p}$ does not exceed $1+\epsilon$.

Proof. Since only the first derivatives of $Q_{1}$ and $Q_{2}$ affect the Jacobian of $\hat{p}$ at $x \in Q_{1}$, it equals the Jacobian at $x$ of the holonomy map $\tilde{p}: T_{x} Q_{1} \rightarrow$ $T_{\hat{p}(x)} Q_{2}$ along $\hat{E}$. By applying an appropriate linear transformation $L$ (whose determinant depends only on $\xi$ ), switching to new coordinates $(u, v)$ in $\mathbb{R}^{N}$, and using the same notation for the images of all objects under $L$, we may
assume that (a) $x=(0,0)$, (b) $T_{(0,0)} Q_{1}=\{v=0\}$, (c) $p(x)=\left(0, v_{0}\right)$, where $\left\|v_{0}\right\|=\|\hat{p}(x)-x\|$, (d) $T_{\left(0, v_{0}\right)} Q_{2}$ is given by the equation $v=v_{0}+B u$, where $B$ is a $k \times(N-k)$ matrix whose norm depends only on $\delta$, and (e) $\hat{E}(0,0)=$ $\{u=0\}$, and $\hat{E}(w, 0)$ is given by the equation $u=w+A(w) v$, where $A(w)$ is an $(N-k) \times k$ matrix which is $C^{1}$ in $w$ and $A(0)=0$.

The image of $(w, 0)$ under $\hat{p}$ is the intersection point of the planes $v=$ $v_{0}+B u$ and $u=w+A(w) v$. Since the norm of $B$ is bounded from above in terms of $\xi$, it suffices to estimate the determinant of the derivative $\partial u / \partial w$ at $w=0$. We substitute the first equation into the second one,

$$
u=w+A(w) v_{0}+A(w) B u ;
$$

differentiate with respect to $w$,

$$
\frac{\partial u}{\partial w}=I+\frac{\partial A(w)}{\partial w} v_{0}+\frac{\partial A(w)}{\partial w} B u+A(w) B \frac{\partial u}{\partial w} ;
$$

and obtain for $w=0($ using $u(0)=0$ and $A(0)=0)$

$$
\left.\frac{\partial u}{\partial w}\right|_{w=0}=I+\left.\frac{\partial A(w)}{\partial w}\right|_{w=0} v_{0} .
$$

THEOREM 6.2.5. The stable and unstable foliations of a $C^{2}$ Anosov diffeomorphism are transversely absolutely continuous.
Proof. Let $f: M \rightarrow M$ be a $C^{2}$ Anosov diffeomorphism with stable and unstable distributions $E^{s}$ and $E^{u}$, and hyperbolicity constants $C$ and $0<$ $\lambda<1<\mu$. We will prove the absolute continuity of the stable foliation $W^{s}$. Absolute continuity of the unstable foliation $W^{u}$ follows by reversing the time. To prove the theorem, we are going to uniformly approximate the holonomy map by continuous maps with uniformly bounded Jacobians.

As in the proof of Theorem 6.1.3, we assume that $M$ is a compact submanifold in $\mathbb{R}^{N}$ [Hir94] and denote by $T_{x} M^{\perp}$ the orthogonal complement of $T_{x} M$ in $\mathbb{R}^{N}$. Let $\hat{E}^{s}$ be a smooth distribution that approximates the continuous distribution $\tilde{E}^{s}(x)=E^{s}(x) \oplus T_{x} M^{\perp}$.

LEMMA 6.2.6. For every $\theta>0$ there is a constant $C_{1}>0$ such that for every $x \in M$, for every subspace $H \subset T_{x} M$ of the same dimension as $E^{u}(x)$ and $\theta$-transverse to $E^{s}(x)$, and for every $k \in \mathbb{N}$,

1. $\left\|d f_{x}^{k} v\right\| \geq C_{1} \mu^{k}\|v\|$ for every $v \in H$,
2. $\operatorname{dist}\left(d f_{x}^{k} H, d f_{x}^{k} E^{u}(x)\right) \leq C_{1}\left(\frac{\lambda}{\mu}\right)^{k} \operatorname{dist}\left(H, E^{u}(x)\right)$.

Proof. Exercise 6.2.3.
By compactness of $M$, there is $\theta_{0}>0$ such that $\Theta\left(E^{s}(x), E^{u}(x)\right) \geq \theta_{0}$ for every $x \in M$. Also by compactness, there is a covering of $M$ by finitely


Figure 6.3. Construction of approximating maps $p_{n}$.
many foliation coordinate charts $\left(U_{i}, h_{i}\right), i=1, \ldots, l$, of the stable foliation $W^{s}$. It follows that there are positive constants $\epsilon$ and $\delta$ such that every $y \in M$ is contained in a coordinate chart $U_{j}$ with the following property: If $L$ is a compact connected submanifold of $U_{j}$ such that

1. $L$ intersects transversely every local stable leaf of $U_{j}$,
2. $\Theta\left(T_{z} L, E^{s}\right)>\theta_{0} / 3$ for all $z \in L$, and
3. $\operatorname{dist}(y, L)<\delta$,
then for any subspace $E \subset \mathbb{R}^{n}$ with $\operatorname{dist}\left(E, E^{s}(y) \oplus T_{y} M^{\perp}\right)<\epsilon$, the affine plane $y+E$ intersects $L$ transversely in a unique point $z_{y}$, and $\left\|y-z_{y}\right\|<$ $6 \delta / \theta_{0}$.

Let $(U, h)$ be a foliation coordinate chart, and $L_{1}, L_{2}$ local transversals in $U$ with holonomy map $p: L_{1} \rightarrow L_{2}$. Define a map $\hat{p}: f^{n}\left(L_{1}\right) \rightarrow f^{n}\left(L_{2}\right)$ as follows: For $x \in L_{1}$, let $\hat{p}\left(f^{n}(x)\right)$ be the unique intersection point of the affine plane $f^{n}(x)+\hat{E}\left(f^{n}(x)\right)$ with $f^{n}\left(L_{2}\right)$ that is closest to $f^{n}(p(x))$ along $f^{n}\left(L_{2}\right)$ (note that there may be several such intersection points). The map $\hat{p}$ is well defined by Lemma 6.2.6 and the remarks in the preceding paragraph.

For $x \in L_{1}$, set $p_{n}(x)=f^{-n}\left(\hat{p}\left(f^{n}(x)\right)\right)$. Let $x_{1} \in L_{1}, x_{2}=p_{n}\left(x_{1}\right)$ and set $y_{i}=f^{n}\left(x_{i}\right)$; see Figure 6.3. Observe that

$$
\operatorname{dist}\left(f^{k}\left(x_{1}\right), f^{k}\left(p\left(x_{1}\right)\right)\right) \leq C \lambda^{k} \operatorname{dist}\left(x_{1}, p\left(x_{1}\right)\right) \quad \text { for } k=0,1,2, \ldots \text { (6.4) }
$$

Assuming that $\hat{E}^{s}$ is $C^{0}$-close enough to $\tilde{E}^{s}$, it is, by Lemma 6.2 .6 , uniformly transverse to $f^{n}\left(L_{1}\right)$ and $f^{n}\left(L_{2}\right)$. Therefore, there is $C_{2}>0$ such that

$$
\begin{aligned}
\operatorname{dist}\left(\hat{p}\left(f^{n}\left(x_{1}\right)\right), f^{n}\left(p\left(x_{1}\right)\right)\right) & \leq C_{2} \operatorname{dist}\left(f^{n}\left(x_{1}\right), f^{n}\left(p\left(x_{1}\right)\right)\right) \\
& \leq C_{2} C \lambda^{n} \operatorname{dist}\left(x_{1}, p\left(x_{1}\right)\right) .
\end{aligned}
$$

Therefore, by (6.4) and Lemma 6.2.6,

$$
\begin{equation*}
\operatorname{dist}\left(p_{n}\left(x_{1}\right), p\left(x_{1}\right)\right) \leq \frac{C_{2} C}{C_{1}}\left(\frac{\lambda}{\mu}\right)^{n} \operatorname{dist}\left(x_{1}, p\left(x_{1}\right)\right), \tag{6.5}
\end{equation*}
$$

and hence $p_{n}$ converges uniformly to $p$ as $n \rightarrow \infty$.

Combining (6.4) and (6.5), we get

$$
\begin{align*}
\operatorname{dist}\left(f^{k}\left(x_{1}\right), f^{k}\left(x_{2}\right)\right) & \leq \operatorname{dist}\left(f^{k}\left(x_{1}\right), f^{k}\left(p\left(x_{1}\right)\right)\right)+\operatorname{dist}\left(f^{k}\left(p\left(x_{1}\right)\right), f^{k}\left(x_{2}\right)\right) \\
& \leq C_{3} \lambda^{k} . \tag{6.6}
\end{align*}
$$

Let $J\left(f^{k}\left(x_{i}\right)\right)$ be the Jacobian of $\tilde{f}$ in the direction of the tangent plane $T_{i}^{k}\left(x_{i}\right)=T_{f^{k}\left(x_{i}\right)} L_{i}, i=1,2, k=0,1,2, \ldots$. Also, denote by $\mathrm{Jac}_{p_{n}}$ the Jacobian of $p_{n}$, and by $\operatorname{Jac}_{\hat{p}}$ the Jacobian of $\hat{p}: f^{n}\left(L_{1}\right) \rightarrow f^{n}\left(L_{2}\right)$, which is uniformly bounded by Lemma 6.2.4. Then

$$
\operatorname{Jac}_{p_{n}}\left(x_{1}\right)=\prod_{k=0}^{n-1}\left(J\left(f^{k}\left(x_{2}\right)\right)\right)^{-1} \cdot \operatorname{Jac}_{\hat{p}}\left(f^{n}\left(x_{1}\right)\right) \cdot \prod_{k=0}^{n-1} J\left(f^{k}\left(x_{1}\right)\right)
$$

To obtain a uniform bound on $\mathrm{Jac}_{p_{n}}$ we need to estimate the quantity $P=\prod_{k=0}^{n-1}\left(J\left(f^{k}\left(x_{1}\right)\right) / J\left(f^{k}\left(x_{2}\right)\right)\right)$ from above. By Theorem 6.1.3, Lemma 6.2.6, and (6.6), for some $C_{4}, C_{5}, C_{6}>0$ and $\bar{\alpha}$,

$$
\begin{align*}
\operatorname{dist}\left(T_{1}^{k}\left(x_{1}\right), T_{2}^{k}\left(x_{2}\right)\right) \leq & \operatorname{dist}\left(T_{1}^{k}\left(x_{1}\right), \tilde{E}^{u}\left(f^{k}\left(x_{1}\right)\right)\right) \\
& +\operatorname{dist}\left(\tilde{E}^{u}\left(f^{k}\left(x_{1}\right)\right), \tilde{E}^{u}\left(f^{k}\left(x_{2}\right)\right)\right) \\
& +\operatorname{dist}\left(T_{2}^{k}\left(x_{2}\right), \tilde{E}^{u}\left(f^{k}\left(x_{2}\right)\right)\right) \\
\leq & 2 C_{1}\left(\frac{\lambda}{\mu}\right)^{k}+C_{4}\left(\operatorname{dist}\left(f^{k}\left(x_{1}\right), f^{k}\left(x_{2}\right)\right)\right)^{\alpha} \\
\leq & 2 C_{1}\left(\frac{\lambda}{\mu}\right)^{k}+C_{5} \lambda^{\alpha k} \leq C_{6} \lambda^{\alpha k} . \tag{6.7}
\end{align*}
$$

Since $f$ is a $C^{2}$ diffeomorphism, its derivative is Lipschitz continuous, and the Jacobians $J\left(f^{k}\left(x_{1}\right)\right)$ and $J\left(f^{k}\left(x_{2}\right)\right)$ are bounded away from 0 and $\infty$. Therefore it follows from (6.7) that $\left|J\left(f^{k}\left(x_{1}\right)\right)-J\left(f^{k}\left(x_{2}\right)\right)\right| /\left|J\left(f^{k}\left(x_{2}\right)\right)\right|<$ $C_{7} \lambda^{\alpha k}$. Hence the product $P$ converges and is bounded.

Exercise 6.2.1. Let $W$ be a $k$-dimensional foliation of $M$, and let $L$ be an $(n-k)$-dimensional local transversal to $W$ at $x \in M$, i.e., $T_{x} M=T_{x} W(x) \oplus$ $T_{x} L$. Prove that there is a neighborhood $U \ni x$ and a $C^{1}$ coordinate chart $w: B^{k} \times B^{n-k} \rightarrow U$ such that the connected component of $L \cap U$ containing $x$ is $w\left(0, B^{n-k}\right)$ and there are $C^{1}$ functions $f_{y}: B^{k} \rightarrow B^{n-k}, y \in B^{n-k}$, with the following properties:
(i) $f_{y}$ depends continuously on $y$ in the $C^{1}$-topology;
(ii) $w\left(\operatorname{graph}\left(f_{y}\right)\right)=W_{U}(w(0, y))$.

Exercise 6.2.2. Give an example of an absolutely continuous foliation, which is not transversely absolutely continuous.

Exercise 6.2.3. Prove Lemma 6.2.6.
Exercise 6.2.4. Let $W_{i}, i=1,2$, be two transverse foliations of dimensions $k_{i}$ on a smooth manifold $M$, i.e., $T_{x} W_{1}(x) \cap T_{x} W_{2}(x)=\{0\}$ for each $x \in$ $M$. The foliations $W_{1}$ and $W_{2}$ are called integrable if there is a $\left(k_{1}+k_{2}\right)$ dimensional foliation $W$ (called the integral hull of $W_{1}$ and $W_{2}$ ) such that $W(x)=\bigcup_{y \in W_{1}(x)} W_{2}(y)=\bigcup_{y \in W_{2}(x)} W_{1}(y)$ for every $x \in M$.

Let $W_{1}$ be a $C^{1}$ foliation and $W_{2}$ be an absolutely continuous foliation, and assume that $W_{1}$ and $W_{2}$ are integrable with integral hull $W$. Prove that $W$ is absolutely continuous.

### 6.3 Proof of Ergodicity

The proof of Theorem 6.3.1 below follows the main ideas of E. Hopf's argument for the ergodicity of the geodesic flow on a compact surface of variable negative curvature.

We say that a measure $\mu$ on a differentiable Riemannian manifold $M$ is smooth if it has a continuous density $q$ with respect to the Riemannian volume $m$, i.e., $\mu(A)=\int_{A} q(x) d m(x)$ for each bounded Borel set $A \subset M$.

THEOREM 6.3.1. A $C^{2}$ Anosov diffeomorphism preserving a smooth measure is ergodic.
Proof. Let $(X, \mathfrak{A}, \mu)$ be a finite measure space such that $X$ is a compact metric space with distance $d, \mu$ is a Borel measure, and $\mathfrak{A}$ is the $\mu$-completion of the Borel $\sigma$-algebra. Let $f: X \rightarrow X$ be a homeomorphism. For $x \in X$, define the stable set $V^{s}(x)$ and unstable set $V^{u}(x)$ by the formulas

$$
\begin{aligned}
V^{s}(x) & =\left\{y \in X: d\left(f^{n}(x), f^{n}(y)\right) \rightarrow 0 \text { as } n \rightarrow \infty\right\}, \\
V^{u}(x) & =\left\{y \in X: d\left(f^{n}(x), f^{n}(y)\right) \rightarrow 0 \text { as } n \rightarrow-\infty\right\} .
\end{aligned}
$$

LEMMA 6.3.2. Let $\phi: X \rightarrow \mathbb{R}$ be an $f$-invariant measurable function. Then $\phi$ is constant $\bmod 0$ on stable and unstable sets, i.e., there is a null set $N$ such that $\phi$ is constant on $V^{s}(x) \backslash N$ and on $V^{u}(x) \backslash N$ for every $x \in X \backslash N$.
Proof. We will only deal with the stable sets. Without loss of generality assume that $\phi$ is non-negative. For a real $C$ set $\phi_{C}(x)=\min (\phi(x), C)$. The function $\phi_{C}$ is $f$-invariant, and it suffices to prove the lemma for $\phi_{C}$ with arbitrary $C$. For $k \in \mathbb{N}$, let $\psi_{k}: X \rightarrow \mathbb{R}$ be a continuous function such that $\int_{X}\left|\phi_{C}-\psi_{k}\right| d \mu(x)<\frac{1}{k}$. By the Birkhoff ergodic theorem, the limit

$$
\psi_{k}^{+}(x)=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=0}^{n-1} \psi_{k}\left(f^{i}(x)\right)
$$

exists for $\mu$-a.e. $x$. By the invariance of $\mu$ and $\phi_{C}$, for every $j \in \mathbb{Z}$,

$$
\begin{aligned}
\frac{1}{k}>\int_{X}\left|\phi_{C}(x)-\psi_{k}(x)\right| d \mu(x) & =\int_{X}\left|\phi_{C}\left(f^{j}(y)\right)-\psi_{k}\left(f^{j}(y)\right)\right| d \mu(y) \\
& =\int_{X}\left|\phi_{C}(y)-\psi_{k}\left(f^{j}(y)\right)\right| d \mu(y)
\end{aligned}
$$

and hence

$$
\begin{aligned}
& \int_{X}\left|\phi_{C}(y)-\frac{1}{n} \sum_{i=0}^{n-1} \psi_{k}\left(f^{i}(y)\right)\right| d \mu(y) \\
& \quad \leq \frac{1}{n} \sum_{i=0}^{n-1} \int_{X}\left|\phi_{C}(y)-\psi_{k}\left(f^{i}(y)\right)\right| d \mu(y)<\frac{1}{k} .
\end{aligned}
$$

Since $\psi_{k}$ is uniformly continuous, $\psi_{k}^{+}(y)=\psi_{k}^{+}(x)$ whenever $y \in V^{s}(x)$ and $\psi_{k}^{+}(x)$ is defined. Therefore, there is a null set $N_{k}$ such that $\psi_{k}^{+}$exists and is constant on the stable sets in $X \backslash N_{k}$. It follows that $\phi_{C}^{+}(x)=\lim _{k \rightarrow \infty} \psi_{k}^{+}(x)$ is constant on the stable sets in $X \backslash \bigcup N_{k}$. Clearly $\phi_{C}(x)=\phi_{C}^{+}(x) \bmod 0$.

Let $\phi$ be a $\mu$-measurable $f$-invariant function. By Lemma 6.3.2, there is a $\mu$-null set $N_{s}$ such that $\phi$ is constant on the leaves of $W^{s}$ in $M \backslash N_{s}$ and another $\mu$-null set $N_{u}$ such that $\phi$ is constant on the leaves of $W^{u}$ in $M \backslash N_{u}$. Let $x \in M$, and let $U \ni x$ be a small neighborhood, as in the definition of absolute continuity for $W^{s}$ and $W^{u}$. Let $G_{s} \subset U$ be the set of points $z \in U$ for which $m_{W^{s}(z)}\left(N_{s} \cap W^{s}(z)\right)=0$ and $z \notin N_{s}$. Let $G_{u} \subset U$ be the set of points $z \in U$ for which $m_{W^{u}(z)}\left(N_{u} \cap W^{u}(z)\right)=0$ and $z \notin N_{u}$. By Proposition 6.2.1 and the absolute continuity of $W^{u}$ and $W^{s}$ (Theorem 6.2.5), both sets $G_{s}$ and $G_{u}$ have full $\mu$-measure in $U$, and hence so does $G_{s} \cap G_{u}$. Again, by the absolute continuity of $W^{u}$, there is a full- $\mu$-measure subset of points $z \in U$ such that $z \in G_{s} \cap G_{u}$ and $m_{W^{u}(z)}$-a.e. point from $W^{u}(z)$ also lies in $G_{s} \cap G_{u}$. It follows that $\phi(x)=\phi(z)$ for $\mu$-a.e. point $x \in U$. Since $M$ is connected, $\phi$ is constant $\bmod 0$ on $M$.

Exercise 6.3.1. Prove that a $C^{2}$ Anosov diffeomorphism preserving a smooth measure is weak mixing.

## Low-Dimensional Dynamics

As we have seen in the previous chapters, general dynamical systems exhibit a wide variety of behaviors and cannot be completely classified by their invariants. The situation is considerably better in low-dimensional dynamics and especially in one-dimensional dynamics. The two crucial tools for studying one-dimensional dynamical systems are the intermediate value theorem (for continuous maps) and conformality (for non-singular differentiable maps). A differentiable map $f$ is conformal if the derivative at each point is a non-zero scalar multiple of an orthogonal transformation, i.e., if the derivative expands or contracts distances by the same amount in all directions. In dimension one, any non-singular differentiable map is conformal. The same is true for complex analytic maps, which we study in Chapter 8. But in higher dimensions, differentiable maps are rarely conformal.

### 7.1 Circle Homeomorphisms

The circle $S^{1}=[0,1] \bmod 1$ can be considered as the quotient space $\mathbb{R} / \mathbb{Z}$. The quotient map $\pi: \mathbb{R} \rightarrow S^{1}$ is a covering map, i.e., each $x \in S^{1}$ has a neighborhood $U_{x}$ such that $\pi^{-1}\left(U_{x}\right)$ is a disjoint union of connected open sets, each of which is mapped homeomorphically onto $U_{x}$ by $\pi$.

Let $f: S^{1} \rightarrow S^{1}$ be a homeomorphism. We will assume throughout this section that $f$ is orientation-preserving (see Exercise 7.1.3 for the orientationreversing case). Since $\pi$ is a covering map, we can lift $f$ to an increasing homeomorphism $F: \mathbb{R} \rightarrow \mathbb{R}$ such that $\pi \circ F=f \circ \pi$. For each $x_{0} \in \pi^{-1}(f(0))$ there is a unique lift $F$ such that $F(0)=x_{0}$, and any two lifts differ by an integer translation. For any lift $F$ and any $n \in \mathbb{Z}, F(x+n)=F(x)+n$ for any $x \in \mathbb{R}$.

THEOREM 7.1.1. Let $f: S^{1} \rightarrow S^{1}$ be an orientation-preserving homeomorphism, and $F: \mathbb{R} \rightarrow \mathbb{R}$ a lift of $f$. Then for every $x \in \mathbb{R}$, the limit

$$
\rho(F)=\lim _{n \rightarrow \infty} \frac{F^{n}(x)-x}{n}
$$

exists, and is independent of the point $x$. The number $\rho(f)=\pi(\rho(F))$ is independent of the lift $F$, and is called the rotation number of $f$. If $f$ has a periodic point, then $\rho(f)$ is rational.

Proof. Suppose for the moment that the limit exists for some $x \in[0,1)$. Since $F$ maps any interval of length 1 to an interval of length 1 , it follows that $\left|F^{n}(x)-F^{n}(y)\right| \leq 1$ for any $y \in[0,1)$. Thus

$$
\left|\left(F^{n}(x)-x\right)-\left(F^{n}(y)-y\right)\right| \leq\left|F^{n}(x)-F^{n}(y)\right|+|x-y| \leq 2,
$$

so

$$
\lim _{n \rightarrow \infty} \frac{F^{n}(x)-x}{n}=\lim _{n \rightarrow \infty} \frac{F^{n}(y)-y}{n} .
$$

Since $F^{n}(y+k)=F^{n}(y)+k$, the same holds for any $y \in \mathbb{R}$.
Suppose $F^{q}(x)=x+p$ for some $x \in[0,1)$ and some $p, q \in \mathbb{N}$. This is equivalent to asserting that $\pi(x)$ is a periodic point for $f$ with period $q$. For $n \in \mathbb{N}$, write $n=k q+r, 0 \leq r<q$. Then $\left.F^{n}(x)=F^{r}\left(F^{k q} x\right)\right)=$ $F^{r}(x+k p)=F^{r}(x)+k p$, and since $\left|F^{r}(x)-x\right|$ is bounded for $0 \leq r<q$,

$$
\lim _{n \rightarrow \infty} \frac{F^{n}(x)-x}{n}=\frac{p}{q}
$$

Thus the rotation number exists and is rational whenever $f$ has a periodic point.

Suppose now that $F^{q}(x) \neq x+p$ for all $x \in \mathbb{R}$ and $p, q \in \mathbb{N}$. By continuity, for each pair $p, q \in \mathbb{N}$, either $F^{q}(x)>x+p$ for all $x \in \mathbb{R}$, or $F^{q}(x)<x+p$ for all $x \in \mathbb{R}$. For $n \in \mathbb{N}$, choose $p_{n} \in \mathbb{N}$ so that $p_{n}-1<F^{n}(x)-x<p_{n}$ for all $x \in \mathbb{R}$. Then for any $m \in \mathbb{N}$,

$$
m\left(p_{n}-1\right)<F^{m n}(x)-x=\sum_{k=0}^{m-1} F^{n}\left(F^{k n}(x)\right)-F^{k n}(x)<m p_{n},
$$

which implies that

$$
\frac{p_{n}}{n}-\frac{1}{n}<\frac{F^{m n}(x)-x}{m n}<\frac{p_{n}}{n} .
$$

Interchanging the roles of $m$ and $n$, we also have

$$
\frac{p_{m}}{m}-\frac{1}{m}<\frac{F^{m n}(x)-x}{m n}<\frac{p_{m}}{m}
$$

Thus, $\left|p_{m} / m-p_{n} / n\right|<|1 / m+1 / n|$, so $\left\{p_{n} / n\right\}$ is a Cauchy sequence. It follows that $\left(F^{n}(x)-x\right) / n$ converges as $n \rightarrow \infty$.

If $G=F+k$ is another lift of $f$, then $\rho(G)=\rho(F)+k$, so $\rho(f)$ is independent of the lift $F$. Moreover, there is a unique lift $F$ such that $\rho(F)=\rho(f)$ (Exercise 7.1.1).

Since $S^{1}=[0,1] \bmod 1$, we will often abuse notation by writing $\rho(f)=x$ for some $x \in[0,1]$.

PROPOSITION 7.1.2. The rotation number depends continuously on the map in the $C^{0}$ topology.
Proof. Let $f$ be an orientation-preserving circle homeomorphism, and choose $p, q, p^{\prime}, q^{\prime} \in \mathbb{N}$ such that $p / q<\rho(f)<p^{\prime} / q^{\prime}$. Let $F$ be the lift of $f$ such that $p<F^{q}(x)-x<p+q$. Then for all $x \in \mathbb{R}, p<F^{q}(x)-x<$ $p+q$, since otherwise we would have $\rho(f)=p / q$. If $g$ is another circle homeomorphism close to $F$, then there is a lift $G$ close to $F$, and for $g$ sufficiently close to $f$, the same inequality $p<G^{q}(x)-x<p+q$ holds for all $x \in \mathbb{R}$. Thus $p / q<\rho(g)$. A similar argument involving $p^{\prime}$ and $q^{\prime}$ completes the proof.

PROPOSITION 7.1.3. Rotation number is an invariant of topological conjugacy.
Proof. Let $f$ and $h$ be orientation-preserving homeomorphisms of $S^{1}$, and let $F$ and $H$ be lifts of $f$ and $h$. Then $H \circ F \circ H^{-1}$ is a lift of $h \circ f \circ h^{-1}$, and for $x \in \mathbb{R}$,

$$
\begin{aligned}
& \frac{\left(H F H^{-1}\right)^{n}(x)-x}{n}=\frac{\left(H F^{n} H^{-1}\right)(x)-x}{n} \\
& \quad=\frac{H\left(F^{n} H^{-1}(x)\right)-F^{n} H^{-1}(x)}{n}+\frac{F^{n} H^{-1}(x)-H^{-1}(x)}{n}+\frac{H^{-1}(x)-x}{n} .
\end{aligned}
$$

Since the numerators in the first and third terms of the last expression are bounded independent of $n$, we conclude that

$$
\rho\left(h f h^{-1}\right)=\lim _{n \rightarrow \infty} \frac{\left(H F H^{-1}\right)^{n}(x)-x}{n}=\lim _{n \rightarrow \infty} \frac{F^{n}(x)-x}{n}=\rho(f) .
$$

PROPOSITION 7.1.4. If $f: S^{1} \rightarrow S^{1}$ is a homeomorphism, then $\rho(f)$ is rational if and only if $f$ has a periodic point. Moreover, if $\rho(f)=p / q$ where $p$ and $q$ are relatively prime non-negative integers, then every periodic point of $f$ has minimal period $q$, and if $x \in \mathbb{R}$ projects to a periodic point of $f$, then $F^{q}(x)=x+p$ for the unique lift $F$ with $\rho(F)=p / q$.

Proof. The "if" part of the first assertion is contained in Theorem 7.1.1.
Suppose $\rho(f)=p / q$, where $p, q \in \mathbb{N}$. If $F$ and $\tilde{F}=F+l$ are two lifts of $f$, then $\tilde{F}^{q}=F^{q}+l q$. Thus we may choose $F$ to be the unique lift with $p \leq F^{q}(0)<p+q$. To show the existence of a periodic point of $f$, it suffices to show the existence of a point $x \in[0,1]$ such that $F^{q}(x)=x+k$ for some $k \in \mathbb{N}$. We may assume that $x+p<F^{q}(x)<x+p+q$ for all $x \in[0,1]$, since otherwise we have $F^{q}(x)=x+l$ for $k=p$ or $k=p+q$, and we are done. Choose $\epsilon>0$ such that for any $x \in[0,1], x+p+\epsilon<F^{q}(x)<x+$ $p+q-\epsilon$. The same inequality then holds for all $x \in \mathbb{R}$, since $F^{q}(x+k)=$ $F^{q}(x)+k$ for all $k \in \mathbb{N}$. Thus

$$
\frac{p+\epsilon}{q}=\frac{k(p+\epsilon)}{k q}<\frac{F^{k q}(x)-x}{k q}<\frac{k(p+q-\epsilon)}{k q}=\frac{p+1-\epsilon}{q}
$$

for all $k \in \mathbb{N}$, contradicting $\rho(f)=p / q$. We conclude that $F^{q}(x)=x+p$ or $F^{q}(x)=x+p+q$ for some $x$, and $x$ is periodic with period $q$.

Now assume $\rho(f)=p / q$, with $p$ and $q$ relatively prime, and suppose $x \in[0,1)$ is a periodic point of $f$. Then there are integers $p^{\prime}, q^{\prime} \in \mathbb{N}$ such that $F^{q^{\prime}}(x)=x+p^{\prime}$. By the proof of Theorem 7.1.1, $\rho(f)=p^{\prime} / q^{\prime}$, so if $d$ is the greatest common divisor of $p^{\prime}$ and $q^{\prime}$, then $q^{\prime}=q d$ and $p^{\prime}=p d$. We claim that $F^{q}(x)=x+p$. If not, then either $F^{q}(x)>x+p$ or $F^{q}(x)<$ $x+p$. Suppose the former holds (the other case is similar). Then by monotonicity,

$$
F^{d q}(x)>F^{(d-1) q}(x)+p>\cdots>x+d p
$$

contradicting the fact that $F^{q^{\prime}}(x)=x+p^{\prime}$. Thus, $x$ is periodic with period $q$.

Suppose $f$ is a homeomorphism of $S^{1}$. Given any subset $A \subset S^{1}$ and a distinguished point $x \in A$, we define an ordering on $A$ by lifting $A$ to the interval $[\tilde{x}, \tilde{x}+1) \subset \mathbb{R}$, where $\tilde{x} \in \pi^{-1}(x)$, and using the natural ordering on $\mathbb{R}$. In particular, if $x \in S^{1}$, then the orbit $\left\{x, f(x), f^{2}(x), \ldots\right\}$ has a natural order (using $x$ as the distinguished point).

THEOREM 7.1.5. Let $f: S^{1} \rightarrow S^{1}$ be an orientation-preserving homeomorphism with rational rotation number $\rho=p / q$, where $p$ and $q$ are relatively prime. Then for any periodic point $x \in S^{1}$, the ordering of the orbit $\{x, f(x)$, $\left.f^{2}(x), \ldots, f^{q-1}(x)\right\}$ is the same as the ordering of the set $\{0, p / q, 2 p / q, \ldots$, $(q-1) p / q\}$, which is the orbit of 0 under the rotation $R_{\rho}$.

Proof. Let $x$ be a periodic point of $f$, and let $i \in\{0, \ldots, q-1\}$ be the unique number such that $f^{i}(x)$ is the first point to the right of $x$ in the orbit of $x$. Then $f^{2 i}(x)$ must be the first point to the right of $f^{i}(x)$, since if $f^{l}(x) \in\left(f^{i}(x), f^{2 i}(x)\right)$ then $l>i$ and $f^{l-i}(x) \in\left(x, f^{i}(x)\right)$, contradicting the choice of $i$. Thus the points of the orbit are ordered as $x, f^{i}(x), f^{2 i}(x), \ldots$, $f^{(q-1) i}(x)$.

Let $\tilde{x}$ be a lift of $x$. Since $f^{i}$ carries each interval $\left[f^{k i}(x), f^{(k+1) i}(x)\right]$ to its successor, and there are $q$ of these intervals, there is a lift $\bar{F}$ of $f^{i}$ such that $\bar{F}^{q} \tilde{x}=\tilde{x}+1$. Let $F$ be the lift of $f$ with $F^{q}(x)=x+p$. Then $F^{i}$ is a lift of $f^{i}$, so $F^{i}=\bar{F}+k$ for some $k$. We have

$$
x+i p=F^{q i}(x)=(\bar{F}+k)^{q}(x)=\bar{F}^{q}(x)+q k=x+1+q k .
$$

Thus $i p=1+q k$, so $i$ is the unique number between 0 and $q$ such that $i p=1 \bmod q$. Since the points of the set $\{0, p / q, 2 p / q, \ldots,(q-1) p / q\}$ are ordered as $0, i p / q, \ldots,(q-1) i p / q$, the theorem follows.

Now we turn to the study of orientation-preserving homeomorphisms with irrational rotation number. If $x$ and $y$ are two points in $S^{1}$, then we define the interval $[x, y] \subset S^{1}$ to be $\pi([\tilde{x}, \tilde{y}])$, where $\tilde{x} \in \pi^{-1}(x)$ and $\tilde{y}=$ $\pi^{-1}(y) \cap[\tilde{x}, \tilde{x}+1)$. Open and half-open intervals are defined in a similar way.

LEMMA 7.1.6. Suppose $\rho(f)$ is irrational. Then for any $x \in S^{1}$ and any distinct integers $m>n$, every forward orbit of $f$ intersects the interval $I=\left[f^{m}(x), f^{n}(x)\right]$.
Proof. It suffices to show that $S^{1}=\bigcup_{k=0}^{\infty} f^{-k} I$. Suppose not. Then

$$
S^{1} \not \subset \bigcup_{k=1}^{\infty} f^{-k(m-n)} I=\bigcup_{k=1}^{\infty}\left[f^{-(k-1) m+k n}(x), f^{-k m+(k+1) n}(x)\right] .
$$

Since the intervals $f^{-k(m-n)} I$ abut at the endpoints, we conclude that $f^{-k(m-n)} f^{n}(x)$ converges monotonically to a point $z \in S^{1}$, which is a fixed point for $f^{m-n}$, contradicting the irrationality of $\rho(f)$.

PROPOSITION 7.1.7. If $\rho(f)$ is irrational, then $\omega(x)=\omega(y)$ for any $x, y \in$ $S^{1}$, and either $\omega(x)=S^{1}$ or $\omega(x)$ is perfect and nowhere dense.
Proof. Fix $x, y \in S^{1}$. Suppose $f^{a_{n}}(x) \rightarrow x_{0} \in \omega(x)$ for some sequence $a_{n} \nearrow \infty$. By Lemma 7.1.6, for each $n \in \mathbb{N}$, we can choose $b_{n}$ such that $f^{b_{n}}(y) \in\left[f^{a_{n-1}}(x), f^{a_{n}}(x)\right]$. Then $f^{b_{n}}(y) \rightarrow x_{0}$, so $\omega(x) \subset \omega(y)$. By symmetry, $\omega(x)=\omega(y)$.

To show that $\omega(x)$ is perfect, we fix $z \in \omega(x)$. Since $\omega(x)$ is invariant, we have that $z \in \omega(z)$ is a limit point of $\left\{f^{n}(z)\right\} \subset \omega(x)$, so $\omega(x)$ is perfect.

To prove the last claim, we suppose that $\omega(x) \neq S^{1}$. Then $\partial \omega(x)$ is a non-empty closed invariant set. If $z \in \partial \omega(x)$, then $\omega(z)=\omega(x)$. Therefore, $\omega(x) \subset \partial \omega(x)$ and $\omega(x)$ is nowhere dense.

LEMMA 7.1.8. Suppose $\rho(f)$ is irrational. Let $F$ be a lift of $f$, and $\rho=$ $\rho(F)$. Then for any $x \in \mathbb{R}, n_{1} \rho+m_{1}<n_{2} \rho+m_{2}$ if and only if $F^{n_{1}}(x)+m_{1}<$ $F^{n_{2}}(x)+m_{2}$, for any $m_{1}, m_{2}, n_{1}, n_{2} \in \mathbb{Z}$,.
Proof. Suppose $F^{n_{1}}(x)+m_{1}<F^{n_{2}}(x)+m_{2}$ or, equivalently,

$$
F^{\left(n_{1}-n_{2}\right)}(x)<x+m_{2}-m_{1} .
$$

This inequality holds for all $x$, since otherwise the rotation number would be rational. In particular, for $x=0$ we have $F^{\left(n_{1}-n_{2}\right)}(0)<m_{2}-m_{1}$. By an inductive argument, $F^{k\left(n_{1}-n_{2}\right)}(0)<k\left(m_{2}-m_{1}\right)$. If $n_{1}-n_{2}>0$, it follows that

$$
\frac{F^{k\left(n_{1}-n_{2}\right)}(0)-0}{k\left(n_{1}-n_{2}\right)}<\frac{m_{2}-m_{1}}{n_{1}-n_{2}},
$$

so $\rho=\lim _{k \rightarrow \infty} F^{k\left(n_{1}-n_{2}\right)}(0) / k\left(n_{1}-n_{2}\right) \leq\left(m_{2}-m_{1}\right) /\left(n_{1}-n_{2}\right)$. Irrationality of $\rho$ implies strict inequality, so $n_{1} \rho+m_{1}<n_{2} \rho+m_{2}$. The same result holds in the case $n_{1}-n_{2}<0$ by a similar argument. The converse follows by reversing the inequality.

THEOREM 7.1.9 (Poincaré Classification). Let $f: S^{1} \rightarrow S^{1}$ be an orientationpreserving homeomorphism with irrational rotation number $\rho$.

1. If $f$ is topologically transitive, then $f$ is topologically conjugate to the rotation $R_{\rho}$.
2. If $f$ is not topologically transitive, then $R_{\rho}$ is a factor of $f$, and the factor map $h: S^{1} \rightarrow S^{1}$ can be chosen to be monotone.
Proof. Let $F$ be a lift of $f$, and fix $x \in \mathbb{R}$. Let $A=\left\{F^{n}(x)+m: n, m \in \mathbb{Z}\right\}$ and $B=\{n \rho+m: n, m \in \mathbb{Z}\}$. Then $B$ is dense in $\mathbb{R}(\S 1.2)$. Define $H: A \rightarrow B$ by $H\left(F^{n}(x)+m\right)=n \rho+m$. By the preceding lemma, $H$ preserves order and is bijective. Extend $H$ to a map $H: \mathbb{R} \rightarrow \mathbb{R}$ by defining

$$
H(y)=\sup \left\{n \rho+m: F^{n}(x)+m<y\right\} .
$$

Then $H(y)=\inf \left\{n \rho+m: F^{n}(x)+m>y\right\}$, since otherwise $\mathbb{R} \backslash B$ would contain an interval.

We claim that $H: \mathbb{R} \rightarrow \mathbb{R}$ is continuous. If $y \in \bar{A}$, then $H(y)=\sup \{H(z)$ : $z \in A, z<y\}$ and $H(y)=\inf \{H(z): z \in A, z>y\}$ implies that $H$ is continuous
on $\bar{A}$. If $I$ is an interval in $\mathbb{R} \backslash \bar{A}$, then $H$ is constant on $I$ and the constant agrees with the values at the endpoints. Thus $H: \mathbb{R} \rightarrow \mathbb{R}$ is a continuous extension of $H: A \rightarrow B$.

Note that $H$ is surjective, non-decreasing, and that

$$
\begin{aligned}
H(y+1) & =\sup \left\{n \rho+m: F^{n}(x)+m<y+1\right\} \\
& =\sup \left\{n \rho+m: F^{n}(x)+(m-1)<y\right\}=H(y)+1 .
\end{aligned}
$$

Moreover,

$$
\begin{aligned}
H(F(y)) & =\sup \left\{n \rho+m: F^{n}(x)+m<F(y)\right\} \\
& =\sup \left\{n \rho+m: F^{n-1}(x)+m<y\right\} \\
& =\rho+H(y) .
\end{aligned}
$$

We conclude that $H$ descends to a map $h: S^{1} \rightarrow S^{1}$ and $h \circ f=R_{\rho} \circ h$.
Finally, note that $f$ is transitive if and only if $\left\{F^{n}(x)+m: n, m \in \mathbb{Z}\right\}$ is dense in $\mathbb{R}$. Since $H$ is constant on any interval in $\mathbb{R} \backslash \bar{A}$, we conclude that $h$ is injective if and only if $f$ is transitive. (Note that by Proposition 7.1.7, either every orbit is dense or no orbit is dense.)

Exercise 7.1.1. Show that if $F$ and $G=F+k$ are two lifts of $f$, then $\rho(F)=$ $\rho(G)+k$, so $\rho(f)$ is independent of the choice of lift used in its definition. Show that there is a unique lift $F$ of $f$ such that $\rho(F)=\rho(f)$.

Exercise 7.1.2. Show that $\rho\left(f^{m}\right)=m \rho(f)$.
Exercise 7.1.3. Show that if $f$ is an orientation-reversing homeomorphism of $S^{1}$, then $\rho\left(f^{2}\right)=0$.

Exercise 7.1.4. Suppose $f$ has rational rotation number. Show that:
(a) if $f$ has exactly one periodic orbit, then every non-periodic point is both forward and backward asymptotic to the periodic orbit; and
(b) if $f$ has more than one periodic orbit, then every non-periodic orbit is forward asymptotic to some periodic orbit and backward asymptotic to a different periodic orbit.

Exercise 7.1.5. Show that Theorems 7.1.1 and 7.1.5 hold under the weaker hypothesis that $f: S^{1} \rightarrow S^{1}$ is a continuous map such that any (and thus every) lift $F$ of $f$ is non-decreasing.

### 7.2 Circle Diffeomorphisms

The total variation of a function $f: S^{1} \rightarrow \mathbb{R}$ is

$$
\operatorname{Var}(f)=\sup \sum_{k=1}^{n}\left|f\left(x_{k}\right)-f\left(x_{k+1}\right)\right|,
$$

where the supremum is taken over all partitions $0 \leq x_{1}<\cdots<x_{n} \leq 1$, for all $n \in \mathbb{N}$. We say that $g$ has bounded variation if $\operatorname{Var}(g)$ is finite. Note that any Lipshitz function has bounded variation. In particular, any $C^{1}$ function has bounded variation.

THEOREM 7.2.1 (Denjoy). Let $f$ be an orientation-preserving $C^{1}$ diffeomorphism of the circle with irrational rotation number $\rho=\rho(f)$. If $f^{\prime}$ has bounded variation, then $f$ is topologically conjugate to the rigid rotation $R_{\rho}$.
Proof. We know from Theorem 7.1.9 that if $f$ is transitive, it is conjugate to $R_{\rho}$. Thus we assume that $f$ is not transitive, and argue to obtain a contradiction. By Proposition 7.1.7, we may assume that $\omega(0)$ is a perfect, nowhere dense set. Then $S^{1} \backslash \omega(0)$ is a disjoint union of open intervals. Let $I=(a, b)$ be one of these intervals. Then the intervals $\left\{f^{n}(I)\right\}_{n \in \mathbb{Z}}$ are pairwise disjoint, since otherwise $f$ would have a periodic point. Thus $\sum_{n \in \mathbb{Z}} l\left(f^{n}(I)\right) \leq 1$, where $l\left(f^{n}(I)\right)=\int_{a}^{b}\left(f^{n}\right)^{\prime}(t) d t$ is the length of $f^{n}(I)$.

LEMMA 7.2.2. Let $J$ be an interval in $S^{1}$, and suppose the interiors of the intervals $J, f(J), \ldots, f^{n-1}(J)$ are pairwise disjoint. Let $g=\log f^{\prime}$, and fix $x, y \in J$. Then for any $n \in \mathbb{Z}$,

$$
\operatorname{Var}(g) \geq\left|\log \left(f^{n}\right)^{\prime}(x)-\log \left(f^{n}\right)^{\prime}(y)\right| .
$$

Proof. Using the fact that the intervals $J, f(J), \ldots, f^{n}(J)$ are disjoint, we get

$$
\begin{aligned}
\operatorname{Var}(g) & \geq \sum_{k=0}^{n-1}\left|g\left(f^{k}(y)\right)-g\left(f^{k}(x)\right)\right| \geq\left|\sum_{k=0}^{n-1} g\left(f^{k}(y)\right)-g\left(f^{k}(x)\right)\right| \\
& =\left|\log \prod_{k=0}^{n-1} f^{\prime}\left(f^{k}(y)\right)-\log \prod_{k=0}^{n-1} f^{\prime}\left(f^{k}(x)\right)\right| \\
& =\left|\log \left(f^{n}\right)^{\prime}(y)-\log \left(f^{n}\right)^{\prime}(x)\right| .
\end{aligned}
$$

Fix $x \in S^{1}$. We claim that there are infinitely many $n \in \mathbb{N}$ such that the intervals $\left(x, f^{-n}(x)\right),\left(f(x), f^{1-n}(x)\right), \ldots,\left(f^{n}(x), x\right)$ are pairwise disjoint. It suffices to show that there are infinitely many $n$ such that $f^{k}(x)$ is not in the interval $\left(x, f^{n}(x)\right)$ for $0 \leq|k| \leq n$. Lemma 7.1.8 implies that the orbit of $x$ is
ordered in the same way as the orbit of a point under the irrational rotation $R_{\rho}$. Since the orbit of a point under an irrational rotation is dense, the claim follows.

Choose $n$ as in the preceding paragraph. Then by applying Lemma 7.2.2 with $y=f^{-n}(x)$, we obtain

$$
\operatorname{Var}(g) \geq\left|\log \frac{\left(f^{n}\right)^{\prime}(x)}{\left(f^{n}\right)^{\prime}(y)}\right|=\left|\log \left(\left(f^{n}\right)^{\prime}(x)\left(f^{-n}\right)^{\prime}(x)\right)\right| .
$$

Thus for infinitely many $n \in \mathbb{N}$, we have

$$
\begin{aligned}
l\left(f^{n}(I)\right)+l\left(f^{-n}(I)\right) & =\int_{I}\left(f^{n}\right)^{\prime}(x) d x+\int_{I}\left(f^{-n}\right)^{\prime}(x) d x \\
& =\int_{I}\left[\left(f^{n}\right)^{\prime}(x)+\left(f^{-n}\right)^{\prime}(x)\right] d x \\
& \geq \int_{I} \sqrt{\left(f^{n}\right)^{\prime}(x)\left(f^{-n}\right)^{\prime}(x)} d x \\
& \geq \int_{I} \sqrt{\exp (-\operatorname{Var}(g))} d x=\exp \left(-\frac{1}{2} \operatorname{Var}(g)\right) l(I)
\end{aligned}
$$

This contradicts the fact that $\sum_{n \in \mathbb{Z}} l\left(f^{n}(I)\right) \leq \infty$, so we conclude that $f$ is transitive, and therefore conjugate to $R_{\rho}$.

THEOREM 7.2.3 (Denjoy Example). For any irrational number $\rho \in(0,1)$, there is a non-transitive $C^{1}$ orientation-preserving diffeomorphism $f: S^{1} \rightarrow S^{1}$ with rotation number $\rho$.
Proof. We know from Lemma 7.1.8 that if $\rho(f)=\rho$, then for any $x \in S^{1}$, the orbit of $x$ is ordered the same way as any orbit of $R_{\rho}$, i.e., $f^{k}(x)<f^{l}(x)<$ $f^{m}(x)$ if and only if $R_{\rho}^{k}(x)<R_{\rho}^{l}(x)<R_{\rho}^{m}(x)$. Thus in constructing $f$, we have no choice about the order of the orbit of any point. We do, however, have a choice about the spacing between points in the orbit.

Let $\left\{l_{n}\right\}_{n \in \mathbb{Z}}$ be a sequence of positive real numbers such that $\sum_{n \in \mathbb{Z}} l_{n}=1$ and $l_{n}$ is decreasing as $n \rightarrow \pm \infty$ (we will impose additional constraints later). Fix $x_{0} \in S^{1}$, and define

$$
a_{n}=\sum_{\left\{k \in \mathbb{Z}: R_{\rho}^{k}\left(x_{0}\right) \in\left[x_{0}, R_{\rho}^{n}\left(x_{0}\right)\right\}\right.} l_{k}, \quad b_{n}=a_{n}+l_{n} .
$$

The intervals $\left[a_{n}, b_{n}\right]$ are pairwise disjoint. Since $\sum_{n \in \mathbb{Z}} l_{n}=1$, the union of these intervals covers a set of measure 1 in $[0,1]$, and is therefore dense.

To define a $C^{1}$ homeomorphism $f: S^{1} \rightarrow S^{1}$ it suffices to define a continuous, positive function $g$ on $S^{1}$ with total integral 1. Then $f$ will be defined
to be the integral of $g$. The function $g$ should satisfy:

1. $\int_{a_{n}}^{b_{n}} g(t) d t=l_{n+1}$.

To construct such a $g$ it suffices to define $g$ on each interval $\left[a_{n}, b_{n}\right]$ so that it also satisfies:
2. $g\left(a_{n}\right)=g\left(b_{n}\right)=1$.
3. For any sequence $\left\{x_{k}\right\} \subset \bigcup_{n \in \mathbb{Z}}\left[a_{n}, b_{n}\right]$, if $y=\lim x_{k}$, then $g\left(x_{k}\right) \rightarrow 1$. We then define $g$ to be 1 on $S^{1} \backslash \bigcup_{n \in \mathbb{Z}}\left[a_{n}, b_{n}\right]$.

There are many such possibilities for $g \mid\left[a_{n}, b_{n}\right]$. We use the quadratic polynomial

$$
g(x)=1+\frac{6\left(l_{n+1}-l_{n}\right)}{l_{n}^{3}}\left(b_{n}-x\right)\left(x-a_{n}\right),
$$

which clearly satisfies condition 1 . For $n \geq 0$, we have $l_{n+1}-l_{n}<0$, so

$$
1 \geq g(x) \geq 1-\frac{6\left(l_{n}-l_{n+1}\right)}{l_{n}^{3}}\left(\frac{l_{n}}{2}\right)^{2}=\frac{3 l_{n+1}-l_{n}}{2 l_{n}} .
$$

For $n<0$, we have $l_{n+1}-l_{n}>0$, so

$$
1 \leq g(x) \leq \frac{3 l_{n+1}-l_{n}}{2 l_{n}} .
$$

Thus if we choose $l_{n}$ such that $\left(3 l_{n+1}-l_{n}\right) / 2 l_{n} \rightarrow 1$ as $n \rightarrow \pm \infty$, then condition 3 is satisfied. For example, we could choose $l_{n}=\alpha(|n|+2)^{-1}(|n|+3)^{-1}$, where $\alpha=1 / \sum_{n \in \mathbb{Z}}\left((|n|+2)^{-1}(|n|+3)^{-1}\right)$.

Now define $f(x)=a_{1}+\int_{0}^{x} g(t) d t$. Using the results above, it follows that $f: S^{1} \rightarrow S^{1}$ is a $C^{1}$ homeomorphism of $S^{1}$ with rotation number $\rho$ (Exercise 7.2.1). Moreover, $f^{n}(0)=a_{n}$, and $\omega(0)=S^{1} \backslash \bigcup_{n \in \mathbb{Z}}\left(a_{n}, b_{n}\right)$ is a closed, perfect, invariant set of measure zero.

Exercise 7.2.1. Verify the statements in the last paragraph of the proof of Theorem 7.2.3.

Exercise 7.2.2. Show directly that the example constructed in the proof of Theorem 7.2.3 is not $C^{2}$.

### 7.3 The Sharkovsky Theorem

We consider the set $\mathbb{N}_{\text {Sh }}=\mathbb{N} \cup\left\{2^{\infty}\right\}$ obtained by adding the formal symbol $2^{\infty}$ to the set of natural numbers. The Sharkovsky ordering of this set is

$$
\begin{aligned}
1 & \prec 2 \prec \cdots \prec 2^{n} \prec \cdots \prec 2^{\infty} \prec \cdots \\
& \prec 2^{m} \cdot(2 n+1) \prec \cdots \prec 2^{m} \cdot 7 \prec 2^{m} \cdot 5 \prec 2^{m} \cdot 3 \prec \cdots \\
& \prec 2(2 n+1) \prec \cdots \prec 14 \prec 10 \prec 6 \prec \cdots \\
& \prec 2 n+1 \prec \cdots \prec 7 \prec 5 \prec 3 .
\end{aligned}
$$

The symbol $2^{\infty}$ is added so that $\mathbb{N}_{\text {Sh }}$ has the least-upper-bound property, i.e., every subset of $\mathbb{N}_{\text {Sh }}$ has a supremum. The Sharkovsky ordering is preserved by multiplication by $2^{k}$, for any $k \geq 0$ (where $2^{k} \cdot 2^{\infty}=2^{\infty}$, by definition).

For $\alpha \in \mathbb{N}_{\text {Sh }}$, let $S(\alpha)=\{k \in \mathbb{N}: k \preceq \alpha\}$ (note that $S(\alpha)$ is defined to be a subset of $\mathbb{N}$, not $\left.\mathbb{N}_{\text {Sh }}\right)$. For a map $f:[0,1] \rightarrow[0,1]$, we denote by $\operatorname{MinPer}(f)$ the set of minimal periods of periodic points of $f$.

THEOREM 7.3.1 (Sharkovsky [Sha64]). For every continuous map $f$ : $[0,1] \rightarrow[0,1]$, there is $\alpha \in \mathbb{N}_{\text {Sh }}$ such that $\operatorname{MinPer}(f)=S(\alpha)$. Conversely, for every $\alpha \in \mathbb{N}_{\text {Sh }}$, there is a continuous map $f:[0,1] \rightarrow[0,1]$ with $\operatorname{MinPer}(f)=$ $S(\alpha)$.

The proof of the first assertion of the Sharkovsky theorem proceeds as follows: We assume that $f$ has a periodic point $x$ of minimal period $n>1$, since otherwise there is nothing to show. The orbit of $x$ partitions the interval $[0,1]$ into a finite collection of subintervals whose endpoints are elements of the orbit. The endpoints of these intervals are permuted by $f$. By examining the combinatorial possibilities for the permutations of pairs of endpoints, and using the intermediate value theorem, one establishes the existence of periodic points of the desired periods.

The second assertion of the Sharkovsky theorem is proved as Lemma 7.3.9.

If $I$ and $J$ are intervals in $[0,1]$ and $f(I) \supset J$, we say that $I$-covers $J$, and we write $I \rightarrow J$. If $a, b \in[0,1]$, then we will use $[a, b]$ to represent the closed interval between $a$ and $b$, regardless of whether $a \geq b$ or $a \leq b$.

## LEMMA 7.3.2

1. If $f(I) \supset I$, then the closure of I contains a fixed point of $f$.
2. Fix $m \in \mathbb{N} \cup\{\infty\}$, and suppose that $\left\{I_{k}\right\}_{1 \leq k<m}$ is a finite or infinite sequence of non-empty closed intervals in $[0,1]$ such that $f\left(I_{k}\right) \supset I_{k+1}$ for $1 \leq k<m-1$. Then there is a point $x \in I_{1}$ such that $f^{k}(x) \in I_{k+1}$ for $1 \leq k<m-1$. Moreover, if $I_{n}=I_{1}$ for some $n>0$, then $I_{1}$ contains a periodic point $x$ of period $n$ such that $f^{k}(x) \in I_{k+1}$ for $k=1, \ldots, n-1$.
Proof. The proof of part 1 is a simple application of the intermediate value theorem.

To prove part 2 , note that since $f\left(I_{1}\right) \supset I_{2}$, there are points $a_{0}, b_{0} \in I_{1}$ that map to the endpoints of $I_{2}$. Let $J_{1}$ be the subinterval of $I_{1}$ with endpoints $a_{0}, b_{0}$. Then $f\left(J_{1}\right)=I_{2}$. Suppose we have defined subintervals $J_{1} \supset J_{2} \supset \cdots \supset J_{n}$ in $I_{1}$ such that $f^{k}\left(J_{k}\right)=I_{k+1}$. Then $f^{n+1}\left(J_{n}\right)=f\left(I_{n+1}\right) \supset$ $I_{n+2}$, so there is an interval $J_{n+1} \subset J_{n}$ such that $f^{n+1}\left(J_{n+1}\right)=I_{n+2}$. Thus we obtain a nested sequence $\left\{J_{n}\right\}$ of non-empty closed intervals. The intersection
$\bigcap_{i=1}^{m-1} J_{i}$ is non-empty, and for any $x$ in the intersection, $f^{k}(x) \in I_{k+1}$ for $1 \leq k<m-1$.

The last assertion follows from the preceding paragraph together with part 1.

A partition of an interval $I$ is a (finite or infinite) collection of closed subintervals $\left\{I_{k}\right\}$, with pairwise disjoint interiors, whose union is $I$. The Markov graph of $f$ associated to the partition $\left\{I_{k}\right\}$ is the directed graph with vertices $I_{k}$, and a directed edge from $I_{i}$ to $I_{j}$ if and only if $I_{i} f$-covers $I_{j}$. By Lemma 7.3.2, any loop of length $n$ in the Markov graph of $f$ forces the existence of a periodic point of (not necessarily minimal) period $n$.

As a warmup to the proof of the full Sharkovsky theorem, we prove that the existence of a periodic point of minimal period three implies the existence of periodic points of all periods. This result was rediscovered in 1975 by T. Y. Li and J. Yorke, and popularized in their paper "Period three implies chaos" [LY75].

Let $x$ be a point of period three. Replacing $x$ with $f(x)$ or $f^{2}(x)$ if necessary, we may assume that $x<f(x)$ and $x<f^{2}(x)$. Then there are two cases: (1) $x<f(x)<f^{2}(x)$ or (2) $x<f^{2}(x)<f(x)$. In the first case, we let $I_{1}=[x, f(x)]$ and $I_{2}=\left[f(x), f^{2}(x)\right]$. The associated Markov graph is one of the two graphs shown in Figure 7.1.

For $k \geq 2$, the path $I_{1} \rightarrow I_{2} \rightarrow I_{2} \rightarrow \cdots \rightarrow I_{2} \rightarrow I_{1}$ of length $k$ implies the existence of a periodic point $y$ of period $k$ with the itinerary $I_{1}, I_{2}, I_{2}, \ldots$, $I_{2}, I_{1}$. If the minimal period of $y$ is less than $k$, then $y \in I_{1} \cap I_{2}=\{f(x)\}$. But $f(x)$ does not have the specified itinerary for $k \neq 3$, so the minimal period of $y$ is $k$. A similar argument applies to case (2), and this proves the Sharkovsky theorem for $n=3$.

To prove the full Sharkovsky theorem it is convenient to use a subgraph of the Markov graph defined as follows. Let $P=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ be a periodic orbit of (minimal) period $n>1$, where $x_{1}<x_{2}<\cdots<x_{n}$. Let


Figure 7.1. The two possible Markov graphs for period three.
$I_{j}=\left[x_{j}, x_{j+1}\right]$. The $P$-graph of $f$ is the directed graph with vertices $I_{j}$, and a directed edge from $I_{j}$ to $I_{k}$ if and only if $I_{k} \subset\left[f\left(x_{j}\right), f\left(x_{j+1}\right)\right]$. Since $f\left(I_{j}\right) \supset\left[f\left(x_{j}\right), f\left(x_{j+1}\right)\right]$, it follows that the $P$-graph is a subgraph of the Markov graph associated to the same partition. In particular, any loop in the $P$-graph is also a loop in the Markov graph. The $P$-graph has the virtue that it is completely determined by the ordering of the periodic orbit, and is independent of the behavior of the map on the intervals $I_{j}$. For example, in Figure 7.1, the top graph is the unique $P$-graph for a periodic orbit of period three with ordering $x<f(x)<f^{2}(x)$.

LEMMA 7.3.3. The $P$-graph of $f$ contains a trivial loop, i.e., there is a vertex $I_{j}$ with a directed edge from $I_{j}$ to itself.
Proof. Let $j=\max \left\{i: f\left(x_{i}\right)>x_{i}\right\}$. Then $f\left(x_{j}\right)>x_{j}$ and $f\left(x_{j+1}\right) \leq x_{j+1}$, so $f\left(x_{j}\right) \geq x_{j+1}$ and $f\left(x_{j+1}\right) \leq x_{j}$. Thus $\left.\left[f\left(x_{j}\right), f\left(x_{j+1}\right)\right]\right) \supset\left[x_{j}, x_{j+1}\right]$.

We will renumber the vertices of the $P$-graph (but not the points of $P$ ) so that $I_{1}=\left[x_{j}, x_{j+1}\right]$, where $j=\max \left\{i: f\left(x_{i}\right)>x_{i}\right\}$. By the proof of the preceding lemma, $I_{1}$ is a vertex with a directed edge from itself to itself.

For any two points $x_{i}<x_{k}$ in $P$, define

$$
\hat{f}\left(\left[x_{i}, x_{k}\right]\right)=\bigcup_{l=i}^{k-1}\left[f\left(x_{l}\right), f\left(x_{l+1}\right)\right] .
$$

In particular, $\hat{f}\left(I_{k}\right)=\left[f\left(x_{k}\right), f\left(x_{k}+1\right)\right]$. If $\hat{f}\left(I_{k}\right) \supset I_{l}$, we say that $I_{k} \hat{f}$-covers $I_{l}$. Since we will only be using $P$-graphs throughout the remainder of this section, we also redefine the notation $I_{k} \rightarrow I_{l}$ to mean that $I_{k} \hat{f}$-covers $I_{l}$.

PROPOSITION 7.3.4. Any vertex of the $P$-graph can be reached from $I_{1}$.
Proof. The nested sequence $I_{1} \subset \hat{f}\left(I_{1}\right) \subset \hat{f}^{2}\left(I_{1}\right) \subset \cdots$ must eventually stabilize, since $\hat{f}^{k}\left(I_{1}\right)$ is an interval whose endpoints are in the orbit of $x$. Then for $k$ sufficiently large, $\mathcal{O}(x) \cap \hat{f}^{k}\left(I_{1}\right)$ is an invariant subset of $\mathcal{O}(x)$, and is therefore equal to $\mathcal{O}(x)$. It follows that $\hat{f}^{k}\left(I_{1}\right)=\left[x_{1}, x_{n}\right]$, so any vertex of the $P$-graph can be reached from $I_{1}$.

LEMMA 7.3.5. Suppose the P-graph has no directed edge from any interval $I_{k}, k \neq 1$, to $I_{1}$. Then $n$ is even, and $f$ has a periodic point of period 2 .
Proof. Let $J_{0}=\left[x_{1}, x_{j}\right]$ and $J_{1}=\left[x_{j+1}, x_{n-1}\right]$, where $j=\max \left\{i: f\left(x_{i}\right)>x_{i}\right\}$ (the case $j=1$ is not excluded a priori). Then $\hat{f}\left(J_{0}\right) \notin J_{0}$ (since $f\left(x_{j}\right)>x_{j}$ ) and $\hat{f}\left(J_{0}\right) \notin I_{1}$, so $\hat{f}\left(J_{0}\right) \subset J_{1}$, since $\hat{f}\left(J_{0}\right)$ is connected. Likewise, $\hat{f}\left(J_{1}\right) \subset J_{0}$. Now $\hat{f}\left(J_{0}\right) \cup \hat{f}\left(J_{1}\right) \supset \mathcal{O}(x)$, so $\hat{f}\left(J_{0}\right)=J_{1}$ and $\hat{f}\left(J_{1}\right)=J_{0}$. Thus $J_{0} f$-covers


Figure 7.2. The $P$-graph for Lemmas 7.3.6 and 7.3.9.
$J_{1}$ and $J_{1} f$-covers $J_{0}$, so $f$ has a periodic point of minimal period 2, and $n=|\mathcal{O}(x)|=2\left|\mathcal{O}(x) \cap J_{0}\right|$ is even.

LEMMA 7.3.6. Suppose $n>1$ is odd and $f$ has no non-fixed periodic points of smaller odd period. Then there is a numbering of the vertices of the $P$-graph so that the graph contains the following edges, and no others (see Figure 7.2):

1. $I_{1} \rightarrow I_{1}$ and $I_{n-1} \rightarrow I_{1}$,
2. $I_{i} \rightarrow I_{i+1}$, for $i=1, \ldots, n-2$,
3. $I_{n-1} \rightarrow I_{2 i+1}$, for $0 \leq i<(n-1) / 2$.

Proof. By Lemma 7.3.5 and Lemma 7.3.4, there is a non-trivial loop in the $P$-graph starting from $I_{1}$. By choosing a shortest such loop and renumbering the vertices of the graph, we may assume that we have a loop

$$
\begin{equation*}
I_{1} \rightarrow I_{2} \rightarrow \cdots \rightarrow I_{k} \rightarrow I_{1} \tag{7.1}
\end{equation*}
$$

in the $P$-graph, $k \leq n-1$. The existence of this loop implies that $f$ has a periodic point of minimal period $k$. The path

$$
I_{1} \rightarrow I_{1} \rightarrow I_{2} \rightarrow \cdots \rightarrow I_{k} \rightarrow I_{1}
$$

implies the existence of a periodic point of minimal period $k+1$. By the minimality of $n$, we conclude that $k=n-1$, which proves statement 1 .

Let $I_{1}=\left[x_{j}, x_{j+1}\right]$. Note that $\hat{f}\left(I_{1}\right)$ contains $I_{1}$ and $I_{2}$, but no other $I_{i}$, since otherwise we would have a shorter path than (7.1). Similarly, if $1 \leq$ $i<n-2$, then $\hat{f}\left(I_{i}\right)$ cannot contain $I_{k}$ for $k>i+1$. Thus $\hat{f}\left(I_{1}\right)=\left[x_{j}, x_{j+2}\right]$ or $\hat{f}\left(I_{1}\right)=\left[x_{j-1}, x_{j+1}\right]$. Suppose the latter holds (the other case is similar). Then $I_{2}=\left[x_{j-1}, x_{j}\right], f\left(x_{j+1}\right)=x_{j-1}$, and $f\left(x_{j}\right)=x_{j+1}$. If $2<n-1$, then $\hat{f}\left(I_{2}\right)$ can contain at most $I_{2}$ and $I_{3}$, so $f\left(x_{j-1}\right)=x_{j+2}$. Continuing in this way (see Figure 7.3), we find that the intervals of the partition are ordered


Figure 7.3. The action of $f$ from Lemma 7.3.6 on $x_{k}$ is shown by arrows.
on the interval $I$ as follows:

$$
I_{n-1}, I_{n-3}, \ldots, I_{2}, I_{1}, I_{3}, \ldots, I_{n-2}
$$

Moreover, $f\left(x_{2}\right)=x_{n}, f\left(x_{n}\right)=x_{1}$, and $f\left(x_{1}\right)=x_{j}$, so $\hat{f}\left(I_{n-1}\right)=\left[x_{j}, x_{n-1}\right]$, and $\hat{f}\left(I_{n-1}\right)$ contains all the odd-numbered intervals, which completes the proof of the lemma.

COROLLARY 7.3.7. Ifn is odd, then $f$ has a periodic point of minimal period $q$ for any $q>n$ and for any even integer $q<n$.
Proof. Let $m>1$ be the minimal odd period of a non-fixed periodic point. By the preceding lemma, there are paths of the form

$$
I_{1} \rightarrow I_{1} \rightarrow \cdots \rightarrow I_{1} \rightarrow I_{2} \rightarrow \cdots \rightarrow I_{m-1} \rightarrow I_{1}
$$

of any length $q \geq m$. For $q=2 i<m$, the path

$$
I_{m-1} \rightarrow I_{m-2 i} \rightarrow I_{m-2 i+1} \rightarrow \cdots \rightarrow I_{m-1}
$$

gives a periodic point of period $q$. The verification that these periodic points have minimal period $q$ is left as an exercise (Exercise 7.3.3).

LEMMA 7.3.8. If $n$ is even, then $f$ has a periodic point of minimal period 2.
Proof. Let $m$ be the smallest even period of a non-fixed periodic point, and let $I_{1}$ be an interval of the associated partition that $\hat{f}$-covers itself. If no other interval $\hat{f}$-covers $I_{1}$, then Lemma 7.3.5 implies that $m=2$.

Suppose then that some other interval $\hat{f}$-covers $I_{1}$. In the proof of Lemma 7.3.6, we used the hypothesis that $n$ is odd only to conclude the existence of such an interval. Thus the same argument as in the proof of that lemma implies that the $P$-graph contains the paths

$$
I_{1} \rightarrow I_{2} \rightarrow \cdots \rightarrow I_{n-1} \rightarrow I_{1} \quad \text { and } \quad I_{n-1} \rightarrow I_{2 i} \quad \text { for } 0 \leq i<n / 2 .
$$

Then $I_{n-1} \rightarrow I_{n-2} \rightarrow I_{n-1}$ implies the existence of a periodic point of minimal period 2 .

Conclusion of the proof of the first assertion of the Sharkovsky Theorem. There are two cases to consider:

1. $n=2^{k}, k>0$. If $q \prec n$, then $q=2^{l}$ with $0 \leq l<k$. The case $l=0$ is trivial. If $l>0$, then $g=f^{q / 2}=f^{2^{l-1}}$ has a periodic point of period $2^{k-l+1}$, so by Lemma 7.3.8, $g$ has a non-fixed periodic point of period 2. This point is a fixed point for $f^{q}$, i.e., it has period $q$ for $f$. Since it is not fixed by $g$, its minimal period is $q$.
2. $n=p 2^{k}, p$ odd. The map $f^{2^{k}}$ has a periodic point of minimal period $p$, so by Corollary 7.3.7, $f^{2^{k}}$ has periodic points of minimal period $m$ for all $m \geq p$ and all even $m<p$. Thus $f$ has periodic points of minimal period $m 2^{k}$ for all $m \geq p$ and all even $m<p$. In particular, $f$ has a periodic point of minimal period $2^{k+1}$, so by case $1, f$ has periodic points of minimal period $2^{i}$ for $i=0, \ldots, k$.

The next lemma finishes the proof of the Sharkovsky theorem.
LEMMA 7.3.9. For any $\alpha \in \mathbb{N}_{\mathrm{Sh}}$, there is a continuous map $f:[0,1] \rightarrow[0,1]$ such that $\operatorname{MinPer}(f)=S(\alpha)$.
Proof. We distinguish three cases:

1. $\alpha \in \mathbb{N}, \alpha$ odd,
2. $\alpha \in \mathbb{N}, \alpha$ even, and
3. $\alpha=2^{\infty}$.

Case 1. Suppose $n \in \mathbb{N}$ is odd, and $\alpha=n$. Choose points $x_{0}, \ldots, x_{n-1} \in$ $[0,1]$ such that

$$
0=x_{n-1}<\cdots<x_{4}<x_{2}<x_{0}<x_{1}<x_{3}<\cdots<x_{n-2}=1
$$

and let $I_{1}=\left[x_{0}, x_{1}\right], I_{2}=\left[x_{2}, x_{0}\right], I_{3}=\left[x_{1}, x_{3}\right]$, etc. Let $f:[0,1] \rightarrow[0,1]$ be the unique map defined by:

1. $f\left(x_{i}\right)=x_{i+1}, i=0, \ldots, n-2$, and $f\left(x_{n-1}\right)=x_{0}$,
2. $f$ is linear (or affine, to be precise) on each interval $I_{j}, j=1, \ldots$, $n-1$.
Then $x_{0}$ is periodic of period $n$, and the associated $P$-graph is shown in Figure 7.2. Any path that avoids $I_{1}$ has even length. Loops of length less than $n$ must be of the following form:
3. $I_{i} \rightarrow I_{i+1} \rightarrow \cdots \rightarrow I_{n-1} \rightarrow I_{2 j+1} \rightarrow I_{2 j+2} \rightarrow \cdots \rightarrow I_{i}$ for $i>1$, or
4. $I_{n-1} \rightarrow I_{2 i+1} \rightarrow \cdots \rightarrow I_{n-1}$, or
5. $I_{1} \rightarrow I_{1} \rightarrow \cdots \rightarrow I_{1} \rightarrow I_{1}$

Paths of type 1 or 2 have even length, so no point in $\operatorname{int}\left(I_{j}\right), j=2, \ldots, n-1$, can have odd period $k<n$. Since $f\left(I_{1}\right)=I_{1} \cup I_{2}$, we have $\left|f^{\prime}\right|>1$ on $I_{1}$, so every non-fixed point in $\operatorname{int}\left(I_{1}\right)$ must move away from the (unique) fixed point in $I_{1}$, and therefore eventually enters $I_{2}$. Once a point enters $I_{2}$, it must enter every $I_{j}$ before it returns to int $\left(I_{1}\right)$. Thus there is no non-fixed periodic point in $I_{1}$ of period less than $n$. It follows that no point has odd period less than $n$. This finishes the proof of the theorem for $n$ odd.


Figure 7.4. Graphs of $\mathcal{D}^{k}(f)$ for $f \equiv 1 / 2$.
Case 2. Suppose $n \in \mathbb{N}$ is even, and $\alpha=n$. For $f:[0,1] \rightarrow[0,1]$, define a new function $\mathcal{D}:[0,1] \rightarrow[0,1]$ by

$$
\mathcal{D}(f)(x)= \begin{cases}\frac{2}{3}+\frac{1}{3} f(3 x) & x \in\left[0, \frac{1}{3}\right], \\ (2+f(1))\left(\frac{2}{3}-x\right) & x \in\left[\frac{1}{3}, \frac{2}{3}\right], \\ x-\frac{2}{3} & x \in\left[\frac{2}{3}, 1\right]\end{cases}
$$

The operator $\mathcal{D}(f)$ is sometimes called the doubling operator, because $\operatorname{MinPer}(\mathcal{D}(f))=2 \operatorname{MinPer}(f) \cup\{1\}$, i.e., $\mathcal{D}$ doubles the periods of a map. To see this, let $g=\mathcal{D}(f)$, and let $I_{1}=[0,1 / 3], I_{2}=[1 / 3,2 / 3]$, and $I_{3}=[2 / 3,1]$. For $x \in I_{1}$, we have $g^{2}(x)=f(3 x) / 3$, so $g^{2 k}(x)=f^{k}(3 x) / 3$. Thus $g^{2 k}(x)=x$ if and only if $f^{k}(3 x)=3 x$, so $\operatorname{MinPer}(g) \supset 2 \operatorname{MinPer}(f)$ (see Figure 7.4).

On the interval $I_{2},\left|g^{\prime}\right| \geq 2$, so there is a unique repelling fixed point in $(1 / 3,2 / 3)$, and every other point eventually leaves this interval and never returns, since $g\left(I_{1} \cup I_{3}\right) \cap I_{2}=\emptyset$. Thus no non-fixed point in $I_{2}$ is periodic.

Finally, any periodic point in $I_{3}$ enters $I_{1}$, so its period is in $2 \operatorname{MinPer}(f)$, which verifies our claim that $\operatorname{MinPer}(\mathcal{D}(f))=2 \operatorname{Min} \operatorname{Per}(f) \cup\{1\}$.

Since $n$ is even, we can write $n=p 2^{k}$, where $p$ is odd and $k>0$. Let $f$ be a map whose minimum odd period is $p($ see case 1$)$. Then $\operatorname{Min} \operatorname{Per}\left(\mathcal{D}^{k}(f)\right)=$ $2^{k} \operatorname{MinPer}(f) \cup\left\{2^{k-1}, 2^{k-2}, \ldots, 1\right\}$, which settles case 2 of the lemma.

Case 3. Suppose $\alpha=2^{\infty}$. Let $g_{k}=\mathcal{D}^{k}(\mathrm{Id})$, where Id is the identity map. Then, by the induction and the remarks in the proof of case $2, \operatorname{Min} \operatorname{Per}\left(g_{k}\right)=$ $\left\{2^{k-1}, 2^{k-2}, \ldots, 1\right\}$. The sequence $\left\{g_{k}\right\}_{k \in \mathbb{N}}$ converges uniformly to a continuous map $g_{\infty}:[0,1] \rightarrow[0,1]$, and $g_{\infty}=g_{k}$ on $\left[2 / 3^{k}, 1\right]$ (Exercise 7.3.4). It follows that $\operatorname{MinPer}\left(g_{\infty}\right) \supset S\left(2^{\infty}\right)$.

Let $x$ be a periodic point of $g_{\infty}$. If $0 \notin \mathcal{O}(x)$, then $\mathcal{O}(x) \subset\left[2 / 3^{k}, 1\right]$ for $k$ sufficiently large, so $x$ is a periodic point of $g_{k}$ and has even period. Suppose then that 0 is periodic with period $p$. If $p \succ 2^{\infty}$, then there is $q \in \mathbb{N}$ such
that $p \succ q \succ 2^{\infty}$. By the first part of the Sharkovsky theorem, $g_{\infty}$ has a periodic point $y$ with minimal period $q$. Since $0 \in \mathcal{O}(y)$, we conclude by the preceding argument that $q$ is even, which contradicts $q \succ 2^{\infty}$. Thus $\operatorname{MinPer}\left(g_{\infty}\right)=S\left(2^{\infty}\right)$.

This concludes the proof of Lemma 7.3.9, and thus the proof of Theorem 7.3.1.

Exercise 7.3.1. Let $\sigma$ be a permutation of $\{1, \ldots, n-1\}$. Show that there is a continuous map $f:[0,1] \rightarrow[0,1]$ with a periodic point $x$ of period $n$ such that $x<f^{\sigma(1)}<\cdots<f^{\sigma(n-1)}$.

Exercise 7.3.2. Show that there are maps $f, g:[0,1] \rightarrow[0,1]$, each with a periodic point of period $n$ (for some $n$ ), such that the associated $P$-graphs are not isomorphic. (Note that for $n=3$, all $P$-graphs are isomorphic.)

Exercise 7.3.3. Verify that the periodic points in the proof of Corollary 7.3.7 have minimal period $q$.

Exercise 7.3.4. Show that the sequence $\left\{g_{k}\right\}_{k \in \mathbb{N}}$ defined near the end of the proof of Lemma 7.3.9 converges uniformly, and the limit $g_{\infty}$ satisfies $g_{\infty}=g_{k}$ on $\left[2 / 3^{k}, 1\right]$.

### 7.4 Combinatorial Theory of Piecewise-Monotone Mappings ${ }^{1}$

Let $I=[a, b]$ be a compact interval. A continuous map $f: I \rightarrow I$ is piecewise monotone if there are points $a=c_{0}<c_{1}<\cdots<c_{l}<c_{l+1}=b$ such that $f$ is strictly monotone on each interval $I_{i}=\left[c_{i-1}, c_{i}\right], i=1, \ldots, l+1$. We always assume that each interval $\left[c_{i-1}, c_{i}\right]$ is a maximal interval on which $f$ is monotone, so the orientation of $f$ reverses at the turning points $c_{1}, \ldots, c_{l}$. The intervals $I_{i}$ are called laps of $f$.

Note that any piecewise-monotone map $f: I \rightarrow I$ can be extended to a piecewise-monotone map of a larger interval $J$ in such a way that $f(\partial J) \subset$ $\partial J$. Thus we assume (without losing much generality) that $f(\partial I) \subset \partial I$. If $f$ has $l$ turning points and $f(\partial I) \subset \partial I$, then $f$ is $l$-modal. If $f$ has exactly one turning point, then $f$ is unimodal.

The address of a point $x \in I$ is the symbol $c_{j}$ if $x=c_{j}$ for some $j \in$ $\{1, \ldots, l\}$, or the symbol $I_{j}$ if $x \in I_{j}$ and $x \notin\left\{c_{1}, \ldots, c_{l}\right\}$. Note that $c_{0}$ and $c_{l+1}$ are not included as addresses. The itinerary of $x$ is the sequence $i(x)=$

[^13]$\left(i_{k}(x)\right)_{k \in \mathbb{N}_{0}}$, where $i_{k}(x)$ is the address of $f^{k}(x)$. Let
$$
\Sigma=\left\{I_{1}, \ldots, I_{l+1}, c_{1}, \ldots, c_{l}\right\}^{\mathbb{N}_{0}}
$$

Then $i: I \rightarrow \Sigma$, and $i \circ f=\sigma \circ i$, where $\sigma$ is the one-sided shift on $\Sigma$.
Example. Any quadratic $\operatorname{map} q_{\mu}(x)=\mu x(1-x), 0<\mu \leq 4$, is a unimodal map of $I=[0,1]$, with turning point $c_{1}=1 / 2, I_{1}=[0,1 / 2], I_{2}=[1 / 2,1]$. If $0<\mu<2$, then $f(I) \subset[0,1 / 2)$, so the only possible itineraries are $\left(I_{1}, I_{1}, \ldots\right),\left(c_{1}, I_{1}, I_{1}, \ldots\right)$, and $\left(I_{2}, I_{1}, I_{1}, \ldots\right)$. Note that the map $i:[0,1] \rightarrow$ $\Sigma$ is not continuous at $c_{1}$.

If $\mu=2$, then the possible itineraries are $\left(I_{1}, I_{1}, \ldots\right),\left(c_{1}, c_{1}, \ldots\right)$, and $\left(I_{2}, I_{1}, I_{1}, \ldots\right)$. If $2<\mu<3$, there is an attracting fixed point $(\mu-1) / \mu \in$ $(1 / 2,2 / 3)$. Thus the possible itineraries are:

$$
\begin{aligned}
& \left(I_{1}, I_{1}, \ldots\right), \\
& \left(c_{1}, I_{2}, I_{2}, \ldots\right), \\
& \left(I_{2}, I_{2}, \ldots\right) \\
& \left(I_{1}, \ldots, I_{1}, I_{2}, I_{2}, \ldots\right), \\
& \left(I_{1}, \ldots, I_{1}, C_{1}, I_{2}, I_{2}, \ldots\right), \\
& \text { any of the above preceded by } I_{2} .
\end{aligned}
$$

LEMMA 7.4.1. The itinerary $i(x)$ is eventually periodic if and only if the iterates of $x$ converge to a periodic orbit of $f$.
Proof. If $i(x)$ is eventually periodic, then by replacing $x$ by one of its forward iterates, we may assume that $i(x)$ is periodic, of period $p$. If $i_{j}(x)=c_{j}$ for some $j$, then $c_{j}$ is periodic, and we are done. Thus we may assume that $f^{k}(x)$ is contained in the interior of a lap of $f$ for each $k$. For $j=0, \ldots, p-1$, let $J_{j}$ be the smallest closed interval containing $\left\{f^{k}(x): k=j \bmod p\right\}$. Since the itinerary is periodic of period $p$, each $J_{i}$ is contained in a single lap, so $f: J_{j} \rightarrow J_{j+1}$ is strictly monotone. It follows that $f^{p}: J_{0} \rightarrow J_{0}$ is strictly monotone.

Suppose $f^{p}: J_{0} \rightarrow J_{0}$ is increasing. If $f^{p}(x) \geq x$, then by induction, $f^{k p}(x) \geq f^{(k-1) p}(x)$ for all $k>0$, so $\left\{f^{k p}(x)\right\}$ converges to a point $y \in J_{0}$, which is fixed for $f^{p}$. A similar argument holds if $f^{p}(x)<x$.

If $f^{p}: J_{0} \rightarrow J_{0}$ is decreasing, then $f^{2 p}: J_{0} \rightarrow J_{0}$ is increasing, and by the argument in the preceding paragraph, the sequence $\left\{f^{2 k p}(x)\right\}$ converges to a fixed point of $f^{2 p}$.

Conversely, suppose that $f^{k q}(x) \rightarrow y$ as $k \rightarrow \infty$, where $f^{q}(y)=y$. If the orbit of $y$ does not contain any turning points, then eventually $x$ has the same
itinerary as $y$. The case where $\mathcal{O}(y)$ does contain a turning point is left as an exercise (Exercise 7.4.1).

Let $\epsilon$ be a function defined on $\left\{I_{1}, \ldots, I_{l}, c_{1}, \ldots, c_{l}\right\}$ such that $\epsilon\left(I_{1}\right)=$ $\pm 1, \epsilon\left(I_{k}\right)=(-1)^{k+1} \epsilon\left(I_{1}\right)$, and $\epsilon\left(c_{k}\right)=1$ for $k=0, \ldots, l$. Associated to $\epsilon$ is a signed lexicographic ordering $\prec$ on $\Sigma$, defined as follows. For $s \in \Sigma$, define

$$
\tau_{n}(s)=\prod_{0 \leq k<n} \epsilon\left(s_{k}\right) .
$$

We order the symbols $\left\{ \pm I_{j}, \pm c_{k}\right\}$ by

$$
-I_{l+1}<-c_{l}<-I_{l}<\cdots<-I_{1}<I_{1}<c_{1}<I_{2}<\cdots<c_{l}<I_{l+1} .
$$

Given $s=\left(s_{i}\right), t=\left(t_{i}\right) \in \Sigma$, we say $s \prec t$ if and only if $s_{0}<t_{0}$, or there is $n>0$ such that $s_{i}=t_{i}$ for $i=0, \ldots, n-1$, and $\tau_{n}(s) s_{n}<\tau_{n}(t) t_{n}$. The proof that $\prec$ is an ordering is left as an exercise.

Associated to an $l$-modal map $f$ is a natural signed lexicographic ordering with $\epsilon\left(I_{k}\right)=1$ if $f$ is increasing on $I_{k}$ and $\epsilon\left(I_{k}\right)=-1$ otherwise, and $\epsilon\left(c_{k}\right)=1$, for $k=1, \ldots, l$. For $x \in I$, we define $\tau_{n}(x)=\tau_{n}(i(x))$. Note that if $\left\{x, f(x), \ldots, f^{n-1}(x)\right\}$ contains no turning points, then $\tau_{n}(x)$ is the orientation of $f^{n}$ at $x$ : positive (i.e., increasing) if and only if $\tau_{n}(x)=1$.

LEMMA 7.4.2. For $x, y \in I$, if $x<y$, then $i(x) \preceq i(y)$. Conversely, if $i(x) \prec$ $i(y)$, then $x<y$.
Proof. Suppose $i(x) \neq i(y), i_{k}(x)=i_{k}(y)$ for $k=0, \ldots, n-1$, and $i_{n}(x) \neq$ $i_{n}(y)$. Then there is no turning point in the intervals $[x, y], f([x, y]), \ldots$, $f^{n-1}([x, y])$, so $f^{n}$ is monotone on $[x, y]$, and is increasing if and only if $\tau_{n}(i(x))=1$. Thus $x<y$ if and only if $\tau_{n}(x) f^{n}(x)<\tau_{n}(y) f^{n}(y)$, and the latter holds if and only if $\tau_{n}(x) i_{n}(x)<\tau_{n}(y) i_{n}(y)$ since $i_{n}(x) \neq i_{n}(y)$.

LEMMA 7.4.3. Let $I(x)=\{y: i(y)=i(x)\}$. Then:

1. $I(x)$ is an interval (which may consist of a single point).
2. If $I(x) \neq\{x\}$, then $f^{n}(I(x))$ does not contain any turning points for $n \geq 0$. In particular, every power of $f$ is strictly monotone on $I(x)$.
3. Either the intervals $I(x), f(I(x)), f^{2}(I(x)), \ldots$ are pairwise disjoint, or the iterates of every point in $I(x)$ converge to a periodic orbit of $f$.
Proof. Lemma 7.4.2 implies immediately that $I(x)$ is an interval. To prove part 2, suppose there is $y \in I(x)$ such that $f^{n}(y)$ is a turning point. If $I(x)$ is not a single point, then there is some point $z \in I(x)$ such that $f^{n}(y) \neq f^{n}(z)$, since $f^{n}$ is not constant on any interval. Thus $i_{n}(z) \neq i_{n}(y)=f(y)$, which contradicts the fact that $y, z \in I(x)$. Thus $I(x)$ must be a single point.

To prove part 3, suppose the intervals $I(x), f(I(x)), f^{2}(I(x)), \ldots$ are not pairwise disjoint. Then there are integers $n \geq 0, p>0$, such that $f^{n}(I(x)) \cap$ $f^{n+p}(I(x)) \neq \emptyset$. Then $f^{n+k p}(I(x)) \cap f^{n+(k+1) p}(I(x)) \neq \emptyset$ for all $k \geq 1$. It follows that $L=\bigcup_{k \geq 1} f^{k p}(I(x))$ is a non-empty interval that contains no turning points and is invariant by $f^{p}$. Since $f^{p}$ is strictly monotone on $L$, for any $y \in L$, the sequence $\left\{f^{2 k p}(y)\right\}$ is monotone and converges to a fixed point of $f^{2 p}$.

An interval $J \subset I$ is wandering if the intervals $J, f(J), f^{2}(J), \ldots$ are pairwise disjoint, and $f^{n}(J)$ does not converge to a periodic orbit of $f$. Recall that if $x$ is an attracting periodic point, then the basin of attraction $\mathrm{BA}(x)$ of $x$ is the set of all points whose $\omega$-limit set is $\mathcal{O}(x)$.

COROLLARY 7.4.4. Suppose $f$ does not have wandering intervals, attracting periodic points, or intervals of periodic points. Then $i: I \rightarrow \Sigma$ is an injection, and therefore a bijective order-preserving map onto its image.
Proof. To prove that $i$ is injective we need only show that $I(x)=\{x\}$ for every $x \in I$. If not, then by the proof of Lemma 7.4.3, either $I(x)$ is wandering or there is an interval $L$ with non-empty interior and $p>0$ such that $f^{p}$ is monotone on $L, f^{p}(L) \in L$, and the iterates of any point in $L$ converge to a periodic orbit of $f$ of period $2 p$. The former case is excluded by hypothesis. In the latter case, by Exercise 7.4.2, either $L$ contains an interval of periodic points, or some open interval in $L$ converges to a single periodic point, contrary to the hypothesis. So $I(x)=\{x\}$.

Our next goal is to characterize the subset $i(I) \subset \Sigma$. As we indicated above, the map $i: I \rightarrow \Sigma$ is not continuous. Nevertheless, for any $x \in I$ and $k \in \mathbb{N}_{0}$, there is $\delta>0$ such that $i_{k}(y)$ is constant on $(x, x+\delta)$ and on $(x-\delta, x)$ (but not necessarily the same on both intervals). Thus the limits $i\left(x^{+}\right)=$ $\lim _{y \rightarrow x^{+}} i(y)$ and $i\left(x^{-}\right)=\lim _{y \rightarrow x^{-}} i(y)$ exist. Moreover, $i\left(x^{+}\right)$and $i\left(x^{-}\right)$are both contained in $\left\{I_{1}, \ldots, I_{l}\right\}^{\mathbb{N}_{0}} \subset \Sigma$. For $j=1, \ldots, l$, we define the $j$ th kneading invariant of $f$ to be $\nu_{j}=i\left(c_{j}^{+}\right)$. For convenience we also define sequences $\nu_{0}=i\left(c_{0}\right)=i\left(c_{0}^{+}\right)$and $\nu_{l+1}=i\left(c_{l+1}\right)=i\left(c_{l+1}^{-}\right)$. Note that $\nu_{0}$ and $\nu_{l+1}$ are eventually periodic of period 1 or 2 , since by hypothesis the set $\left\{c_{0}, c_{l+1}\right\}$ is invariant. In fact, there are only four possibilities for the pair $\nu_{0}, \nu_{l+1}$, corresponding to the four possibilities for $\left.f\right|_{\partial I}$.

LEMMA 7.4.5. For any $x \in I, i(x)$ satisfies the following:

1. $\sigma^{n} i(x)=i\left(c_{k}\right)$ if $f^{n}(x)=c_{k}$.
2. $\sigma v_{k} \preceq \sigma^{n+1} i(x) \preceq \sigma v_{k+1}$ if $f^{n}(x) \in I_{k+1}$ and $f$ is increasing on $I_{k+1}$.
3. $\sigma v_{k} \succeq \sigma^{n+1} i(x) \succeq \sigma v_{k+1}$ if $f^{n}(x) \in I_{k+1}$ and $f$ is decreasing on $I_{k+1}$.

Moreover, if $f$ has no wandering intervals, attracting periodic points, or intervals of periodic points, then the inequalities in conditions 2 and 3 are strict.
Proof. The first assertion is obvious. To prove the second, suppose that $f^{n}(x) \in I_{k+1}$, and $f$ is increasing on $I_{k+1}$. Then for $y \in\left(c_{k}, f^{n}(x)\right)$, we have $f\left(c_{k}\right)<f(y)<f^{n+1}(x)$, so

$$
i\left(f\left(c_{k}\right)\right) \preceq i(f(y)) \preceq i\left(f^{n+1}(x)\right)=\sigma^{n+1} i(x) .
$$

Since $v_{k}=\lim _{y \rightarrow c_{k}^{+}} i(y)$, we conclude that $\sigma \nu_{k} \preceq \sigma^{n+1} i(x)$. The other inequalities are proved in a similar way.

If $f$ has no wandering intervals, attracting periodic points, or intervals of periodic points, then Corollary 7.4.4 implies that $i$ is injective, so $\leq$ can be replaced by $\prec$ everywhere in the preceding paragraph.

The following immediate corollary of Lemma 7.4.5 gives an admissibility criterion for kneading invariants.

COROLLARY 7.4.6. If $\sigma^{n}\left(v_{j}\right)=\left(I_{k+1}, \ldots\right)$, then

1. $\sigma v_{k} \preceq \sigma^{n+1} v_{j} \preceq \sigma v_{k+1}$ if $f$ is increasing on $I_{k+1}$,
2. $\sigma v_{k} \succeq \sigma^{n+1} v_{j} \succeq \sigma v_{k+1}$ if $f$ is decreasing on $I_{k+1}$.

Let $f: I \rightarrow I$ be an $l$-modal map with kneading invariants $\nu_{1}, \ldots, \nu_{l}$, and let $v_{0}, v_{l+1}$ be the itineraries of the endpoints of $I$. Define $\Sigma_{f}$ to be the set of all sequences $t=\left(t_{n}\right) \in \Sigma$ satisfying the following:

1. $\sigma^{n} t=i\left(c_{k}\right)$ if $t_{n}=c_{k}, k \in\{0, \ldots, l\}$.
2. $\sigma v_{k} \prec \sigma^{n+1} t \prec \sigma v_{k+1}$ if $t_{n}=I_{k+1}$ and $\epsilon\left(I_{k+1}\right)=+1$.
3. $\sigma v_{k} \succ \sigma^{n+1} t \succ \sigma v_{k+1}$ if $t_{n}=I_{k+1}$ and $\epsilon\left(I_{k+1}\right)=-1$.

Similarly, we define $\hat{\Sigma}_{f}$ to be the set of sequences in $\Sigma$ satisfying conditions $1-3$ with $\prec$ replaced by $\leq$.

THEOREM 7.4.7. Let $f: I \rightarrow I$ be an l-modal map with kneading invariants $\nu_{1}, \ldots, \nu_{l}$, and let $\nu_{0}, \nu_{l+1}$ be the itineraries of the endpoints. Then $i(I) \subset$ $\hat{\Sigma}_{f}$. Moreover, if $f$ has no wandering intervals, attracting periodic points, or intervals of periodic points, then $i(I)=\Sigma_{f}$, and $i: I \rightarrow \Sigma_{f}$ is an orderpreserving bijection.
Proof. Lemma 7.4.5 implies that $i(I) \subset \hat{\Sigma}_{f}$, and $i(I) \subset \Sigma_{f}$ if there are no wandering intervals, attracting periodic points, or intervals of periodic points.

Suppose $f$ has no wandering intervals, attracting periodic points or intervals of periodic points. Let $t=\left(t_{n}\right) \in \Sigma_{f}$, and suppose $t \notin i(f)$. Then

$$
L_{t}=\{x \in I: i(x) \prec t\}, \quad R_{t}=\{x \in I: i(x) \succ t\}
$$

are disjoint intervals, and $I=L_{t} \cup R_{t}$.

We claim that $L_{t}$ and $R_{t}$ are non-empty. The proof of this claim breaks into four cases according to the four possibilities for $\left.f\right|_{\partial I}$. We prove it in the case $f\left(c_{0}\right)=f\left(c_{l+1}\right)=c_{0}$. Then $\nu_{0}=i\left(c_{0}^{+}\right)=\left(I_{1}, I_{1}, \ldots\right), \nu_{l+1}=i\left(c_{l+1}^{-}\right)=\left(I_{l+1}\right.$, $\left.I_{1}, I_{1}, \ldots\right), \epsilon\left(I_{1}\right)=1$, and $\epsilon\left(I_{l+1}\right)=-1$. Note that $t \neq i\left(c_{0}\right)=v_{0}$ and $t \neq$ $i\left(c_{l+1}\right)=v_{l+1}$, since $t \notin i(f)$. Thus $v_{0} \prec t$, so $c_{0} \in L_{t}$. If $t_{0}<I_{l+1}$, then $t \prec$ $v_{l+1}$, so $c_{l+1} \in R_{t}$, and we are done. So suppose $t_{0}=I_{l+1}$. If $t_{1}>I_{1}$, then $t \prec v_{l+1}$, and again we are done. If $t_{1}=I_{1}$, then condition 2 implies that $\sigma v_{0} \prec \sigma^{2} t$, which implies in turn that $t \prec v_{l+1}$. Thus $v_{l+1} \in R_{t}$.

Let $a=\sup L_{t}$. We will show that $a \notin L_{t}$. Suppose for a contradiction that $a \in L_{t}$. Since $x \notin L_{t}$ for all $x>a$, we conclude that $i(a) \prec t \preceq i\left(a^{+}\right)$. This implies that the orbit of $a$ contains a turning point. Let $n \geq 0$ be the smallest integer such that $i_{n}(a)=c_{k}$ for some $k \in\{1, \ldots, l\}$. Then $i_{j}(a)=t_{j}=i_{j}\left(a^{+}\right)$ for $j=1, \ldots, n-1$, and $i_{n}\left(a^{+}\right)=I_{k}$ or $i_{n}\left(a^{+}\right)=I_{k+1}$. Suppose the latter holds. Then $f^{n}$ is increasing on a neighborhood of $a$. Since $i(a) \prec t \preceq i\left(a^{+}\right)$ and $i_{j}(a)=t_{j}=i_{j}\left(a^{+}\right)$for $j=0, \ldots, n-1$, it follows that

$$
i\left(c_{k}\right)=\sigma^{n}(i(a)) \prec \sigma^{n}(t) \prec \sigma^{n}\left(i\left(a^{+}\right)\right)=v_{k},
$$

and $c_{k} \leq t_{n} \leq I_{k+1}$.
If $t_{n}=c_{k}$, then by condition $1, \sigma^{n}(t)=i\left(c_{k}\right)$, so $t=i(a)$, contradicting the fact that $t \notin i(f)$. Thus we may assume that $t_{n}=I_{k+1}$. If $f$ is increasing on $I_{k+1}$, then condition 2 implies that $\sigma^{n+1}(t) \succ \sigma v_{k}$. But $\sigma^{n}(t) \preceq \sigma^{n}\left(i\left(a^{+}\right)\right)$, $\tau_{n}(t)=+1$ and $t_{n}=i_{n}\left(a^{+}\right)$imply that

$$
\sigma^{n+1}(t) \preceq \sigma^{n+1}\left(i\left(a^{+}\right)\right)=\sigma\left(v_{k}\right)
$$

Similarly, if $f$ is decreasing on $I_{k+1}$, then condition 3 implies that $\sigma^{n+1} \prec \sigma \nu_{k}$, which contradicts $\sigma^{n}(t) \preceq \sigma^{n}\left(i\left(a^{+}\right)\right), \tau_{n+1}(t)=-1$, and $t_{n}=i_{n}\left(a^{+}\right)$.

We have shown that the case $i_{n}\left(a^{+}\right)=I_{k+1}$ leads to a contradiction. Similarly, the case $i_{n}\left(a^{+}\right)=I_{k}$ leads to a contradiction. Thus $a \notin L_{t}$. By similar arguments, inf $R_{t} \notin R_{t}$, which contradicts the fact that $I$ is the disjoint union of $L_{t}$ and $R_{t}$. Thus $t \in i(I)$, so $i(I)=\Sigma_{f}$.

Lemma 7.4.2 now implies that $i: I \rightarrow \Sigma_{f}$ is an order-preserving bijection.

COROLLARY 7.4.8. Let $f$ and $g$ be l-modal maps of I with no wandering intervals, no attracting periodic points, and no intervals of periodic points. If $f$ and $g$ have the same kneading invariants and endpoint itineraries, then $f$ and $g$ are topologically conjugate.
Proof. Let $i_{f}$ and $i_{g}$ be the itinerary maps of $f$ and $g$, respectively. Then $i_{f}^{-1} \circ i_{g}: I \rightarrow \Sigma\left(\nu_{0}, \nu_{1}, \ldots, \nu_{l+1}\right) \rightarrow I$ is an order-preserving bijection, and therefore a homeomorphism, which conjugates $f$ and $g$.

REMARK 7.4.9. One can show that the following extension of Corollary 7.4.8 is also true: Let $f$ and $g$ be l-modal maps of I, and suppose $f$ has no wandering intervals, no attracting periodic points, and no intervals of periodic points. If $f$ and $g$ have the same kneading invariants and endpoint itineraries, then $f$ and $g$ are topologically semiconjugate.

Example. Consider the unimodal quadratic map $f:[-1,1] \rightarrow[-1,1]$, $f(x)=-2 x^{2}+1$. This map is conjugate to the quadratic map $q_{4}:[0,1] \rightarrow$ $[0,1], q_{4}(x)=4 x(1-x)$, via the homeomorphism $h:[-1,1] \rightarrow[0,1], h(x)=$ $\frac{1}{2}(x+1)$. The orbit of the turning point $c=0$ of $f$ is $0,1,-1,-1, \ldots$, so the kneading invariant is $v=\left(I_{2}, I_{2}, I_{1}, I_{1}, \ldots\right)$.

Now let $I=[-1,1]$, and consider the tent map $T: I \rightarrow I$ defined by

$$
T(x)=\left\{\begin{array}{rr}
2 x+1, & x \leq 0, \\
-2 x+1, & x>0 .
\end{array}\right.
$$

The homeomorphism $\phi: I \rightarrow I, \phi(x)=(2 / \pi) \sin ^{-1}(x)$ conjugates $f$ to $T$.
For any $n>0$, the map $f^{n+1}$ maps each of the intervals $\left[k / 2^{n},(k+1) / 2^{n}\right]$, $k=-2^{n}, \ldots, 2^{n}$, homeomorphically onto $I$. Thus the forward iterates of any open set cover $I$, or equivalently, the backward orbit of any point in $I$ is dense in $I$. It follows from the next lemma that $T$ has no wandering intervals, attracting periodic points, or intervals of periodic points, so any unimodal map with the same kneading invariants as $T$ is semiconjugate to $T$. In particular, any unimodal map $g:[a, b] \rightarrow[a, b]$ with $g(a)=g(b)=a$ and $g(c)=b$ is semiconjugate to $T$.

LEMMA 7.4.10. Let $I=[a, b]$ be an interval, and $f: I \rightarrow I$ a continuous map with $f(\partial I) \subset \partial I$. Suppose that every backward orbit is dense in $I$, and that $f$ has a fixed point $x_{0}$ not in $\partial I$. Then $f$ has no wandering intervals, no intervals of periodic points, and no attracting periodic points.
Proof. Let $U \in I$ be an open interval. Fix $x \in U$. By density of $\cup f^{-n}(x)$, there is $n>0$ such that $f^{-n}(x) \cap U \neq \emptyset$. Then $f^{n}(U) \cap U \neq \emptyset$, so $U$ is not a wandering interval.

Suppose $z \in I$ is an attracting periodic point. Then the basin of attraction $\mathrm{BA}(z)$ is a forward-invariant set with non-empty interior. Since backward orbits are dense, $\mathrm{BA}(z)$ is a dense open subset of $I$ and therefore intersects the backward orbit of $x_{0}$. Thus $z=x_{0}$. On the other hand, the backward orbits of $a$ and $b$ are dense, and therefore intersect $\mathrm{BA}(z)$, which is a contradiction. Thus there can be no attracting periodic point.

Any point in $\operatorname{Per}(f)$ has finitely many preimages in $\operatorname{Per}(f)$, so if $\operatorname{Per}(f)$ had non-empty interior, the backward orbit of a point in $\operatorname{Per}(f)$ would not be dense in $\operatorname{Per}(f)$. Thus $f$ has no intervals of periodic points.

The final result of this section is a realization theorem, which asserts that any "admissible" set of sequences in $\Sigma$ is the set of kneading invariants of an $l$-modal map.

Note that for an $l$-modal map $f$, the endpoint itineraries are determined completely by the orientation of $f$ on the first and last laps of $f$. Thus, given $l$ and a function $\epsilon$ as in the definition of signed lexicographic orderings, we can define natural endpoint itineraries $v_{0}$ and $v_{l+1}$ as sequences in the symbol space $\left\{I_{1}, I_{l+1}\right\}$.

THEOREM 7.4.11. Let $\nu_{1}, \ldots, \nu_{l} \in\left\{I_{1}, \ldots, I_{l+1}\right\}^{\mathbb{N}_{0}}$, and $\epsilon\left(I_{j}\right)=\epsilon_{0}(-1)^{j}$, where $\epsilon_{0}= \pm 1$. Let $\prec$ be the signed lexicographic ordering on $\Sigma=\left\{I_{1}, \ldots\right.$, $\left.I_{l+1}, c_{1}, \ldots, c_{l}\right\}^{\mathbb{N}_{0}}$ associated to $\epsilon$. Let $\nu_{0}, \nu_{l+1}$ be the endpoint itineraries determined uniquely by $\epsilon$ and $l$. If $\left\{v_{0}, \ldots, v_{l+1}\right\}$ satisfies the admissibility criterion of Corollary 7.4.6, then there is a continuous l-modal map $f:[0,1] \rightarrow[0,1]$ with kneading invariants $\nu_{1}, \ldots, v_{l+1}$.
Proof. Define an equivalence relation $\sim$ on $\Sigma$ by the rule $t \sim s$ if and only if $t=s$, or $\sigma(t)=\sigma(s)$ and $t_{0}=I_{k}, s_{0}=I_{k \pm 1}$. To paraphrase: $t$ and $s$ are equivalent if and only if they differ at most in the first position, and then only if the first positions are adjacent intervals. (Thus, for example, $i\left(c_{k}^{-}\right) \sim i\left(c_{k}^{+}\right)$ for a turning point of an $l$-modal map.)

We will define a sequence of $l$-modal maps $f_{N}, N \in \mathbb{N}_{0}$, whose kneading invariants agree up to order $N$ with $\nu_{1}, \ldots, \nu_{l}$. The desired map $f$ will be the limit in the $C^{0}$ topology of these maps.

Let $p_{j}^{0}=c_{j}, j=0, \ldots, l+1$. Choose points $p_{j}^{1} \in[0,1], j=0, \ldots, l+1$, such that

1. if $\sigma^{m}\left(\nu_{i}\right) \sim \sigma^{n}\left(v_{j}\right)$ then $p_{i}^{m}=p_{j}^{n}$;
2. $p_{i}^{m}<p_{j}^{n}$ if and only if $\sigma^{m}\left(v_{i}\right) \prec \sigma^{n}\left(v_{j}\right)$ and $\sigma^{m}\left(\nu_{i}\right) \nsucc \sigma^{n}\left(v_{j}\right)$; and
3. the new points are equidistributed in each of the intervals $\left[p_{j}^{0}, p_{j+1}^{0}\right]$, $j=0, \ldots, l+1$.
Define $f_{1}:[0,1] \rightarrow[0,1]$ to be the piecewise-linear map specified by $f\left(p_{j}^{0}\right)=$ $p_{j}^{1}$. Note that $p_{j}^{1}<p_{j+1}^{1}$ if and only if $\sigma v_{j}<\sigma v_{j+1}$, which happens if and only if $\epsilon\left(I_{j+1}\right)=+1$. Thus $f_{1}$ is $l$-modal.

For $N>0$ we define inductively points $p_{j}^{N} \in[0,1], j=0, \ldots, l+1$, satisfying conditions 1 and 2 for all $n, m \leq N$ and $j=0, \ldots, l+1$, and so that in any subinterval defined by the points $\left\{p_{j}^{n}: 0<n<N, 0 \leq j \leq l+1\right\}$, the
new points $\left\{p_{j}^{N}\right\}$ in that interval are equidistributed. Then we define the map $f_{N}: I \rightarrow I$ to be the piecewise-linear map connecting the points $\left(p_{j}^{n}, p_{j}^{n+1}\right)$, $j=0, \ldots, l+1, n=0, \ldots, N-1$. It follows (Exercise 7.4.5) that:

1. $f_{N}$ is $l$-modal for each $N>0$;
2. $\left\{f_{N}\right\}$ converges in the $C^{0}$ topology to an $l$-modal map $f$ with turning points $c_{1}, \ldots, c_{l}$; and
3. the kneading invariants of $f$ are $\nu_{1}, \ldots, v_{l}$.

Exercise 7.4.1. Finish the proof of Lemma 7.4.1.
Exercise 7.4.2. Let $L$ be an interval and $f: L \rightarrow L$ a strictly monotone map. Show that either $L$ contains an interval of periodic points, or some open interval in $L$ converges to a single periodic point.

Exercise 7.4.3. Work out the ordering on the set of itineraries of the quadratic map $q_{\mu}$ for $2<\mu<3$.

Exercise 7.4.4. Show that the tent map has exactly $2^{n}$ periodic points of period $n$, and the set of periodic points is dense in $[-1,1]$.

Exercise 7.4.5. Verify the last three assertions in the proof of Theorem 7.4.11.

### 7.5 The Schwarzian Derivative

Let $f$ be a $C^{3}$ function defined on an interval $I \subset \mathbb{R}$. If $f^{\prime}(x) \neq 0$, we define the Schwarzian derivative of $f$ at $x$ to be

$$
S f(x)=\frac{f^{\prime \prime \prime}(x)}{f^{\prime}(x)}-\frac{3}{2}\left(\frac{f^{\prime \prime}(x)}{f^{\prime}(x)}\right)^{2}
$$

If $x$ is an isolated critical point of $f$, we define $S f(x)=\lim _{y \rightarrow x} S f(y)$ if the limit exists.

For the quadratic map $q_{\mu}(x)=\mu x(1-x)$, we have that $S q_{\mu}(x)=-6 /(1-2 x)^{2}$ for $x \neq 1 / 2$, and $S f(1 / 2)=-\infty$. We also have $S \exp (x)=-1 / 2$ and $S \log (x)=1 / 2 x^{2}$.

LEMMA 7.5.1. The Schwarzian derivative has the following properties:

1. $S(f \circ g)=(S f \circ g)\left(g^{\prime}\right)^{2}+S g$.
2. $S\left(f^{n}\right)=\sum_{i=0}^{n-1} S f\left(f^{i}(x)\right) \cdot\left(\left(f^{i}\right)^{\prime}(x)\right)^{2}$.
3. If $S f<0$, then $S\left(f^{n}\right)<0$ for all $n>0$.

The proof is left as an exercise (Exercise 7.5.3).

A function with negative Schwarzian derivative satisfies the following minimum principle.

LEMMA 7.5.2 (Minimum Principle). Let $I$ be an interval and $f: I \rightarrow I$ a $C^{3}$ map with $f^{\prime}(x) \neq 0$ for all $x \in I$. If $S f<0$, then $\left|f^{\prime}(x)\right|$ does not attain a local minimum in the interior of $I$.
Proof. Let $z$ be a critical point of $f^{\prime}$. Then $f^{\prime \prime}(z)=0$, which implies that $f^{\prime \prime \prime}(z) / f^{\prime}(z)<0$, since $S f<0$. Thus $f^{\prime \prime \prime}(z)$ and $f^{\prime}(z)$ have opposite signs. If $f^{\prime}(z)<0$, then $f^{\prime \prime \prime}(z)>0$ and $z$ is a local minimum of $f^{\prime}$, so $z$ is a local maximum of $\left|f^{\prime}\right|$. Similarly, if $f^{\prime}(z)>0$, then $z$ is also a local maximum of $\left|f^{\prime}\right|$. Since $f^{\prime}$ is never zero on $I$, this implies that $\left|f^{\prime}\right|$ does not have a local minimum on $I$.

THEOREM 7.5.3 (Singer). Let I be a closed interval (possibly unbounded), and $f: I \rightarrow I$ a $C^{3}$ map with negative Schwarzian derivative. If $f$ has $n$ critical points, then $f$ has at most $n+2$ attracting periodic orbits.
Proof. Let $z$ be an attracting periodic point of period $m$. Let $W(z)$ be the maximal interval about $z$ such that $f^{m n}(y) \rightarrow z$ as $n \rightarrow \infty$ for all $y \in U$. Then $W(z)$ is open (in $I)$, and $f^{m}(W(z)) \subset W(z)$.

Suppose that $W(z)$ is bounded and does not contain a point in $\partial I$, so $W(z)=(a, b)$ for some $a<b \in \mathbb{R}$. We claim that $f^{m}$ has a critical point in $W(z)$. By maximality of $W(z), f^{m}$ must preserve the set of endpoints of $W(z)$. If $f^{m}(a)=f^{m}(b)$, then $f^{m}$ must have a maximum or minimum in $W(z)$, and therefore a critical point in $W(z)$. If $f^{m}(a) \neq f^{m}(b)$, then $f^{m}$ must permute $a$ and $b$. Suppose $f^{m}(a)=a$ and $f^{m}(b)=b$. Then $\left(f^{m}\right)^{\prime} \geq 1$ on $\partial U$, since otherwise $a$ or $b$ would be an attracting fixed point for $f^{m}$ whose basin of attraction overlaps $U$. By the minimum principle, if $f^{m}$ has no critical points in $U$, then $\left(f^{m}\right)^{\prime}>1$ on $U$, which contradicts $f^{m}(W(z))=W(z)$, so $f^{m}$ has a critical point in $W(z)$. If $f^{m}(a)=b$ and $f^{m}(b)=a$, then applying the preceding argument to $f^{2 m}$, we conclude that $f^{2 m}$ has a critical point in $W(z)$. Since $f^{m}(W(z))=W(z)$, it follows that $f^{m}$ also has a critical point in $W(z)$.

By the chain rule, if $p \in W(z)$ is a critical point of $f^{m}$, then one of the points $p, f(p), \ldots, f^{m-1}(p)$ is a critical point of $f$. Thus we have shown that either $W(z)$ is unbounded, or it meets $\partial I$, or there is a critical point of $f$ whose orbit meets $W(z)$. Since there are only $n$ critical points, and there are only two boundary points (or unbounded ends) of $I$, the theorem is proved.

COROLLARY 7.5.4. For any $\mu>4$, the quadratic map $q_{\mu}: \mathbb{R} \rightarrow \mathbb{R}$ has at most one (finite) attracting periodic orbit.

Proof. The proof of Theorem 7.5 .3 shows that if $z$ is an attracting periodic point, then $W(z)$ either is unbounded or contains the critical point of $q_{\mu}$. Since $\infty$ is an attracting periodic point, the basin of attraction of $z$ must be bounded, and therefore must contain the critical point.

We now discuss a relation between the Schwarzian derivative and length distortion that is used in producing absolutely continuous invariant measures for maps of the interval with negative Schwarzian derivative. ${ }^{2}$

Let $f$ be a piecewise-monotone real-valued function defined on a bounded interval $I$. Suppose $J \subset I$ is a subinterval such that $I \backslash J$ consists of disjoint non-empty intervals $L$ and $R$. Denote by $|F|$ the length of an interval $F$. Define the cross-ratios

$$
C(I, J)=\frac{|I| \cdot|J|}{|J \cup L| \cdot|J \cup R|}, \quad D(I, J)=\frac{|I| \cdot|J|}{|L| \cdot|R|} .
$$

If $f$ is monotone on $I$, set

$$
A(I, J)=\frac{C(f(I), f(J))}{C(I, J)}, \quad B(I, J)=\frac{D(f(I), f(J))}{D(I, J)} .
$$

The group $\mathcal{M}$ of real Möbius transformations consists of maps of the extended real line $\mathbb{R} \cup\{\infty\}$ of the form $\phi(x)=(a x+b) /(c x+d)$, where $a, b, c, d \in \mathbb{R}$ and $a d-b c \neq 0$. Möbius transformations have Schwarzian derivative equal to 0 and preserve the cross-ratios $C$ and $D$ (Exercise 7.5.4). The group of Möbius transformations is simply transitive on triples of points in the extended real line, i.e., given any three distinct points $a, b, c \in \mathbb{R} \cup\{\infty\}$, there is a unique Möbius transformation $\phi \in \mathcal{M}$ such that $\phi(0)=a, \phi(1)=b$ and $\phi(\infty)=c$ (Exercise 7.5.5). Möbius transformations are also called linear fractional transformations.

PROPOSITION 7.5.5. Let $f$ be a $C^{3}$ real-valued function defined on a compact interval I such that $f$ has negative Schwarzian derivative and $f^{\prime}(x) \neq$ $0, x \in I$. Let $J \subset I$ be a closed subinterval that does not contain the endpoints of $I$. Then $A(I, J)>1$ and $B(I, J)>1$.
Proof. Since every Möbius transformation has Schwarzian derivative 0 and preserves $C$ and $D$, we may assume, by composing $f$ on the left and on the right with appropriate Möbius transformations and using Lemma 7.5.1, that $I=[0,1], J=[a, b]$ with $0<a<b<1, f(0)=0, f(a)=a$, and $f(1)=1$. By Lemma 7.5.2, $\left|f^{\prime}\right|$ does not have a local minimum in $[0,1]$, and hence $f$ cannot have fixed points except $0, a$, and 1 . Therefore $f(x)<x$ if $0<x<a$

[^14]and $f(x)>x$ if $a<x<1$; in particular, $f(b)>b$. We have
\[

$$
\begin{aligned}
B(I, J) & =\frac{|f(1)-f(0)| \cdot|f(b)-f(a)|}{|f(a)-f(0)| \cdot|f(1)-f(b)|} \cdot\left(\frac{|1-0| \cdot|b-a|}{|a-0| \cdot|1-b|}\right)^{-1} \\
& =\frac{1 \cdot(f(b)-a) \cdot a \cdot(1-b)}{a \cdot(1-f(b)) \cdot 1 \cdot(b-a)}>1 .
\end{aligned}
$$
\]

This proves the second inequality. The first one is left as an exercise (Exercise 7.5.6).

The following proposition, which we do not prove, describes bounded distortion properties of maps with negative Schwarzian derivative on intervals without critical points.
PROPOSITION 7.5.6 [vS88], [dMvS93]. Let $f:[a, b] \rightarrow \mathbb{R}$ be a $C^{3}$ map. Assume that $S f<0$ and $f^{\prime}(x) \neq 0$, for all $x \in[a, b]$. Then

1. $\left|f^{\prime}(a)\right| \cdot\left|f^{\prime}(b)\right| \geq(|f(b)-f(a)| /(b-a))^{2}$;
2. $\frac{\left|f^{\prime}(x)\right| \cdot|f(b)-f(a)|}{b-a} \geq \frac{|f(x)-f(a)|}{x-a} \cdot \frac{|f(b)-f(x)|}{b-x}$ for every $x \in$ $(a, b)$.

Exercise 7.5.1. Prove that if $f: I \rightarrow \mathbb{R}$ is a $C^{3}$ diffeomorphism onto its image and $g(x)=\frac{d}{d x} \log \left|f^{\prime}(x)\right|$, then

$$
S f(x)=g^{\prime}(x)-\frac{1}{2}(g(x))^{2}=-2 \sqrt{\left|f^{\prime}(x)\right|} \cdot \frac{d^{2}}{d x^{2}} \frac{1}{\sqrt{\left|f^{\prime}(x)\right|}}
$$

Exercise 7.5.2. Show that any polynomial with distinct real roots has negative Schwarzian derivative.

Exercise 7.5.3. Prove Lemma 7.5.1.
Exercise 7.5.4. Prove that each Möbius transformation has Schwarzian derivative 0 and preserves the cross-ratios $C$ and $D$.

Exercise 7.5.5. Prove that the action of the group of Möbius transformations on the extended real line is simply transitive on triples of points.

Exercise 7.5.6. Prove the remaining inequality of Proposition 7.5.5.

### 7.6 Real Quadratic Maps

In $\S 1.5$, we introduced the one-parameter family of real quadratic maps $q_{\mu}(x)=\mu x(1-x), \mu \in \mathbb{R}$. We showed that for $\mu>1$, the orbit of any point


Figure 7.5. Quadratic map.
outside $I=[0,1]$ converges monotonically to $-\infty$. Thus the interesting dynamics is concentrated on the set

$$
\Lambda_{\mu}=\left\{x \in I \mid q_{\mu}^{n}(x) \in I \quad \forall n \geq 0\right\}
$$

THEOREM 7.6.1. Let $\mu>4$. Then $\Lambda_{\mu}$ is a Cantor set, i.e., a perfect, nowhere dense subset of $[0,1]$. The restriction $\left.q_{\mu}\right|_{\Lambda_{\mu}}$ is topologically conjugate to the one-sided shift $\sigma: \Sigma_{2}^{+} \rightarrow \Sigma_{2}^{+}$.
Proof. Let $a=1 / 2-\sqrt{1 / 4-1 / \mu}$ and $b=1 / 2+\sqrt{1 / 4-1 / \mu}$ be the two solutions of $q_{\mu}(x)=1$, and let $I_{0}=[0, a], I_{1}=[b, 1]$. Then $q_{\mu}\left(I_{0}\right)=q_{\mu}\left(I_{1}\right)=$ $I$, and $q_{\mu}((a, b)) \cap I=\emptyset$ (see Figure 7.5). Observe that the images $q_{\mu}^{n}(1 / 2)$ of the critical point $1 / 2$ lie outside $I$ and tend to $-\infty$. Therefore the two inverse branches $f_{0}: I \rightarrow I_{0}$ and $f_{1}: I \rightarrow I_{1}$ and their compositions are well defined. For $k \in \mathbb{N}$, denote by $W_{k}$ the set of all words of length $k$ in the alphabet $\{0,1\}$. For $w=\omega_{1} \omega_{2} \ldots \omega_{k} \in W_{k}$ and $j \in\{0,1\}$, set $I_{w j}=f_{j}\left(I_{w}\right)$ and $g_{w}=f_{\omega_{k}} \circ \cdots \circ f_{\omega_{2}} \circ f_{\omega_{1}}$, so that $I_{w}=g_{w}(I)$.

LEMMA 7.6.2. $\lim _{k \rightarrow \infty} \max _{w \in W_{k}} \max _{x \in I}\left|g_{w}^{\prime}(x)\right|=0$.
Proof. If $\mu>2+\sqrt{5}$, then $1>\left|f_{j}^{\prime}(1)\right|=\mu \sqrt{1-4 / \mu} \geq\left|f_{j}^{\prime}(x)\right|$ for every $x \in I, j=0,1$, and the lemma follows.

For $4<\mu<2+\sqrt{5}$, the lemma follows from Theorem 8.5.10 (see also Theorem 8.5.11).

Lemma 7.6.2 implies that the length of the interval $I_{w}$ tends to 0 as the length of $w$ tends to infinity. Therefore, for each $\omega=\omega_{1} \omega_{2} \ldots \in \Sigma_{2}^{+}$
the intersection $\bigcap_{n \in \mathbb{N}} I_{\omega_{1} \ldots \omega_{n}}$ consists of exactly one point $h(\omega)$. The map $h: \Sigma_{2}^{+} \rightarrow \Lambda_{\mu}$ is a homeomorphism conjugating the shift $\sigma$ and $\left.q_{\mu}\right|_{\Lambda_{\mu}}$ (Exercise 7.6.2).

Exercise 7.6.1. Prove that if $\mu>4$ and $1 / 2-\sqrt{1 / 4-1 / \mu}<x<1 / 2+$ $\sqrt{1 / 4-1 / \mu}$, then $q_{\mu}^{n}(x) \rightarrow-\infty$ as $n \rightarrow \infty$.

Exercise 7.6.2. Prove that the map $h: \Sigma_{2}^{+} \rightarrow \Lambda_{\mu}$ in the proof of Theorem 7.6.1 is a homeomorphism and that $q_{\mu} \circ h=h \circ \sigma$.

### 7.7 Bifurcations of Periodic Points ${ }^{3}$

The family of real quadratic maps $q_{\mu}(x)=\mu x(1-x)(\S 1.5, \S 7.6)$ is an example of a (one-dimensional) parametrized family of dynamical systems. Although the specific quantitative behavior of a dynamical system depends on the parameter, it is often the case that the qualitative behavior remains unchanged for certain ranges of the parameter. A parameter value where the qualitative behavior changes is called a bifurcation value of the parameter. For example, in the family of quadratic maps, the parameter value $\mu=3$ is a bifurcation value because the stability of the fixed point $1-1 / \mu$ changes from repelling to attracting. The parameter value $\mu=1$ is a bifurcation value because for $\mu<1,0$ is the only fixed point, and for $\mu>1, q_{\mu}$ has two fixed points.

A bifurcation is called generic if the same bifurcation occurs for all nearby families of dynamical systems, where "nearby" is defined with respect to an appropriate topology (usually the $C^{2}$ or $C^{3}$ topology). For example, the bifurcation value $\mu=3$ is generic for the family of quadratic maps. To see this, note that for $\mu$ close to the 3 ; the graph of $q_{\mu}$ crosses the diagonal transversely at the fixed point $x_{\mu}=1-1 / \mu$, and the magnitude of $q_{\mu}^{\prime}\left(x_{\mu}\right)$ is less than 1 for $\mu<3$ and greater than 1 for $\mu>3$. If $f_{\mu}$ is another family of maps $C^{1}$-close to $q_{\mu}$, then the graph of $f_{\mu}(x)$ must also cross the diagonal at a point $y_{\mu}$ near $x_{\mu}$, and the magnitude of $f_{\mu}^{\prime}\left(y_{\mu}\right)$ must cross 1 at some parameter value close to 3 . Thus $f_{\mu}$ has the same kind of bifurcation as $q_{\mu}$. Similar reasoning shows that the bifurcation value $\mu=1$ is also generic.

Generic bifurcations are the primary ones of interest. The notion of genericity depends on the dimension of the parameter space (e.g., a bifurcation may be generic for a one-parameter family, but not for a two-parameter

[^15]family). Bifurcations that are generic for one-parameter families of dynamical systems are called codimension-one bifurcations. In this section, we describe codimension-one bifurcations of fixed and periodic points for onedimensional maps.

We begin with a non-bifurcation result. If the graph of a differentiable map $f$ intersects the diagonal transversely at a point $x_{0}$, then the fixed point $x_{0}$ persists under a small $C^{1}$ perturbation of $f$.

PROPOSITION 7.7.1. Let $U \subset \mathbb{R}^{m}$ and $V \subset \mathbb{R}^{n}$ be open subsets, and let $f_{\mu}: U \rightarrow \mathbb{R}^{m}, \mu \in V$, be a family of $C^{1}$ maps such that

1. the map $(x, \mu) \mapsto f_{\mu}(x)$ is a $C^{1}$ map,
2. $f_{\mu_{0}}\left(x_{0}\right)=x_{0}$ for some $x_{0} \in U$ and $\mu_{0} \in V$,
3. 1 is not an eigenvalue of $d f_{\mu_{0}}\left(x_{0}\right)$.

Then there are open sets $U^{\prime} \subset U, V^{\prime} \subset V$ with $x_{0} \in U^{\prime}, \mu_{0} \in V^{\prime}$ and a $C^{1}$ function $\xi: V^{\prime} \rightarrow U^{\prime}$ such that for each $\mu \in V^{\prime}, \xi(\mu)$ is the only fixed point of $f_{\mu}$ in $U^{\prime}$.

Proof. The proposition is an immediate consequence of the implicit function theorem applied to the map $(x, \mu) \mapsto f_{\mu}(x)-x$ (Exercise 7.7.1).

Proposition 7.7.1 shows that if 1 is not an eigenvalue of the derivative, then the fixed point does not bifurcate into multiple fixed points and does not disappear. The next proposition shows that periodic points cannot appear in a neighborhood of a hyperbolic fixed point.

PROPOSITION 7.7.2. Under the assumption (and notation) of Proposition 7.7.1, suppose in addition that $x_{0}$ is a hyperbolic fixed point of $f_{\mu_{0}}$, i.e., no eigenvalue of $d f_{\mu_{0}}\left(x_{0}\right)$ has absolute value 1. Then for each $k \in \mathbb{N}$ there are neighborhoods $U_{k} \subset U^{\prime}$ of $x_{0}$ and $V_{k} \subset V^{\prime}$ of $\mu_{0}$ such that $\xi(\mu)$ is the only fixed point of $f_{\mu}^{k}$ in $U_{k}$.

If, in addition, $x_{0}$ is an attracting fixed point of $f_{\mu_{0}}$, i.e., all eigenvalues of $d f_{\mu_{0}}\left(x_{0}\right)$ are strictly less than 1 in absolute value, then the neighborhoods $U_{k}$ and $V_{k}$ can be chosen independent of $k$.
Proof. Since no eigenvalue of $d f_{\mu_{0}}\left(x_{0}\right)$ has absolute value 1 , it follows that 1 is not an eigenvalue of $d f_{\mu_{0}}^{k}\left(x_{0}\right)$, so the first statement follows from Proposition 7.7.1.

The second statement is left as an exercise (Exercise 7.7.2).
Propositions 7.7.1 and 7.7.2 show that, for differentiable one-dimensional maps, bifurcations of fixed or periodic points can occur only if the absolute value of the derivative is 1 . For one-dimensional maps there are only
two types of generic bifurcations: The saddle-node bifurcation (or the fold bifurcation) may occur if the derivative at a periodic point is 1 , and the period-doubling bifurcation (or flip bifurcation) may occur if the derivative at a periodic point is -1 . We describe these bifurcations in the next two propositions. See [CH82] or [HK91] for a more extensive discussion of bifurcation theory, or [GG73] for a thorough exposition on the closely related topic of singularities of differentiable maps.

PROPOSITION 7.7.3 (Saddle-Node Bifurcation). Let $I, J \subset \mathbb{R}$ be open intervals and $f: I \times J \rightarrow \mathbb{R}$ be a $C^{2}$ map such that

1. $f\left(x_{0}, \mu_{0}\right)=x_{0}$ and $\frac{\partial f}{\partial x}\left(x_{0}, \mu_{0}\right)=1$ for some $x_{0} \in I$ and $\mu_{0} \in J$,
2. $\frac{\partial^{2} f}{\partial x^{2}}\left(x_{0}, \mu_{0}\right)<0$ and $\frac{\partial f}{\partial \mu}\left(x_{0}, \mu_{0}\right)>0$.

Then there are $\epsilon, \delta>0$ and a $C^{2}$ function $\alpha:\left(x_{0}-\epsilon, x_{0}+\epsilon\right) \rightarrow\left(\mu_{0}-\delta, \mu_{0}+\right.$ б) such that:

1. $\alpha\left(x_{0}\right)=\mu_{0}, \alpha^{\prime}\left(x_{0}\right)=0, \alpha^{\prime \prime}\left(x_{0}\right)=-\frac{\partial^{2} f}{\partial x^{2}}\left(x_{0}, \mu_{0}\right) / \frac{\partial f}{\partial \mu}\left(x_{0}, \mu_{0}\right)>0$.
2. Each $x \in\left(x_{0}-\epsilon, x_{0}+\epsilon\right)$ is a fixed point of $f(\cdot, \alpha(x))$, i.e., $f(x, \alpha(x))=$ $x$, and $\alpha^{-1}(\mu)$ is exactly the fixed point set of $f(\cdot, \mu)$ in $\left(x_{0}-\epsilon, x_{0}+\epsilon\right)$ for $\mu \in\left(\mu_{0}-\delta, \mu_{0}+\delta\right)$.
3. For each $\mu \in\left(\mu_{0}, \mu_{0}+\delta\right)$, there are exactly two fixed points $x_{1}(\mu)<$ $x_{2}(\mu)$ of $f(\cdot, \mu)$ in $\left(x_{0}-\epsilon, x_{0}+\epsilon\right)$ with

$$
\frac{\partial f}{\partial x}\left(x_{1}(\mu), \mu\right)>1 \quad \text { and } \quad 0<\frac{\partial f}{\partial x}\left(x_{2}(\mu), \mu\right)<1 ;
$$

$\alpha\left(x_{i}(\mu)\right)=\mu$ for $i=1,2$.
4. $f(\cdot, \mu)$ does not have fixed points in $\left(x_{0}-\epsilon, x_{0}+\epsilon\right)$ for each $\mu \in\left(\mu_{0}-\delta, \mu_{0}\right)$.

REMARK 7.7.4. The inequalities in the second hypothesis of Proposition 7.7.3 correspond to one of the four possible generic cases when the two derivatives do not vanish. The other three cases are similar (Exercise 7.7.3).

Proof. Consider the function $g(x, \mu)=f(x, \mu)-x$ (see Figure 7.6). Observe that

$$
\frac{\partial g}{\partial \mu}\left(x_{0}, \mu_{0}\right)=\frac{\partial f}{\partial \mu}\left(x_{0}, \mu_{0}\right)>0 .
$$

Therefore, by the implicit function theorem, there are $\epsilon, \delta>0$ and a $C^{2}$ function $\alpha:\left(x_{0}-\epsilon, x_{0}+\epsilon\right) \rightarrow J$ such that $g(x, \alpha(x))=0$ for each $x \in$ $\left(x_{0}-\epsilon, x_{0}+\epsilon\right)$ and there are no other zeros of $g$ in $\left(x_{0}-\epsilon, x_{0}+\epsilon\right) \times\left(\mu_{0}-\right.$ $\epsilon, \mu_{0}+\epsilon$ ). A direct calculation shows that $\alpha$ satisfies statement 1 . Since


Figure 7.6. Saddle-node bifurcation.
$\alpha^{\prime \prime}\left(x_{0}\right)>0$, statements 3 and 4 are satisfied for $\epsilon$ and $\delta$ sufficiently small (Exercise 7.7.4).

PROPOSITION 7.7.5 (Period-Doubling Bifurcation). Let $I, J \subset \mathbb{R}$ be open intervals, and $f: I \times J \rightarrow \mathbb{R}$ be a $C^{3}$ map such that:

1. $f\left(x_{0}, \mu_{0}\right)=x_{0}$ and $\frac{\partial f}{\partial x}\left(x_{0}, \mu_{0}\right)=-1$ for some $x_{0} \in I$ and $\mu_{0} \in J$, so that by Proposition 7.7.1, there is a curve $\mu \mapsto \xi(\mu)$ offixed points of $f(\cdot, \mu)$ for $\mu$ close to $\mu_{0}$.
2. $\eta=\left.\frac{d}{d \mu}\right|_{\mu=\mu_{0}} \frac{\partial f}{\partial x}(\xi(\mu), \mu)<0$.
3. $\zeta=\frac{\partial^{3} f\left(f\left(x_{0}, \mu_{0}\right), \mu_{0}\right)}{\partial x^{3}}=-2 \frac{\partial^{3} f}{\partial x^{3}}\left(x_{0}, \mu_{0}\right)-3\left(\frac{\partial^{2} f}{\partial x^{2}}\left(x_{0}, \mu_{0}\right)\right)^{2}<0$.

Then there are $\epsilon, \delta>0$ and $C^{3}$ functions $\xi:\left(\mu_{0}-\delta, \mu_{0}+\delta\right) \rightarrow \mathbb{R}$ with $\xi\left(\mu_{0}\right)=x_{0}$ and $\alpha:\left(x_{0}-\epsilon, x_{0}+\epsilon\right) \rightarrow \mathbb{R}$ with $\alpha\left(x_{0}\right)=\mu_{0}, \alpha^{\prime}\left(x_{0}\right)=0$, and $\alpha^{\prime \prime}\left(x_{0}\right)=-2 \eta / \zeta>0$ such that:

1. $f(\xi(\mu), \mu)=\xi(\mu)$, and $\xi(\mu)$ is the only fixed point of $f(\cdot, \mu)$ in $\left(x_{0}-\right.$ $\left.\epsilon, x_{0}+\epsilon\right)$ for $\mu \in\left(\mu_{0}-\delta, \mu_{0}+\delta\right)$.
2. $\xi(\mu)$ is an attracting fixed point of $f(\cdot, \mu)$ for $\mu_{0}-\delta<\mu<\mu_{0}$ and is a repelling fixed point for $\mu_{0}<\mu<\mu_{0}+\delta$.
3. For each $\mu \in\left(\mu_{0}, \mu_{0}+\delta\right)$, the map $f(\cdot, \mu)$ has, in addition to the fixed point $\xi(\mu)$, exactly two attracting period- 2 points $x_{1}(\mu), x_{2}(\mu)$ in the interval $\left(x_{0}-\epsilon, x_{0}+\epsilon\right)$; moreover, $\alpha\left(x_{i}(\mu)\right)=\mu$ and $x_{i}(\mu) \rightarrow x_{0}$ as $\mu \searrow \mu_{0}$ for $i=1,2$.
4. For each $\mu \in\left(\mu_{0}-\delta, \mu_{0}\right]$, the map $f(f(\cdot, \mu), \mu)$ has exactly one fixed point $\xi(\mu)$ in $\left(x_{0}-\epsilon, x_{0}+\epsilon\right)$.

REMARK 7.7.6. The stability of the fixed point $\xi(\mu)$ and of the periodic points $x_{1}(\mu)$ and $x_{2}(\mu)$ depend on the signs of the derivatives in the third and fourth hypotheses of Proposition 7.7.5. Proposition 7.7.5 deals with only one of the four possible generic cases when the derivatives do not vanish. The other three cases are similar, and we do not consider them here (Exercise 7.7.5).

Proof. Since

$$
\frac{\partial f}{\partial x}\left(x_{0}, \mu_{0}\right)=-1 \neq 1
$$

we can apply the implicit function theorem to $f(x, \mu)-x=0$ to obtain a differentiable function $\xi$ such that $f(\xi(\mu), \mu)=\xi(\mu)$ for $\mu$ close to $\mu_{0}$ and $\xi\left(\mu_{0}\right)=x_{0}$. This proves statement 1.

Differentiating $f(\xi(\mu), \mu)=\xi(\mu)$ with respect to $\mu$ gives

$$
\frac{d}{d \mu} f(\xi(\mu), \mu)=\frac{\partial f}{\partial \mu}(\xi(\mu), \mu)+\frac{\partial f}{\partial x}(\xi(\mu), \mu) \cdot \xi^{\prime}(\mu)=\xi^{\prime}(\mu)
$$

and hence

$$
\xi^{\prime}(\mu)=\frac{\frac{\partial f}{\partial \mu}(\xi(\mu), \mu)}{1-\frac{\partial f}{\partial x}(\xi(\mu), \mu)}, \quad \xi^{\prime}\left(\mu_{0}\right)=\frac{1}{2} \frac{\partial f}{\partial \mu}\left(x_{0}, \mu_{0}\right)
$$

Therefore

$$
\left.\frac{d}{d \mu}\right|_{\mu=\mu_{0}} \frac{\partial f}{\partial x}(\xi(\mu), \mu)=\frac{\partial^{2} f}{\partial \mu \partial x}\left(x_{0}, \mu_{0}\right)+\frac{1}{2} \frac{\partial f}{\partial \mu}\left(x_{0}, \mu_{0}\right) \cdot \frac{\partial^{2} f}{\partial x^{2}}\left(x_{0}, \mu_{0}\right)=\eta
$$

and assumption 2 yields statement 2.
To prove statements 3 and 4 consider the change of variables $y=x-$ $\xi(\mu), 0=x_{0}-\xi\left(\mu_{0}\right)$ and the function $g(y, \mu)=f(f(y+\xi(\mu), \mu), \mu)-$ $\xi(\mu)$. Observe that fixed points of $f(f(\cdot, \mu), \mu)$ correspond to solutions of $g(y, \mu)=y$. Moreover,

$$
g(0, \mu) \equiv 0, \quad \frac{\partial g}{\partial y}\left(0, \mu_{0}\right)=1, \quad \frac{\partial^{2} g}{\partial y^{2}}\left(0, \mu_{0}\right)=0
$$

i.e., the graph of the second iterate of $f\left(\cdot, \mu_{0}\right)$ is tangent to the diagonal at $\left(x_{0}, \mu_{0}\right)$ with second derivative 0 . (See Figure 7.7.) A direct calculation shows that, by assumption 3 , the third derivative does not vanish:

$$
\frac{\partial^{3} g}{\partial y^{3}}\left(0, \mu_{0}\right)=-2 \frac{\partial^{3} f}{\partial x^{3}}\left(x_{0}, \mu_{0}\right)-3\left(\frac{\partial f^{2}}{\partial x^{2}}\left(x_{0}, \mu_{0}\right)\right)^{2}=\zeta<0
$$

Therefore

$$
g\left(y, \mu_{0}\right)=y+\frac{1}{3!} \zeta y^{3}+o\left(y^{3}\right)
$$

Since $\xi(\mu)$ is a fixed point of $f(\cdot, \mu)$, we have that $g(0, \mu) \equiv 0$ in an interval

$\mu<\mu_{0}$

$\mu=\mu_{0}$

$\mu>\mu_{0}$

Figure 7.7. Period-doubling bifurcation: the graph of the second iterate.
about $\mu_{0}$. Therefore there is a differentiable function $h$ such that $g(y, \mu)=$ $y \cdot h(y, \mu)$, and to find the period-2 points of $f(\cdot, \mu)$ different from $\xi(\mu)$ we must solve the equation $h(y, \mu)=1$. From (7.7.6) we obtain

$$
h\left(y, \mu_{0}\right)=1+\frac{1}{3!} \zeta y^{2}+o\left(y^{2}\right)
$$

i.e.,

$$
h\left(0, \mu_{0}\right)=1, \quad \frac{\partial h}{\partial y}\left(0, \mu_{0}\right)=0, \quad \text { and } \quad \frac{\partial^{2} h}{\partial y^{2}}\left(0, \mu_{0}\right)=\frac{\zeta}{3}
$$

On the other hand,

$$
\begin{aligned}
\frac{\partial h}{\partial \mu}\left(0, \mu_{0}\right) & =\lim _{y \rightarrow 0} \frac{1}{y} \frac{\partial g}{\partial \mu}\left(y, \mu_{0}\right)=\frac{\partial^{2} g}{\partial \mu \partial y}\left(0, \mu_{0}\right) \\
& =\left.\frac{d}{d \mu}\left(\frac{\partial f}{\partial x}(\xi(\mu), \mu)\right)^{2}\right|_{\mu=\mu_{0}}=-2 \eta>0
\end{aligned}
$$

By the implicit function theorem, there is $\epsilon>0$ and a differentiable function $\beta:(-\epsilon, \epsilon) \rightarrow \mathbb{R}$ such that $h(y, \beta(y))=1$ for $|y|<\epsilon$ and $\beta(0)=\mu_{0}$. Differentiating $h(y, \beta(y))=1$ with respect to $y$, we obtain that $\beta^{\prime}(0)=0$. The second differentiation yields $\beta^{\prime \prime}(0)=\zeta / 6 \eta>0$. Therefore $\beta(y)>0$ for $y \neq 0$, and the new period-2 orbit appears only for $\mu>\mu_{0}$.

Note that since $g(\cdot, \mu)$ has three fixed points near $x_{0}$ for $\mu$ close to $\mu_{0}$, and the middle one, $\xi(\mu)$, is unstable, the other two must be stable. In fact, a direct calculation shows that

$$
\begin{aligned}
\frac{\partial g}{\partial y}(y, \beta(y)) & =\frac{\partial g}{\partial y}\left(0, \mu_{0}\right)+\frac{1}{2!} \frac{\partial^{2} g}{\partial y^{2}}\left(0, \mu_{0}\right) y+\frac{1}{3!} \frac{\partial^{3} g}{\partial y^{3}}\left(0, \mu_{0}\right) y^{2}+o\left(y^{2}\right) \\
& =1+\frac{\zeta}{6} y^{2}+o\left(y^{2}\right)
\end{aligned}
$$

Since $\zeta<0$, the period- 2 orbit is stable.
Exercise 7.7.1. Prove Proposition 7.7.1.
Exercise 7.7.2. Prove the second statement of Proposition 7.7.2.

Exercise 7.7.3. State the analog of Proposition 7.7 .3 for the remaining three generic cases when the derivatives from assumption 3 do not vanish.

Exercise 7.7.4. Prove statements 3 and 4 of Proposition 7.7.3.
Exercise 7.7.5. State the analog of Proposition 7.7.5 for the remaining three generic cases when the derivatives from assumptions 3 and 4 do not vanish.

Exercise 7.7.6. Prove that a period-doubling bifurcation occurs for the family $f_{\mu}(x)=1-\mu x^{2}$ at $\mu_{0}=3 / 4, x_{0}=2 / 3$.

### 7.8 The Feigenbaum Phenomenon

M. Feigenbaum [Fei79] studied the family

$$
f_{\mu}(x)=1-\mu x^{2}, \quad 0<\mu \leq 2,
$$

of unimodal maps of the interval $[-1,1]$. For $\mu<3 / 4$, the unique attracting fixed point of $f_{\mu}$ is

$$
x_{\mu}=\frac{\sqrt{1+4 \mu}-1}{2 \mu}
$$

The derivative $f_{\mu}^{\prime}\left(x_{\mu}\right)=1-\sqrt{1+4 \mu}$ is greater than -1 for $\mu<3 / 4$, equals -1 for $\mu=3 / 4$, and is less than -1 for $\mu>3 / 4$. A period-doubling bifurcation occurs at $\mu=3 / 4$ (Exercise 7.7.6). For $\mu>3 / 4$, the map $f_{\mu}$ has an attracting period-2 orbit. Numerical studies show that there is an increasing sequence of bifurcation values $\mu_{n}$ at which an attracting periodic orbit of period $2^{n}$ for $f_{\mu}$ loses stability and an attracting periodic orbit of period $2^{n+1}$ is born. The sequence $\mu_{n}$ converges, as $n \rightarrow \infty$, to a limit $\mu_{\infty}$, and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\mu_{\infty}-\mu_{n-1}}{\mu_{\infty}-\mu_{n}}=\delta=4.669201609 \ldots \tag{7.2}
\end{equation*}
$$

The constant $\delta$ is called the Feigenbaum constant. Numerical experiments show that the Feigenbaum constant appears for many other one-parameter families.

The Feigenbaum phenomenon can be explained as follows. Consider the infinite-dimensional space $\mathcal{A}$ of real analytic maps $\psi:[-1,1] \rightarrow[-1,1]$ with $\psi(0)=1$, and the map $\Phi: \mathcal{A} \rightarrow \mathcal{A}$ given by the formula

$$
\begin{equation*}
\Phi(\psi)(x)=\frac{1}{\lambda} \psi \circ \psi(\lambda x), \quad \lambda=\psi(1) . \tag{7.3}
\end{equation*}
$$

A fixed point $g$ of $\Phi$ (which Feigenbaum estimated numerically) is an even function satisfying the Cvitanović-Feigenbaum equation

$$
\begin{equation*}
g \circ g(\lambda x)-\lambda g(x)=0 \tag{7.4}
\end{equation*}
$$



Figure 7.8. Fixed point and stable and unstable manifolds for the Feigenbaum map $\Phi$.

The function $g$ is a hyperbolic fixed point of $\Phi$. The stable manifold $W^{s}(g)$ has codimension one, and the unstable manifold $W^{u}(g)$ has dimension one and corresponds to a simple eigenvalue $\delta=4.669201609 \ldots$ of the derivative $d \Phi_{g}$. The codimension-one bifurcation set $B_{1}$, of maps $\psi$ for which an attracting fixed point loses stability and an attracting period two orbit is born, intersects $W^{u}(g)$ transversely. The preimage $B_{n}=\Phi^{1-n}\left(B_{1}\right)$ is the bifurcation set of maps for which an attracting orbit of period $2^{n-1}$ is replaced by an attracting orbit of period $2^{n}$ (Exercise 7.8.1). Figure 7.8 is a graphical depiction of the process underlying the Feigenbaum phenomenon.

By the infinite-dimensional version of the Inclination Lemma 5.7.2, the codimension-one bifurcation sets $B_{n}$ accumulate to $W^{s}(g)$. Let $f_{\mu}$ be a oneparameter family of maps that intersects $W^{s}(g)$ transversely, and let $\mu_{n}$ be the sequence of period-doubling bifurcation parameters, $f_{\mu_{n}} \in B_{n}$. Using the inclination lemma, one can show that the sequence $\mu_{n}$ satisfies (7.2). O. E. Lanford established the correctness of this model through a computerassisted proof [Lan84].

Exercise 7.8.1. Prove that if $\psi$ has an attracting periodic orbit of period $2 k$, then $\Phi(\psi)$ has an attracting periodic orbit of period $k$.

## Complex Dynamics

In this chapter ${ }^{1}$, we consider rational maps $R(z)=P(z) / Q(z)$ of the Riemann sphere $\overline{\mathbb{C}}=\mathbb{C} \cup\{\infty\}$, where $P$ and $Q$ are complex polynomials. These maps exhibit many interesting dynamical properties, and lend themselves to the computer-aided drawing of fractals and other fascinating pictures in the complex plane. For a more thorough exposition of the dynamics of rational maps see [Bea91] and [CG93].

### 8.1 Complex Analysis on the Riemann Sphere

We assume that the reader is familiar with the basic ideas of complex analysis (see, for example, [BG91] or [Con95]).

Recall that a function $f$ from a domain $D \subset \mathbb{C}$ to $\overline{\mathbb{C}}$ is said to be meromorphic if it is analytic except at a discrete set of singularities, all of which are poles. In particular, rational functions are meromorphic.

The Riemann sphere is the one-point compactification of the complex plane, $\overline{\mathbb{C}}=\mathbb{C} \cup\{\infty\}$. The space $\overline{\mathbb{C}}$ has the structure of a complex manifold, given by the standard coordinate system on $\mathbb{C}$ and the coordinate $z \mapsto z^{-1}$ on $\overline{\mathbb{C}} \backslash\{0\}$. If $M$ and $N$ are complex manifolds, then a map $f: M \rightarrow N$ is analytic if for every point $\zeta \in M$, there are complex coordinate neighborhoods $U$ of $\zeta$ and $V$ of $f(\zeta)$ such that $f: U \rightarrow V$ is analytic in the coordinates on $U$ and $V$. An analytic map into $\overline{\mathbb{C}}$ is said to be meromorphic. This terminology is somewhat confusing, because in the modern sense (as maps of manifolds) meromorphic functions are analytic, while in the classical sense (as functions on $\mathbb{C}$ ), meromorphic functions are generally not analytic. Nevertheless, the terminology is so entrenched that it cannot be avoided.

[^16]It is easy to see that a map $f: \overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$ is analytic (and meromorphic) if and only if both $f(z)$ and $f(1 / z)$ are meromorphic (in the classical sense) on $\mathbb{C}$. It is known that every analytic map from the Riemann sphere to itself is a rational map. Note that the constant map $f(z)=\infty$ is considered to be analytic.

The group of Möbius transformations

$$
\left\{z \rightarrow \frac{a z+b}{c z+d}: a, b, c, d \in \mathbb{C} ; a d-b c=1\right\}
$$

acts on the Riemann sphere and is simply transitive on triples of points, i.e., for any three distinct points $x, y, z \in \overline{\mathbb{C}}$, there is a unique Möbius transformation that carries $x, y, z$ to $0,1, \infty$, respectively (see $\S 7.5$ ).

Suppose $f: \overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$ is a meromorphic map and $\zeta$ is a periodic point of minimal period $k$. If $\zeta \neq \infty$, the multiplier of $\zeta$ is the derivative $\lambda(\zeta)=$ $\left(f^{k}\right)^{\prime}(\zeta)$. If $\zeta=\infty$, the multiplier of $\zeta$ is $g^{\prime}(0)$, where $g(z)=1 / f(1 / z)$. The periodic point $\zeta$ is attracting if $0<|\lambda(\zeta)|<1$, superattracting if $\lambda(\zeta)=0$, repelling if $|\lambda(\zeta)|>1$, rationally neutral if $\lambda(\zeta)^{m}=1$ for some $m \in \mathbb{N}$, and irrationally neutral if $|\lambda(\zeta)|=1$ but $\lambda(\zeta)^{m} \neq 1$ for every $m \in \mathbb{N}$. One can prove that a periodic point is attracting or superattracting if and only if it is a topologically attracting periodic point in the sense of Chapter 1 ; similarly for repelling periodic points. The orbit of an attracting or superattracting periodic point is said to be an attracting or superattracting periodic orbit, respectively.

For an attracting or superattracting fixed point $\zeta$ of a meromorphic map $f$, we define the basin of attraction $\mathrm{BA}(\zeta)$ as the set of points $z \in \overline{\mathbb{C}}$ for which $f^{n}(z) \rightarrow \zeta$ as $n \rightarrow \infty$. Since the multiplier of $\zeta$ is less than 1 , there is a neighborhood $U$ of $\zeta$ that is contained in $\mathrm{BA}(\zeta)$, and $\mathrm{BA}(\zeta)=\bigcup_{n \in \mathbb{N}} f^{-n}(U)$. The set $\mathrm{BA}(\zeta)$ is open. The connected component of $\mathrm{BA}(\zeta)$ containing $\zeta$ is called the immediate basin of attraction, and is denoted $\mathrm{BA}^{\circ}(\zeta)$.

If $\zeta$ is an attracting or superattracting periodic point of period $k$, then the basin of attraction of the periodic orbit is the set of all points $z$ for which $f^{n k}(z) \rightarrow f^{j}(\zeta)$ as $n \rightarrow \infty$ for some $j \in\{0,1, \ldots, k\}$ and is denoted $\mathrm{BA}(\zeta)$. The union of the connected components of $\mathrm{BA}(\zeta)$ containing a point in the orbit of $\zeta$ is called the immediate basin of attraction and is denoted $\mathrm{BA}^{\circ}(\zeta)$.

A point $\zeta$ is a critical point (or branch point) of a meromorphic function $f$ if $f$ is not 1 -to- 1 on a neighborhood of $\zeta$. A critical point $\zeta$ has multiplicity $m$ if $f$ is $(m+1)$-to-1 on $U \backslash\{\zeta\}$ for a sufficiently small neighborhood $U$ of $\zeta$ (this number is also called the branch number of $f$ at $\zeta$ ). Equivalently, $\zeta$ is a critical point of multiplicity $m$ if $\zeta$ is a zero of $f^{\prime}$ (in local coordinates) of multiplicity $m$. If $\zeta$ is a critical point, then $f(\zeta)$ is called a critical value.

For a rational map $R=P / Q$, with $P$ and $Q$ relatively prime polynomials of degree $p$ and $q$, respectively, the degree of $R$ is $\operatorname{deg}(R)=\max (p, q)$. If $R$ has degree $d$, then the map $R: \overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$ is a branched covering of degree $d$, i.e., any $\xi \in \overline{\mathbb{C}}$ that is not a critical value has exactly $d$ preimages; in fact, every point has exactly $d$ preimages if critical points are counted with multiplicity. Since the number of preimages of a generic point is a topological invariant of $R$, the degree is invariant under conjugation by a Möbius transformation.

The rational maps of degree 1 are the Möbius transformations. A rational map is a polynomial if and only if the only preimage of $\infty$ is $\infty$.

PROPOSITION 8.1.1. Let $R$ be a rational map of degree $d$. Then the number of critical points, counted with multiplicity, is $2 d-2$. If there are exactly two distinct critical points, then $R$ is conjugate by a Möbius transformation to $z^{d}$ or $z^{-d}$.

Proof. By composing with a Möbius transformation we may assume that $R(\infty)=0$ and that $\infty$ is neither a critical point nor a critical value. Then $R(\infty)=0$ and the fact that $\infty$ is not a critical point imply that

$$
R(z)=\frac{\alpha z^{d-1}+\cdots}{\beta z^{d}+\cdots}
$$

where $\alpha \neq 0$ and $\beta \neq 0$. Hence

$$
R^{\prime}(z)=-\frac{\alpha \beta z^{2 d-2}+\cdots}{\left(\beta z^{d}+\cdots\right)^{2}}
$$

and the critical points of $R$ are the zeros of the numerator (since $\infty$ is not a critical value).

The proof of the second assertion is left as an exercise (Exercise 8.1.5).

A family $F$ of meromorphic functions in a domain $D \subset \overline{\mathbb{C}}$ is normal if every sequence from $F$ contains a subsequence that converges uniformly on compact subsets of $D$ in the standard spherical metric on $\overline{\mathbb{C}} \approx S^{2}$. A family $F$ is normal at a point $z \in \overline{\mathbb{C}}$ if it is normal in a neighborhood of $z$.

The Fatou set $F(R) \subset \overline{\mathbb{C}}$ of a rational map $R: \overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$ is the set of points $z \in \overline{\mathbb{C}}$ such that the family of forward iterates $\left\{R^{n}\right\}_{n \in \mathbb{N}}$ is normal at $z$. The Julia set $J(R)$ is the complement of the Fatou set. Both $F(R)$ and $J(R)$ are completely invariant under $R$ (see Proposition 8.5.1). Points belonging to the same component of $F(R)$ have the same asymptotic behavior. As we will see later, the Fatou set contains all basins of attraction and the Julia set is the closure of the set of all repelling periodic points. The "interesting" dynamics is concentrated on the Julia set, which is often a fractal set. The case when $J(R)$ is a hyperbolic set is reasonably well understood (Theorem 8.5.10).

Exercise 8.1.1. Prove that any Möbius transformation is conjugate by another Möbius transformation to either $z \mapsto a z$ or $z \mapsto z+a$.

Exercise 8.1.2. Prove that a non-constant rational map $R$ is conjugate to a polynomial by a Möbius transformation if and only if $R^{-1}\left(z_{0}\right)=\left\{z_{0}\right\}$ for some $z_{0} \in \overline{\mathbb{C}}$.

Exercise 8.1.3. Find all Möbius transformations that commute with $q_{0}(z)=$ $z^{2}$.

Exercise 8.1.4. Let $R$ be a rational map such that $R(\infty)=\infty$, and let $f$ be a Möbius transformation such that $f(\infty)$ is finite. Define the multiplier $\lambda_{R}(\infty)$ of $R$ at $\infty$ to be the multiplier of $f \circ R \circ f^{-1}$ at $f(\infty)$. Prove that $\lambda_{R}(\infty)$ does not depend on the choice of $f$.

Exercise 8.1.5. Prove the second assertion of Proposition 8.1.1.
Exercise 8.1.6. Let $R$ be a non-constant rational map. Prove that

$$
\operatorname{deg}(R)-1 \leq \operatorname{deg}\left(R^{\prime}\right) \leq 2 \operatorname{deg}(R)
$$

with equality on the left if and only if $R$ is a polynomial and with equality on the right if and only if all poles of $R$ are simple and finite.

### 8.2 Examples

The global dynamics of a rational map $R$ depends heavily on the behavior of the critical points of $R$ under its iterates. In most of the examples below, the Fatou set consists of finitely many components, each of which is a basin of attraction. Some of the assertions in the following examples will be proved in later sections of this chapter. Proofs of most of the assertions that are not proved here can be found in [CG93].

Let $q_{a}: \overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$ be the quadratic map $q_{a}(z)=z^{2}-a$, and denote by $S^{1}$ the unit circle $\{z \in \mathbb{C}:|z|=1\}$. The critical points of $q_{a}$ are 0 and $\infty$, and the critical values are $-a$ and $\infty$; if $a \neq 0$, the only superattracting periodic (fixed) point is $\infty$. In the examples below, we observe drastically different global dynamics depending on whether the critical point lies in the basin of a finite attracting periodic point, or in the basin of $\infty$, or in the Julia set.

1. $q_{0}(z)=z^{2}$. There is a superattracting fixed point at 0 , whose basin of attraction is the open disk $\Delta_{1}=\{z \in \mathbb{C}:|z|<1\}$, and a superattracting fixed point at $\infty$, whose basin of attraction is the exterior of $S^{1}$. There is also a repelling fixed point at 1 , and for each $n \in \mathbb{N}$ there are $2^{n}$ repelling periodic points of period $n$ on $S^{1}$. The Julia set is $S^{1}$; the Fatou set is the complement of $S^{1}$. The map $q_{0}$ acts on $S^{1}$ by


Figure 8.1. The Julia set for $a=1$.
$\phi \mapsto 2 \phi \bmod 2 \pi\left(\right.$ where $\phi$ is the angular coordinate of a point $\left.z \in S^{1}\right)$. If $U$ is a neighborhood of $\zeta \in S^{1}=J\left(q_{0}\right)$, then $\bigcup_{n \in \mathbb{N}_{0}} q_{0}^{n}(U)=\mathbb{C} \backslash\{0\}$.
2. $q_{\epsilon}(z)=z^{2}-\epsilon, 0<\epsilon \ll 1$. There is an attracting fixed point near 0 , a superattracting fixed point at $\infty$, and, for each $n \in \mathbb{N}, 2^{n}$ repelling periodic points near $S^{1}$. The Julia set $J\left(q_{\epsilon}\right)$ is a closed continuous $q_{\epsilon}{ }^{-}$ invariant curve that is $C^{0}$ close to $S^{1}$ and is not differentiable at a dense set of points; it has a Hausdorff dimension greater than 1. The basins of attraction of the fixed points near 0 and at $\infty$ are, respectively, the interior and exterior of $J\left(q_{\epsilon}\right)$. The critical point and critical value lie in the immediate basin of attraction of the attracting fixed point near 0. The same properties hold true for maps of the form $f(z)=z^{2}+\epsilon P(z)$, where $P$ is a polynomial and $\epsilon$ is small enough.
3. $q_{1}(z)=z^{2}-1$. Note that $q_{1}(0)=-1, q_{1}(-1)=0$. Therefore, 0 and -1 are superattracting periodic points of period 2 . On the real line the repelling fixed point $(1-\sqrt{5}) / 2$ separates the basins of attraction of 0 and -1 . The Julia set $J\left(q_{1}\right)$ contains two simple closed curves $\sigma_{0}$ and $\sigma_{-1}$ that surround 0 and -1 and bound their immediate basins of attraction. The only preimage of -1 is 0 ; hence the only preimage of $\sigma_{-1}$ is $\sigma_{0}$. However, 0 has two preimages, +1 and -1 . Therefore $\sigma_{0}$ has two preimages, $\sigma_{-1}$ and a closed curve $\sigma_{1}$ surrounding 1 . Continuing in this manner and using the complete invariance of the Julia set (Proposition 8.5 .1 , we conclude that $J\left(q_{1}\right)$ contains infinitely many closed curves. Their interiors are components of the Fatou set. Figure 8.1 shows the Julia set for $q_{1}{ }^{2}$
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Figure 8.2. The Julia set for $a=-i$.
4. $q_{-i}=z^{2}+i$. The critical point 0 is eventually periodic: $q_{-i}^{2}(0)=i-1$, and $i-1$ is a repelling periodic point of period 2 . The only attracting periodic fixed point is $\infty$. The Fatou set consists of one component and coincides with $\mathrm{BA}(\infty)$. The Julia set is a dendrite, i.e., a compact, path-connected, locally connected, nowhere dense subset of $\mathbb{C}$ that does not separate $\mathbb{C}$. Figure 8.2 shows the Julia set for $q_{-i}$.
5. $q_{2}(z)=z^{2}-2$. The change of variables $z=\zeta+\zeta^{-1}$ conjugates $q_{2}$ on $\overline{\mathbb{C}} \backslash[-2,2]$ with $\zeta \mapsto \zeta^{2}$ on the exterior of $S^{1}$. Hence $J\left(q_{2}\right)=[-2,2]$, and $F\left(q_{2}\right)=\overline{\mathbb{C}} \backslash[-2,2]$ is the basin of attraction of $\infty$. The image of the critical point 0 is $-2 \in J\left(q_{2}\right)$. The change of variables $y=(2-x) / 4$ conjugates the action of $q_{2}$ on the real axis to $y \mapsto 4 y(1-y)$. The only attracting periodic point is $\infty$.
6. $q_{4}(z)=z^{2}-4$. The only attracting periodic point is $\infty$; the critical value -4 lies in the (immediate) basin of attraction of $\infty$; and $J\left(q_{4}\right)$ is a Cantor set on the real axis; $\mathrm{BA}(\infty)$ is the complement of $J\left(q_{4}\right)$.
7. This example illustrates the connection between the dynamics of rational maps and issues of convergence for the Newton method. Let $Q(z)=(z-a)(z-b)$ with $a \neq b$. To find the roots $a$ and $b$ using the Newton method one iterates the map

$$
f(z)=z-\frac{Q(z)}{Q^{\prime}(z)}=z-\frac{1}{\frac{1}{z-a}+\frac{1}{z-b}} .
$$

The change of variables $\zeta=(z-a) /(z-b)$ sends $a$ to $0, b$ to $\infty, \infty$ to 1 , and the line $l=\{(a+b) / 2+t i(a-b): t \in \mathbb{R}\}$ to the unit circle, and conjugates $f$ with $\zeta \mapsto \zeta^{2}$. Therefore the Newton method for $Q$ converges to $a$ or $b$ if the initial point lies in the half plane of $l$
containing $a$ or $b$, respectively; the Newton method diverges if the initial point lies on $l$.

Exercise 8.2.1. Prove the properties of $q_{0}$ described above.
Exercise 8.2.2. Let $U$ be a neighborhood of a point $z \in S^{1}$. Prove that $\bigcup_{n \in \mathbb{N}} q_{0}(U)=\mathbb{C} \backslash\{0\}$.

Exercise 8.2.3. Check the above conjugacies for $q_{2}$.
Exercise 8.2.4. Prove that $\infty$ is the only attracting periodic point of $q_{4}$.
Exercise 8.2.5. Let $|a|>2$ and $|z| \geq|a|$. Prove that $q_{a}^{n}(z) \rightarrow \infty$ as $n \rightarrow \infty$.
Exercise 8.2.6. Prove the statements in example 7.

### 8.3 Normal Families

The theory of normal families of meromorphic functions is a keystone in the study of complex dynamics. The principal result, Theorem 8.3.2, is due to P. Montel [Mon27].

PROPOSITION 8.3.1. Suppose F is a family of analytic functions in a domain $D$, and suppose that for every compact subset $K \subset D$ there is $C(K)>0$ such that $|f(z)|<C(K)$ for all $z \in K$ and $f \in F$. Then $F$ is a normal family.
Proof. Let $\delta=\frac{1}{2} \min _{z \in K} \operatorname{dist}(z, \partial D)$. By the Cauchy formula,

$$
f^{\prime}(z)=\frac{1}{2 \pi} \int_{\gamma} \frac{f(\xi)}{(\xi-z)^{2}} d \xi
$$

for any smooth closed curve $\gamma$ in $D$ that contains $z$ in its interior. Let $K \subset D$ be compact, $K_{\delta}$ be the closure of the $\delta$-neighborhood of $K$, and $\gamma$ be the circle of radius $\delta$ centered at $z$. Then $\left|f^{\prime}(z)\right|<C\left(K_{\delta}\right) / \delta$ for every $f \in F$ and $z \in K$. Thus the family $F$ is equicontinuous on $K$, and therefore normal by the Arzela-Ascoli theorem.

We say that a family $F$ of functions on a domain $D$ omits a point $a$ if $f(z) \neq a$ for every $f \in F$ and $z \in D$.

THEOREM 8.3.2 (Montel). Suppose that a family $F$ of meromorphic functions in a domain $D \subset \overline{\mathbb{C}}$ omits three distinct points $a, b, c \in \overline{\mathbb{C}}$. Then $F$ is normal in $D$.
Proof. Since $D$ is covered by disks, we may assume without loss of generality that $D$ is a disk. By applying a Möbius transformation, we may also assume that $a=0, b=1$, and $c=\infty$. Let $\Delta_{1}$ be the unit disk. By the uniformization
theorem [Ah173], there is an analytic covering map $\phi: \Delta_{1} \rightarrow(\mathbb{C} \backslash\{0,1\})(\phi$ is called the modular function). For every function $f: D \rightarrow(\mathbb{C} \backslash\{0,1\})$ there is a lift $\tilde{f}: D \rightarrow \Delta_{1}$ such that $\phi \circ \tilde{f}=f$. The family $\tilde{F}=\{\tilde{f}: f \in F\}$ is bounded and therefore, by Proposition 8.3.1, normal. The normality of $F$ follows immediately.

Exercise 8.3.1. Let $f$ be a meromorphic map defined on a domain $D \subset \overline{\mathbb{C}}$, and let $k>1$. Show that the family $\left\{f^{n}\right\}_{n \in \mathbb{N}}$ is normal on $D$ if and only if the family $\left\{f^{k n}\right\}_{n \in \mathbb{N}}$ is normal.

### 8.4 Periodic Points

THEOREM 8.4.1. Let $\zeta$ be an attracting fixed point of a meromorphic map $f: \overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$. Then there is a neighborhood $U \ni \zeta$ and an analytic map $\phi: U \rightarrow$ $\mathbb{C}$ that conjugates $f$ and $z \mapsto \lambda(\zeta) z$, i.e., $\phi(f(z))=\lambda(\zeta) \phi(z)$ for all $z \in U$.
Proof. We abbreviate $\lambda(\zeta)=\lambda$. Conjugating by a translation (or by $z \mapsto 1 / z$ if $\zeta=\infty$ ), we replace $\zeta$ by 0 . Then on any sufficiently small neighborhood of 0 , say $\Delta_{1 / 2}=\{z:|z|<1 / 2\}$, there is a $C>0$ such that $|f(z)-\lambda z| \leq C|z|^{2}$. Hence for every $\epsilon>0$ there is a neighborhood $U$ of 0 such that $|f(z)|<$ $(|\lambda|+\epsilon)|z|$, for all $z \in U$, and, assuming that $|\lambda|+\epsilon<1$,

$$
\left|f^{n}(z)\right|<(|\lambda|+\epsilon)^{n}|z| .
$$

Set $\phi_{n}(z)=\lambda^{-n} f^{n}(z)$. Then, for $z \in U$,

$$
\left|\phi_{n+1}(z)-\phi_{n}(z)\right|=\left|\frac{f\left(f^{n}(z)\right)-\lambda f^{n}(z)}{\lambda^{n+1}}\right| \leq \frac{C(|\lambda|+\epsilon)^{2 n}|z|^{2}}{|\lambda|^{n+1}},
$$

and hence the sequence $\phi_{n}$ converges uniformly in $U$ if $(|\lambda|+\epsilon)^{2}<|\lambda|$.
By construction, $\phi_{n}(f(z))=\lambda \phi_{n+1}(z)$. Therefore the limit $\phi=\lim _{n \rightarrow \infty} \phi_{n}$ is the required conjugation.

COROLLARY 8.4.2. Let $\zeta$ be a repelling fixed point of a meromorphic map $f$. Then there is a neighborhood $U$ of $\zeta$ and an analytic map $\phi: U \rightarrow \overline{\mathbb{C}}$ that conjugates $f$ and $z \mapsto \lambda(\zeta) z$ in $U$, i.e., $\phi(f(z))=\lambda(\zeta) \phi(z)$ for $z \in U$.
Proof. Apply Theorem 8.4.1 to the branch $g$ of $f^{-1}$ with $g(\zeta)=\zeta$.
PROPOSITION 8.4.3. Let $\zeta$ be a fixed point of a meromorphic map $f$. Assume that $\lambda=f^{\prime}(\zeta)$ is not 0 and is not a root of 1 , and suppose that an analytic map $\phi$ conjugates $f$ and $z \mapsto \lambda z$. Then $\phi$ is unique up to multiplication by a constant.

Proof. Again, we assume $\zeta=0$. If there are two conjugating maps $\phi$ and $\psi$, then $\eta=\phi^{-1} \circ \psi$ conjugates $z \mapsto \lambda z$ with itself, i.e., $\eta(\lambda z)=\lambda \eta(z)$. If $\eta=a_{1} z+a_{2} z^{2}+\cdots$, then $a_{n} \lambda^{n}=\lambda a_{n}$ and $a_{n}=0$ for $n>1$.

LEMMA 8.4.4. Any rational map $R$ of degree $>1$ has infinitely many periodic points.
Proof. Observe that the number of solutions of $R^{n}(z)-z=0$ (counted with multiplicity) tends to $\infty$ as $n \rightarrow \infty$. Therefore, if $R$ has only finitely many periodic points, their multiplicities cannot be bounded in $n$.

On the other hand, if $\zeta$ is a multiple root of $R^{n}(z)-z=0$, then $\left(R^{n}\right)^{\prime}(\zeta)=$ 1 and $R^{n}(z)=\zeta+(z-\zeta)+a(z-\zeta)^{m}+\cdots$ for some $a \neq 0$ and $m \geq 2$. By induction, $R^{n k}(z)=\zeta+(z-\zeta)+k a(z-\zeta)^{m}+\cdots$ for $k \in \mathbb{N}$. Therefore, $\zeta$ has the same multiplicity as a fixed point of $R^{n}$ and as a fixed point of $R^{n k}$.

PROPOSITION 8.4.5. Let $f$ be a meromorphic map of $\overline{\mathbb{C}}$. If $\zeta$ is an attracting or superattracting periodic point of $f$, then the family $\left\{f^{n}\right\}_{n \geq 0}$ is normal in $\mathrm{BA}(\zeta)$.

If $\zeta$ is a repelling periodic point of $f$, then the family $\left\{f^{n}\right\}$ is not normal at $\zeta$.
Proof. Exercise 8.4.1.
THEOREM 8.4.6. Let $\zeta$ be an attracting periodic point of a rational map $R$. Then the immediate basin of attraction $\mathrm{BA}^{\circ}(\zeta)$ contains a critical point of $f$.
Proof. Consider first the case when $\zeta$ is a fixed point. Suppose that $\mathrm{BA}^{\circ}(\zeta)$ does not contain a critical point. For a small enough $\epsilon>0$, there is a branch $g$ of $R^{-1}$ that is defined in the open $\epsilon$-disk $D_{\epsilon}$ about $\zeta$ and satisfies $g(\zeta)=\zeta$. The map $g: D_{\epsilon} \rightarrow \mathrm{BA}^{\circ}(\zeta)$ is a diffeomorphism onto its image, and therefore $g\left(D_{\epsilon}\right)$ is simply connected and does not contain a critical point. Thus $g$ extends uniquely to a map on $g\left(D_{\epsilon}\right)$. By induction, $g$ extends uniquely to $g^{n}\left(D_{\epsilon}\right)$, which is a simply connected subset of $\mathrm{BA}^{\circ}(\zeta)$. The sequence $\left\{g^{n}\right\}$ is normal on $D_{\epsilon}$, since it omits infinitely many periodic points of $R$ different from $\zeta$ (Lemma 8.4.4). (Note that if $R$ is a polynomial, then $\left\{g^{n}\right\}$ omits a neighborhood of $\infty$, and Lemma 8.4.4 is not needed.) On the other hand, $\left|g^{\prime}(\zeta)\right|>1$ and hence $\left(g^{n}\right)^{\prime}(\zeta) \rightarrow \infty$ as $n \rightarrow \infty$, and therefore the family $\left\{g^{n}\right\}$ is not normal (Proposition 8.4.5); a contradiction.

If $\zeta$ is a periodic point of period $n$, then the preceding argument shows that the immediate basin of attraction of $\zeta$ for the map $R^{n}$ contains a critical point of $R^{n}$. Since the components of $\mathrm{BA}^{\circ}(\zeta)$ are permuted by $R$, it follows from the chain rule that one of the components contains a critical point of $R$.

COROLLARY 8.4.7. A rational map has at most $2 d-2$ attracting and superattracting periodic orbits.

Proof. The corollary follows immediately from Theorem 8.4.6 and Proposition 8.1.1.

More delicate analysis that is beyond the scope of this book leads to the following theorem.

THEOREM 8.4.8 (Shishikura [Shi87]). The total number of attracting, superattracting, and neutral periodic orbits of a rational map of degree $d$ is at most $2 d-2$.

The upper bound $6 d-6$ was obtained by P. Fatou.
Exercise 8.4.1. Prove Proposition 8.4.5.
Exercise 8.4.2. Let $D \subset \overline{\mathbb{C}}$ be a domain whose complement contains at least three points, and let $f: D \rightarrow D$ be a meromorphic map with an attracting fixed point $z_{0} \in D$. Prove that the sequence of iterates $f^{n}$ converges in $D$ to $z_{0}$ uniformly on compact sets.

Exercise 8.4.3. Prove that every rational map $R \neq$ Id of degree $d \geq 1$ has $d+1$ fixed points in $\overline{\mathbb{C}}$ counted with multiplicity.

### 8.5 The Julia Set

Recall that the Fatou set $F(R)$ of a rational map $R$ is the set of points $z \in$ $\overline{\mathbb{C}}$ such that the family of forward iterates $R^{n}, n \in \mathbb{N}$, is normal at $z$. The Julia set $J(R)$ is the complement of $F(R)$. The Julia set of a rational map is closed by definition, and non-empty by Lemma 8.4.4, Proposition 8.4.5, and Theorem 8.4.8. If $U$ is a connected component of $F(R)$, then $R(U)$ is also a connected component of $F(R)$ (Exercise 8.5.1).

Suppose $V \neq \mathrm{BA}(\infty)$ is a component of $\mathrm{BA}(\infty)$. Then $R^{n}(V) \subset \mathrm{BA}^{\circ}(\infty)$ for some $n>0$. Moreover, $R^{n}(V)$ is both open and closed in $\mathrm{BA}^{\circ}(\infty)$, since $R^{n}(V)=R^{n}(V \cup J(R)) \backslash J(R)$. It follows that $R^{n}(V)=\mathrm{BA}^{\circ}(\infty)$.

PROPOSITION 8.5.1. Let $R: \overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$ be a rational map. Then $F(R)$ and $J(R)$ are completely invariant, i.e., $R^{-1}(F(R))=F(R)$ and $R(J(R))=J(R)$, and similarly for $J(R)$.

Proof. Let $\zeta=R(\xi)$. Then $R^{n_{k}}$ converges in a neighborhood of $\zeta$ if and only if $R^{n_{k}+1}$ converges in a neighborhood of $\xi$.

PROPOSITION 8.5.2. Let $R$ : $\overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$ be a rational map. Then either $J(R)=$ $\overline{\mathbb{C}}$ or $J(R)$ has no interior.
Proof. Suppose $U \subset J(R)$ is non-empty and open in $\overline{\mathbb{C}}$. Then the family $\left\{R^{n}\right\}_{n \in \mathbb{N}}$ is not normal on $U$ and, in particular, by Theorem 8.3.2, $\bigcup_{n} R^{n}(U)$ omits at most two points in $\overline{\mathbb{C}}$. Since $J(R)$ is invariant and closed, $J(R)=\overline{\mathbb{C}}$.

Let $R: \overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$ be a rational map, and $U$ an open set such that $U \cap J(R) \neq$ $\emptyset$. The family of iterates $\left\{R^{n}\right\}_{n \in \mathbb{N}_{0}}$ is not normal in $U$, so it omits at most two points in $\overline{\mathbb{C}}$. The set $E_{U}$ of omitted points is called the exceptional set of $R$ on $U$. The exceptional set of $R$ is the set $E=\bigcup E_{U}$, where the union is over all open sets $U$ with $U \cap J(R) \neq \emptyset$. A point in $E$ is called an exceptional point of $R$.

PROPOSITION 8.5.3. Let $R$ be a rational map of degree greater than 1. Then the exceptional set of $R$ contains at most two points. If the exceptional set consists of a single point, then $R$ is conjugate by a Möbius transformation to a polynomial. If it consists of two points, then $R$ is conjugate by a Möbius transformation to $z^{m}$ or $1 / z^{m}$, for some $m>1$. The exceptional set is disjoint from $J(R)$.

Proof. If $E_{U}$ is empty for every $U$ with $U \cap J(R) \neq \emptyset$, there is nothing to show.

Suppose $\left\{R^{n}\right\}_{n \in \mathbb{N}_{0}}$ omits two points $z_{0}, z_{1}$ on $U$ for some open set $U$ with $U \cap J(R) \neq \emptyset$. Then after conjugating by the rational map $\phi(z)=$ $\left(z-z_{1}\right) /\left(z-z_{0}\right), R$ becomes a rational map whose family of iterates omits only 0 and $\infty$ on the set $\phi(U)$. Thus there are no solutions of $R(z)=\infty$ except possibly 0 or $\infty$. If $R(0) \neq \infty$, then $R$ has no poles, so it is a polynomial, and is therefore equal to $z^{m}, m>0$, since $R(z)=0$ has no non-zero solutions. If $R(0)=\infty$, then $R$ has a unique pole at 0 ; since there are no finite solutions of $R(z)=0$, it follows that $R(z)=1 / z^{m}$. We have shown that $R$ is conjugate to $z^{m},|m|>1$, if the exceptional set of some open set $U$ has two points. In this case the exceptional set is $\{0, \infty\}$.

Suppose that $\left\{R^{n}\right\}_{n \in \mathbb{N}_{0}}$ omits at most a single point on $U$ for every open set $U$ with $U \cap J(R) \neq \emptyset$. Fix such a set $U$ with $E_{U} \neq \emptyset$, and let $z_{0}$ be the omitted point. Replacing $R$ with its conjugate by the rational map $\phi(z)=$ $1 /\left(z-z_{0}\right)$, we may take $z_{0}=\infty$. Since $\{\infty\}$ is omitted, $R$ has no poles, and is therefore a polynomial. Thus $R$ omits $\infty$ on every open subset $U \subset \mathbb{C}$, and (by hypothesis) omits only a single point on $U$ if $U \cap J(R) \neq \emptyset$, so $\infty$ is the only exceptional point of $R$.

In either case, $J(R)$ does not contain any exceptional points.

The following proposition shows that the Julia set possesses self-similarity, a characteristic property of fractal sets.

PROPOSITION 8.5.4. Let $R: \overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$ be a rational map of degree $>1$ with exceptional set $E$, and let $U$ be a neighborhood of a point $\zeta \in J(R)$. Then $\bigcup_{n \in \mathbb{N}} R^{n}(U)=\overline{\mathbb{C}} \backslash E$, and $J(R) \subset R^{n}(U)$ for some $n \in \mathbb{N}$.
Proof. If $E$ contains two points, then by Proposition 8.5.3, $R$ is conjugate to $z^{m},|m|>1$, and the proof is left as an exercise (Exercise 8.5.4).

Suppose $E$ is empty or consists of a single point. If the latter, we may and do assume that the omitted point is $\infty$ and $R$ is a polynomial. Since repelling periodic points are dense in $J(R)$, we may choose a neighborhood $V \subset U$ and $n>0$ such that $R^{n}(V) \supset V$. The family $\left\{R^{n k}\right\}_{k \in \mathbb{N}}$ on $V$ does not omit any points in $\mathbb{C}$, and $\infty$ is omitted if and only if $R$ is a polynomial, in which case $\infty \notin J(R)$. Hence $J(R) \subset \bigcup_{n} R^{n}(V)$. Since $J(R)$ is compact and $R^{n k}(V) \supset R^{n(k-1)}(V)$, the proposition follows.

COROLLARY 8.5.5. Let $R$ : $\overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$ be a rational map of degree $>1$. For any point $\zeta \notin E, J(R)$ is contained in the closure of the set of backward iterates of $\zeta$. In particular, $J(R)$ is the closure of the set of backward iterates of any point in $J(R)$.

PROPOSITION 8.5.6. The Julia set of a rational map of degree $>1$ is perfect, i.e., it does not have isolated points.

Proof. Exercise 8.5.3.
PROPOSITION 8.5.7. Let $R: \overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$ be a rational map of degree $>1$. Then $J(R)$ is the closure of the set of repelling periodic points.
Proof. We will show that $J(R)$ is contained in the closure of the set $\operatorname{Per}(R)$ of the periodic points of $R$. The result will follow, since $J(R)$ is perfect and there are only finitely many non-repelling periodic points.

Suppose $\zeta \in J(R)$ has a neighborhood $U$ that contains no periodic points, no poles, and no critical values of $R$. Since the degree of $R$ is $>1$, there are distinct branches $f$ and $g$ of $R^{-1}$ in $U$, and $f(z) \neq g(z), f(z) \neq R^{n}(z)$, and $g(z) \neq R^{n}(z)$ for all $n \geq 0$ and all $z \in U$. Hence the family

$$
h_{n}(z)=\frac{R^{n}(z)-f(z)}{R^{n}(z)-g(z)} \cdot \frac{z-g(z)}{z-f(z)}, \quad n \in \mathbb{N}
$$

omits 0,1 , and $\infty$ in $U$ and therefore is normal by Theorem 8.3.2. Since $R^{n}$ can be expressed in terms of $h_{n}$, the family $\left\{R^{n}\right\}$ is also normal in $U$, a contradiction. Therefore $J(R) \subset \overline{\operatorname{Per}(R)}$.

Let $P: \overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$ be a polynomial. Then $P(\infty)=\infty$, and locally near $\infty$ there are deg $P$ branches of $P^{-1}$. The complete preimage of any connected domain containing $\infty$ is connected, since $\infty=P^{-1}(\infty)$ must belong to every connected component of the preimage. Therefore $\mathrm{BA}(\infty)$ is connected, i.e., $\mathrm{BA}(\infty)=\mathrm{BA}^{\circ}(\infty)$.

LEMMA 8.5.8. Let $f: \overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$ be a meromorphic function, and suppose $\zeta$ is an attracting periodic point. Then every component of $\mathrm{BA}^{\circ}(\zeta)$ is simply connected.
Proof. Since $f$ cyclically permutes the components of $\mathrm{BA}^{\circ}(\zeta)$, we may replace $f$ by $f^{n}$, where $n$ is the minimal period of $\zeta$, and assume that $\zeta$ is fixed. After conjugating by a Möbius transformation, we may assume that $\zeta$ is finite.

Let $\gamma$ be a smooth simple closed curve in $\mathrm{BA}^{\circ}(\zeta)$, and let $D$ be the simply connected region (in $\mathbb{C}$ ) that it bounds. Suppose $D \nsubseteq \mathrm{BA}^{\circ}(\zeta)$. Let $\delta$ be the distance from $\zeta$ to the boundary of $\mathrm{BA}^{\circ}(\zeta)$, and let $U$ be the disk of radius $\delta / 2$ around $\zeta$. Because $\zeta$ is attracting, and $\gamma$ is a compact subset of $\mathrm{BA}^{\circ}(\zeta)$, there is $n>0$ such that $f^{n}(\gamma) \subset U$. Let $g(z)=f^{n}(z)-\zeta$. Then $|g(z)|<\delta / 2$ on $\gamma$, but $|g(z)|>\delta$ for some $z \in D$, since $f^{n}(D) \nsubseteq \mathrm{BA}^{\circ}(\zeta)$. This contradicts the maximum principle for analytic functions. Thus $D \subset \mathrm{BA}^{\circ}(\zeta)$, and $\mathrm{BA}^{\circ}(\zeta)$ is simply connected.

PROPOSITION 8.5.9. Let $R: \overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$ be a rational map of degree $>1$. If $U$ is any completely invariant component of $F(R)$, then $J(R)=\bar{U} \backslash U$, and $J(R)=\partial U$ if $F(R)$ is not connected. Every other component of $F(R)$ is simply connected. There are at most two completely invariant components. If $R$ is a polynomial, then $\mathrm{BA}(\infty)$ is completely invariant.
Proof. Suppose $U$ is a completely invariant component of $F(R)$. Then, by Corollary 8.5.5, $J(R)$ is contained in the closure of $U$, and also of $F(R) \backslash U$ if the latter is non-empty. This proves the first assertion. Since $J(R) \cup U=\bar{U}$ is connected, every component of the complement in $\overline{\mathbb{C}}$ is simply connected (by a basic result of homotopy theory).

Suppose there is more than one completely invariant component of $F(R)$. Then, by the preceding paragraph, each must be simply connected. Let $U$ be such a component. Then $R: U \rightarrow U$ is a branched covering of degree $d$, so there must be $d-1$ critical points, counted with multiplicity. Since the total number of critical points is $2 d-2$ (Proposition 8.1.1), this implies that there are at most two completely invariant components.

If $R$ is a polynomial, then $\mathrm{BA}(\infty)$ is completely invariant (Exercise 8.5.1).

The postcritical set of a rational map $R$ is the union of the forward orbits of all critical points of $R$, and is denoted $\mathrm{CL}(R)$.

THEOREM 8.5.10 (Fatou). Let $R$ be a rational map of degree $>1$. Suppose that all critical points of $R$ tend to attracting periodic points of $R$ under the forward iterates of $R$. Then $J(R)$ is a hyperbolic set for $R$, i.e., there are $a>1$ and $n \in \mathbb{N}$ such that $\left|\left(R^{n}\right)^{\prime}(z)\right| \geq$ a for every $z \in J(R)$.
Proof. If $R$ has exactly two critical points, then it is conjugate to $z^{d}$ or $z^{-d}$ (Proposition 8.1.1), and the theorem follows by a direct computation.
We assume then that there are at least three critical points. Let $U=$ $\overline{\mathbb{C}} \backslash \overline{\mathrm{CL}(R)}$; then $R^{-1}(U) \subset U$. By the uniformization theorem [Ahl73], there is an analytic covering map $\phi: \Delta_{1} \rightarrow U$. Let $g: \Delta_{1} \rightarrow \Delta_{1}$ be the lift of a locally defined branch of $R^{-1}$, so $R \circ \phi \circ g=\phi$.

The family $\left\{\phi \circ g^{n}\right\}$ is normal, since it omits $\operatorname{CL}(R)$. Let $f$ be the uniform limit of a sequence $\phi \circ g^{n_{k}}$. Let $z_{0} \in \phi^{-1}(J(R))$, and let $O \subset \Delta_{1}$ be a neighborhood of $z_{0}$ such that $\phi(O)$ does not contain any attracting periodic points of $R$. Since $J(R)$ is invariant (Proposition 8.5.1) and closed, $f\left(z_{0}\right) \in J(R)$. If $f^{\prime}\left(z_{0}\right) \neq 0$, then $f(O)$ contains a neighborhood of $f\left(z_{0}\right)$, and hence (by Proposition 8.5.9) contains a point $z_{1} \in \mathrm{BA}(\xi)$, where $\xi$ is an attracting periodic point. Since $\phi \circ g^{n_{k}} \rightarrow f$, the value $z_{1}$ is taken on by every $\phi \circ g^{n_{k}}$ with $k$ large enough. This implies that $R^{n_{k}}\left(z_{1}\right) \in \phi(O)$ for $k$ sufficiently large, which contradicts the fact that $z_{1} \in \mathrm{BA}(\xi)$ and $\xi \notin \phi(O)$. Therefore, $f^{\prime}\left(z_{0}\right)=0$, so $f$ is constant on $\phi^{-1}(J(R))$. It follows that $\left(R^{n_{k}}\right)^{\prime}=1 /\left(g^{n_{k}}\right)^{\prime}$ goes to infinity uniformly on $J(P)$, which proves the theorem.

THEOREM 8.5.11 (Fatou). Let $P: \overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$ be a polynomialsuch that $P^{n}(c) \rightarrow$ $\infty$ as $n \rightarrow \infty$ for every critical point c. Then the Julia set $J(P)$ is totally disconnected, i.e., $J(P)$ is a Cantor set.
Proof. Let $D$ be a disk centered at 0 that contains $J(P)$, and choose $N$ large enough that $P^{N}$ carries all critical points outside of $\bar{D}$. Then for $n \geq N$, branches of $P^{-n}$ are globally defined on $D$. Fix $z_{0} \in J(P)$, and let $g_{n}$ be the branch of $P^{-n}$ with $g_{n}\left(P^{n}\left(z_{0}\right)\right)=z_{0}$, for $n \geq N$. The family $F=\left\{g_{n}\right\}_{n \geq N}$ is uniformly bounded on $\bar{D}$, and is therefore normal on $\bar{D}$. Let $f$ be the uniform limit of a sequence in $F$. Since $P$ is hyperbolic on $J(P)$ (Theorem 8.5.10), $f$ must be constant on $J(P)$, and therefore constant on $\bar{D}$, since $f$ is analytic and $J(P)$ has no isolated points. If $y \neq z_{0}$ is any other point of $J(P)$, then $y \notin g_{n}(D)$ for $n$ sufficiently large, since the diameter of $g_{n}(D)$ converges to zero. The set $g_{n}(D) \cap J(P)$ is both open and closed in $J(P)$, because $\partial D$ does not intersect $J(P)$. Thus $z_{0}$ and $y$ are in different components of $J(P)$, so $J(P)$ is totally disconnected.

PROPOSITION 8.5.12. Let $P: \overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$ be a polynomial such that no critical point lies in $\mathrm{BA}(\infty)$. Then $J(P)$ is connected.
Proof. $\mathrm{BA}(\infty)$ is simply connected (Lemma 8.5.8) and completely invariant. If $F(P)$ has only one component, then $J(P)$ is the complement in $\overline{\mathbb{C}}$ of $\mathrm{BA}(\infty)$, and is therefore connected by a fundamental result of algebraic topology.

We assume then that $F(P)$ has at least two components. We conjugate by a Möbius transformation that carries $\infty$ to $O$, and one of the other components of $F(P)$ to a neighborhood of $\infty$. We obtain a rational map $R$ such that 0 is a superattracting fixed point and $\mathrm{BA}(0)$ is a bounded, simply connected, completely invariant component of $F(R)$ that contains no critical points. Let $g_{n}$ be the branch of $R^{n}$ on $\mathrm{BA}(0)$ with $g_{n}(0)=0$. Let $\gamma$ be the unit circle. Then $g_{n}(\gamma)$ converges to $J(R)$, so $J(R)$ is connected.

There are many other results about the Fatou and Julia sets that are beyond the scope of this book. For example, results of Wolff-Denjoy [Wol26], [Den26] and of Douady-Hubbard [Dou83] show that if a component of the Fatou set is eventually mapped back to itself, then its closure contains either an attracting periodic point or a neutral periodic point. A result of Sullivan [Sul85] shows that the Fatou set has no wandering components, i.e., no orbit in the set of components is infinite.

Exercise 8.5.1. Show that if $U$ is a connected component of $F(R)$, then $R(U)$ is also a connected component of $F(R)$. Show that if $P$ is a polynomial, then $\mathrm{BA}(\infty)$ is completely invariant.

Exercise 8.5.2. Show that, for $m>1$, the Julia set of $z \mapsto z^{m}$ is the unit circle $S^{1}, \mathrm{BA}(\infty)$ is the exterior of $S^{1}$, and the $\alpha$-limit set of every $z \neq 0$ is $S^{1}$.

Exercise 8.5.3. Prove Proposition 8.5.6.
Exercise 8.5.4. Prove Proposition 8.5.4 for $R(z)=z^{m},|m|>1$.
Exercise 8.5.5. Let $P$ be a polynomial of degree at least 2. Prove that $P^{n} \rightarrow$ $\infty$ on the component of $F(P)$ that contains $\infty$.

Exercise 8.5.6. Show that if $R$ is a rational map of degree $>1$, and $F(R)$ has only finitely many components, then it has either 0,1 , or 2 components.

### 8.6 The Mandelbrot Set

For a general quadratic function $q(z)=\alpha z^{2}+\beta z+\gamma$ with $\alpha \neq 0$, the change of variables $\zeta=z+\beta / 2$ maps the critical point to 0 and conjugates $q$ with


Figure 8.3. The Mandelbrot set.
$q_{a}(z)=z^{2}-a$. Since the conjugation is unique, the maps $q_{a}, a \in \mathbb{C}$, are in one-to-one correspondence with conjugacy classes of quadratic maps. If $q_{a}^{n}(0) \rightarrow \infty$, then $J\left(q_{a}\right)$ is totally disconnected (see Theorem 8.5.11). Otherwise, the orbit $\left\{q_{a}^{n}(0)\right\}_{n \in \mathbb{N}}$ is bounded and $J\left(q_{a}\right)$ is connected (Proposition 8.5.12).

The Mandelbrot set $M$ is the set of parameter values $a$ for which the orbit of 0 is bounded, or equivalently, $M=\left\{a \in \mathbb{C}: 0 \notin \mathrm{BA}(\infty)\right.$ for $\left.q_{a}\right\}$. The Mandelbrot set is shown in Figure 8.3.

THEOREM 8.6.1 (Douady-Hubbard [DH82]). $\quad M=\left\{a \in \mathbb{C}:\left|q_{a}^{n}(0)\right| \leq 2\right.$ for all $n \in \mathbb{N}\}$. M is closed and simply connected.
Proof. Let $|a|>2$. We have $\left|q_{a}(0)\right|=|a|>2,\left|q_{a}^{2}(0)\right|=\left|q_{a}(a)\right| \geq\left|a^{2}\right|-|a|=$ $|a|(|a|-1)$, and $\left|q_{a}^{n}(0)\right| \geq|a|(|a|-1)^{n-1}$ for $n \in \mathbb{N}$ (Exercise 8.6.1). Therefore $a \notin M$. If $|a| \leq 2$ and $\left|q_{a}^{n}(0)\right|=2+\alpha$ for some $n \in \mathbb{N}$ and $\alpha>0$, then $\left|q_{a}^{n+1}(0)\right| \geq(2+\alpha)^{2}-2>2+4 \alpha$ and $\left|q_{a}^{n+k}(0)\right| \geq 2+4^{k} \alpha \rightarrow \infty$ as $k \rightarrow \infty$. Therefore $a \notin M$. The first and second statements follow.

If $D$ is a bounded component of $\mathbb{C} \backslash M$, then $\max _{a \in \bar{D}}\left|q_{a}^{n}(0)\right|>2$ for some $n \in \mathbb{N}$, and, by the maximum principle, $\left|q_{a}^{n}(0)\right|>2$ for some $a \in \partial D \subset M$. This contradicts the first assertion of the theorem. Thus $\mathbb{C} \backslash M$ has no bounded components, has only one unbounded component containing $\infty$, and is therefore connected. Hence $M$ is simply connected.

The fixed points of $q_{a}$ are $z_{a}^{ \pm}=(1 \pm \sqrt{1+4 a}) / 2$ with multipliers $\lambda^{ \pm}=1 \pm$ $\sqrt{1+4 a}$. The set $\{a \in \mathbb{C}:|1 \pm \sqrt{1+4 a}|<1\}$ is a subset of $M$ (Exercise 8.6.3) and is called the main cardioid of $M$.

PROPOSITION 8.6.2. Every point in $\partial M$ is an accumulation point of the set of values of a for which $q_{a}$ has a superattracting cycle.
Proof. Since 0 is the only critical point of $q_{a}$, a periodic orbit is superattracting if and only if it contains 0 . Let $D$ be a disk that intersects $\partial M$ and does not contain 0 , and suppose that 0 is not a periodic point of $q_{a}$ for any $a \in D$. Then $\left(q_{a}^{n}(0)\right)^{2} \neq a$ for all $a \in D$ and $n \in \mathbb{N}$. Let $\sqrt{a}$ be a branch of the inverse of $z \mapsto z^{2}$ defined on $D$, and define $f_{n}(a)=q_{a}^{n}(0) / \sqrt{a}$ for $n \in \mathbb{N}$ and $a \in D$. Then the family $\left\{f_{n}\right\}_{n \in \mathbb{N}}$ omits 0,1 , and $\infty$ on $D$, and is therefore normal in $D$. On the other hand, since $D$ intersects $\partial M$, it contains both points $a$ for which $f_{n}(a)$ is bounded and points $a$ for which $f_{n}(a) \rightarrow \infty$, and hence the family $\left\{f_{n}\right\}$ is not normal on $D$. Thus 0 must be periodic for $q_{a}$ for some $a \in D$.

Exercise 8.6.1. Prove by induction that if $|a|>2$, then $\left|q_{a}^{n}(0)\right| \geq$ $|a|(|a|-1)^{n-1}$ for $n \in \mathbb{N}$.

Exercise 8.6.2. Prove that the intersection of $M$ with the real axis is [-2, 1/4].

Exercise 8.6.3. Prove that the main cardioid is contained in $M$.
Exercise 8.6.4. Prove that the set of values $a$ in $\mathbb{C}$ for which $q_{a}$ has an attracting periodic point of period 2 is the disk of radius $1 / 4$ centered at -1 (it is tangent to the main cardioid). Prove that this set is contained in $M$.

## Measure-Theoretic Entropy

In this chapter, we give a short introduction to measure-theoretic entropy, also called metric entropy, for measure-preserving transformations. This invariant was introduced by A. Kolmogorov [Kol58], [Kol59] to classify Bernoulli automorphisms and developed further by Ya. Sinai [Sin59] for general measure-preserving dynamical systems. The measure-theoretic entropy has deep roots in thermodynamics, statistical mechanics, and information theory. We explain the interpretation of entropy from the perspective of information theory at the end of the first section.

### 9.1 Entropy of a Partition

Throughout this chapter $(X, \mathfrak{A}, \mu)$ is a Lebesgue space with $\mu(X)=1$. We use the notation of Chapter 4. A (finite) partition of $X$ is a finite collection $\zeta$ of essentially disjoint measurable sets $C_{i}$ (called elements or atoms of $\zeta$ ) whose union covers $X \bmod 0$. We say that a partition $\zeta^{\prime}$ is a refinement of $\zeta$ and write $\zeta \leq \zeta^{\prime}\left(\right.$ or $\left.\zeta^{\prime} \geq \zeta\right)$ if every element of $\zeta^{\prime}$ is contained $\bmod 0$ in an element of $\zeta$. Partitions $\zeta$ and $\zeta^{\prime}$ are equivalent if each is a refinement of the other. We will deal with equivalence classes of partitions. The common refinement $\zeta \vee \zeta^{\prime}$ of partitions $\zeta$ and $\zeta^{\prime}$ is the partition into intersections $C_{\alpha} \cap C_{\beta}^{\prime}$, where $C_{\alpha} \in \zeta$ and $C_{\beta}^{\prime} \in \zeta^{\prime}$; it is the smallest partition which is $\geq \zeta$ and $\zeta^{\prime}$. The intersection $\zeta \wedge \zeta^{\prime}$ is the largest measurable partition which is $\leq \zeta$ and $\zeta^{\prime}$. The trivial partition consisting of a single element $X$ is denoted by $\nu$.

Although many definitions and statements in this chapter hold for infinite partitions, we discuss only finite partitions.

For $A, B \subset X$, let $A \Delta B=(A \backslash B) \cup(B \backslash A)$. Let $\xi=\left\{C_{i}: 1 \leq i \leq m\right\}$ and $\eta=\left\{D_{j}: 1 \leq j \leq n\right\}$ be finite partitions. By adding null sets if necessary, we
may assume that $m=n$. Define

$$
d(\xi, \eta)=\min _{\sigma \in S_{m}} \sum_{i=1}^{m} \mu\left(C_{i} \Delta D_{\sigma(i)}\right),
$$

where the minimum is taken over all permutations of $m$ elements. The axioms of distance are satisfied by $d$ (Exercise 9.1.1).

Partitions $\zeta$ and $\zeta^{\prime}$ are independent, and we write $\zeta \perp \zeta^{\prime}$, if $\mu\left(C \cap C^{\prime}\right)=$ $\mu(C) \cdot \mu\left(C^{\prime}\right)$ for all $C \in \zeta$ and $C^{\prime} \in \zeta^{\prime}$.

For a transformation $T$ and partition $\xi=\left\{C_{1}, \ldots, C_{m}\right\}$, let $T^{-1}(\xi)=$ $\left\{T^{-1}\left(C_{1}\right), \ldots, T^{-1}\left(C_{m}\right)\right\}$.

To motivate the definition of entropy below, consider a Bernoulli automorphism of $\Sigma_{m}$ with probabilities $q_{i}>0, q_{1}+\cdots+q_{m}=1$ (see $\S 4.4$ ). Let $\xi$ be the partition of $\Sigma_{m}$ into $m$ sets $C_{i}=\left\{\omega \in \Sigma_{m}: \omega_{0}=i\right\}, \mu\left(C_{i}\right)=q_{i}$. Set $\eta_{n}=\bigvee_{k=0}^{n-1} \sigma^{-k}(\xi)$, and let $\eta_{n}(\omega)$ denote the element of $\eta_{n}$ containing $\omega$. For $\omega \in \Sigma_{m}$, let $f_{i}^{n}(\omega)$ be the relative frequency of symbol $i$ in the word $\omega_{1} \ldots \omega_{n}$. Since $\sigma$ is ergodic with respect to $\mu$, by the Birkhoff ergodic theorem 4.5.5, for every $\epsilon>0$ there are $N \in \mathbb{N}$ and a subset $A_{\epsilon} \subset \Sigma_{m}$ with $\mu\left(A_{\epsilon}\right)>1-\epsilon$ such that $\left|f_{i}^{n}(\omega)-q_{i}\right|<\epsilon$ for each $\omega \in A_{\epsilon}$ and $n \geq N$. Therefore, if $\omega \in A_{\epsilon}$, then

$$
\mu\left(\eta_{n}(\omega)\right)=\prod_{i=1}^{m} q_{i}^{\left(q_{i}+\epsilon_{i}\right) n}=2^{n \sum_{i=1}^{m}\left(q_{i}+\epsilon_{i}\right) \log q_{i}},
$$

where $\left|\epsilon_{i}\right|<\epsilon$, and from now on $\log$ denotes logarithm base 2 with $0 \log 0=$ 0 . It follows that for $\mu$-a.e. $\omega \in \Sigma_{m}$

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \mu\left(\eta_{n}(\omega)\right)=\sum_{i=1}^{m} q_{i} \log q_{i}
$$

and hence the number of elements of $\eta_{n}$ with approximately correct frequency of symbols $1, \ldots, m$ grows exponentially as $2^{\text {nh }}$, where $h=$ $-\sum_{i=1}^{m} q_{i} \log q_{i}$.

For a partition $\zeta=\left\{C_{1}, \ldots, C_{n}\right\}$ define the entropy of $\zeta$ by

$$
H(\zeta)=-\sum_{i=1}^{n} \mu\left(C_{i}\right) \log \mu\left(C_{i}\right)
$$

(recall that $0 \log 0=0$ ). Note that $-x \log x$ is a strictly concave continuous function on [0, 1], i.e., if $x_{i} \geq 0, \lambda_{i} \geq 0, i=1, \ldots, n$, and $\sum_{i} \lambda_{i}=1$, then

$$
\begin{equation*}
-\left(\sum_{i=1}^{n} \lambda_{i} x_{i}\right) \cdot \log \sum_{i=1}^{n} \lambda_{i} x_{i} \geq-\sum_{i=1}^{n} \lambda_{i} x_{i} \log x_{i} \tag{9.1}
\end{equation*}
$$

with equality if and only if all $x_{i} \mathrm{~s}$ are equal. For $x \in X$, let $m(x, \zeta)$ denote the measure of the element of $\zeta$ containing $x$. Then

$$
H(\zeta)=-\int_{X} \log m(x, \zeta) d \mu
$$

PROPOSITION 9.1.1. Let $\xi$ and $\eta$ be finite partitions. Then

1. $H(\xi) \geq 0$, and $H(\xi)=0$ if and only if $\xi=\nu$;
2. if $\xi \leq \eta$, then $H(\xi) \leq H(\eta)$, and equality holds if and only if $\xi=\eta$;
3. if $\xi$ has $n$ elements, then $H(\xi) \leq \log n$, and equality holds if and only if each element of $\xi$ has measure $1 / n$;
4. $H(\xi \vee \eta) \leq H(\xi)+H(\eta)$ with equality if and only if $\xi \perp \eta$.

Proof. We leave the first three statements as exercises (Exercise 9.1.2). To prove the last statement, let $\mu_{i}, v_{j}$, and $\kappa_{i j}$ be the measures of the elements of $\xi, \eta$, and $\xi \vee \eta$, respectively, so that $\sum_{j} \kappa_{i j}=\mu_{i}$ and $\sum_{i} \kappa_{i j}=v_{j}$. It follows from (9.1) that

$$
-v_{j} \log v_{j} \geq-\sum_{i} \mu_{i} \frac{\kappa_{i j}}{\mu_{i}} \cdot \log \frac{\kappa_{i j}}{\mu_{i}}=-\sum_{i} \kappa_{i j} \log \kappa_{i j}+\sum_{i} \kappa_{i j} \log \mu_{i},
$$

and summation over $j$ finishes the proof of the inequality. The equality is achieved if and only if $x_{i}=\kappa_{i j} / \mu_{i}$ does not depend on $i$ for each $j$, which is equivalent to the independence of $\xi$ and $\eta$.

The entropy of a partition has a natural interpretation as the "average information of the elements of the partition." For example, suppose $X$ represents the set of all possible outcomes of an experiment, and $\mu$ is the probability distribution of the outcomes. To extract information from the experiment, we devise a measuring scheme that effectively partitions $X$ into finitely many observable subsets, or events, $C_{1}, C_{2}, \ldots, C_{n}$. We define the information of an event $C$ to be $I(C)=-\log \mu(C)$. This is a natural choice given that the information should have the following properties:

1. The information is a non-negative and decreasing function of the probability of an event; the lower the probability of an event, the greater the informational content of observing that event.
2. The information of the trivial event $X$ is 0 .
3. For independent events $C$ and $D$, the information is additive, i.e., $I(C \cap D)=I(C)+I(D)$.

Up to a constant, $-\log \mu(C)$ is the only such function.

With this definition of information, the entropy of a partition is simply the average information of the elements of the partition.

Exercise 9.1.1. Prove: (i) $d(\xi, \eta) \geq 0$ with equality if and only if $\xi=\eta \bmod 0$ and (ii) $d(\xi, \zeta) \leq d(\xi, \eta)+d(\eta, \zeta)$.

Exercise 9.1.2. Prove the first three statements of Proposition 9.1.1.
Exercise 9.1.3. For $n \in \mathbb{N}$, let $\mathcal{P}_{n}$ be the the space of equivalence classes of finite partitions with $n$ elements with metric $d$. Prove that the entropy is a continuous function on $\mathcal{P}_{n}$.

### 9.2 Conditional Entropy

For measurable subsets $C, D \subset X$ with $\mu(D)>0$, set $\mu(C \mid D)=\mu(C \cap D) /$ $\mu(D)$. Let $\xi=\left\{C_{i}: i \in I\right\}$ and $\eta=\left\{D_{j}: j \in J\right\}$ be partitions. The conditional entropy of $\xi$ with respect to $\eta$ is defined by the formula

$$
H(\xi \mid \eta)=-\sum_{j \in J} \mu\left(D_{j}\right) \sum_{i \in I} \mu\left(C_{i} \mid D_{j}\right) \log \mu\left(C_{i} \mid D_{j}\right)
$$

The quantity $H(\xi \mid \eta)$ is the average entropy of the partition induced by $\xi$ on an element of $\eta$. If $C(x) \in \xi$ and $D(x) \in \eta$ are the elements containing $x$, then

$$
H(\xi \mid \eta)=-\int_{X} \log \mu(C(x) \mid D(x)) d \mu
$$

The following proposition gives several simple properties of conditional entropy.

PROPOSITION 9.2.1. Let $\xi, \eta$, and $\zeta$ be finite partitions. Then

1. $H(\xi \mid \eta) \geq 0$ with equality if and only if $\xi \leq \eta$;
2. $H(\xi \mid \boldsymbol{\nu})=H(\xi)$;
3. if $\eta \leq \zeta$, then $H(\xi \mid \eta) \geq H(\xi \mid \zeta)$;
4. if $\eta \leq \zeta$, then $H(\xi \vee \eta \mid \zeta)=H(\xi \mid \zeta)$;
5. if $\xi \leq \eta$, then $H(\xi \mid \zeta) \leq H(\eta \mid \zeta)$ with equality if and only if $\xi \vee \zeta=$ $\eta \vee \zeta ;$
6. $H(\xi \vee \eta \mid \zeta)=H(\xi \mid \zeta)+H(\eta \mid \xi \vee \zeta)$ and $H(\xi \vee \eta)=H(\xi)+H(\eta \mid \xi)$;
7. $H(\xi \mid \eta \vee \zeta) \leq H(\xi \mid \zeta)$;
8. $H(\xi \mid \eta) \leq H(\xi)$ with equality if and only if $\xi \perp \eta$.

Proof. To prove part 6 , let $\xi=\left\{A_{i}\right\}, \eta=\left\{B_{j}\right\}, \zeta=\left\{C_{k}\right\}$. Then

$$
\begin{aligned}
H(\xi \vee \eta \mid \zeta)= & -\sum_{i, j, k} \mu\left(A_{i} \cap B_{j} \cap C_{k}\right) \cdot \log \frac{\mu\left(A_{i} \cap B_{j} \cap C_{k}\right)}{\mu\left(C_{k}\right)} \\
= & -\sum_{i, j, k} \mu\left(A_{i} \cap B_{j} \cap C_{k}\right) \log \frac{\mu\left(A_{i} \cap C_{k}\right)}{\mu\left(C_{k}\right)} \\
& -\sum_{i, j, k} \mu\left(A_{i} \cap B_{j} \cap C_{k}\right) \log \frac{\mu\left(A_{i} \cap B_{j} \cap C_{k}\right)}{\mu\left(A_{i} \cap C_{k}\right)} \\
= & H(\xi \mid \zeta)+H(\eta \mid \xi \vee \zeta),
\end{aligned}
$$

and the first equality follows. The second equality follows from the first one with $\zeta=\nu$.

The remaining statements of Proposition 9.2.1 are left as exercises (Exercise 9.2.1).

For finite partitions $\xi$ and $\eta$, define

$$
\rho(\xi, \eta)=H(\xi \mid \eta)+H(\eta \mid \xi) .
$$

The function $\rho$, which is called the Rokhlin metric, defines a metric on the space of equivalence classes of partitions (Exercise 9.2.2).

PROPOSITION 9.2.2. For every $\epsilon>0$ and $m \in \mathbb{N}$ there is $\delta>0$ such that if $\xi$ and $\eta$ are finite partitions with at most $m$ elements and $d(\xi, \eta)<\delta$, then $\rho(\xi, \eta)<\epsilon$.
Proof ([KH95], Proposition 4.3.5). Let partitions, $\xi=\left\{C_{i}: 1 \leq i \leq m\right\}, \eta=$ $\left\{D_{i}: 1 \leq i \leq m\right\}$ satisfy $d(\xi, \eta)=\sum_{i=1}^{m} \mu\left(C_{i} \triangle D_{i}\right)=\delta$. We will estimate $H(\eta \mid \xi)$ in terms of $\delta$ and $m$.

If $\mu\left(C_{i}\right)>0$, set $\alpha_{i}=\mu\left(C_{i} \backslash D_{i}\right) / \mu\left(C_{i}\right)$. Then

$$
-\mu\left(C_{i} \cap D_{i}\right) \log \frac{\mu\left(C_{i} \cap D_{i}\right)}{\mu\left(C_{i}\right)} \leq-\mu\left(C_{i}\right)\left(1-\alpha_{i}\right) \log \left(1-\alpha_{i}\right)
$$

and, by Proposition 9.1.1(3) applied to the partition of $C_{i} \backslash D_{i}$ induced by $\eta$,

$$
-\sum_{j \neq i} \mu\left(C_{i} \cap D_{j}\right) \log \frac{\mu\left(C_{i} \cap D_{j}\right)}{\mu\left(C_{i}\right)} \leq-\mu\left(C_{i}\right) \alpha_{i}\left(\log \alpha_{i}-\log (m-1)\right) .
$$

Therefore, since $\log x$ is concave,

$$
\begin{aligned}
& -\sum_{j} \mu\left(C_{i} \cap D_{j}\right) \log \frac{\mu\left(C_{i} \cap D_{j}\right)}{\mu\left(C_{i}\right)} \\
& \quad \leq \mu\left(C_{i}\right)\left(\left(1-\alpha_{i}\right) \log \frac{1}{1-\alpha_{i}}+\alpha_{i} \log \frac{m-1}{\alpha_{i}}\right) \leq \mu\left(C_{i}\right) \log m .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
H(\eta \mid \xi) \leq & \sum_{\mu\left(C_{i}\right)<\sqrt{\delta}} \mu\left(C_{i}\right) \log m \\
& +\sum_{\mu\left(C_{i}\right) \geq \sqrt{\delta}} \mu\left(C_{i}\right)\left(-\left(1-\alpha_{i}\right) \log \left(1-\alpha_{i}\right)-\alpha_{i} \log \alpha_{i}+\alpha_{i} \log (m-1)\right) .
\end{aligned}
$$

The first term does not exceed $\sqrt{\delta} m \log m$. To estimate the second term, observe that $\alpha_{i} \mu\left(C_{i}\right) \leq \delta$. Hence, if $\mu\left(C_{i}\right) \geq \sqrt{\delta}$, then $\alpha_{i} \leq \sqrt{\delta}$. Since the function $f(x)=-x \log x-(1-x) \log (1-x)$ is increasing on $(0,1 / 2)$, for small $\delta$ the second term does not exceed $f(\sqrt{\delta})+\sqrt{\delta} \log (m-1)$, and

$$
H(\eta \mid \xi) \leq f(\sqrt{\delta})+\sqrt{\delta}(m \log m+\log (m-1)) .
$$

Since $f(x) \rightarrow 0$ as $x \rightarrow 0$, the proposition follows.
Exercise 9.2.1. Prove the remaining statements of Proposition 9.2.1.
Exercise 9.2.2. Prove that (i) $\rho(\xi, \eta) \geq 0$ with equality if and only if $\xi=$ $\eta \bmod 0$ and (ii) $\rho(\xi, \zeta) \leq \rho(\xi, \eta)+\rho(\eta, \zeta)$.

### 9.3 Entropy of a Measure-Preserving Transformation

Let $T$ be a measure-preserving transformation of a measure space $(X, \mathfrak{A}, \mu)$ and $\zeta=\left\{C_{\alpha}: \alpha \in I\right\}$ be a partition of $X$ with finite entropy. For $k, n \in \mathbb{N}$, set $T^{-k}(\zeta)=\left\{T^{-k}\left(C_{\alpha}\right): \alpha \in I\right\}$ and

$$
\zeta^{n}=\zeta \vee T^{-1}(\zeta) \vee \cdots \vee T^{-n+1}(\zeta)
$$

Since $H\left(T^{-k}(\zeta)\right)=H(\zeta)$ and $H(\xi \vee \eta) \leq H(\xi)+H(\eta)$, we have that $H\left(\zeta^{m+n}\right) \leq H\left(\zeta^{m}\right)+H\left(\zeta^{n}\right)$. By subadditivity (Exercise 2.5.3), the limit

$$
h(T, \zeta)=\lim _{n \rightarrow \infty} \frac{1}{n} H\left(\zeta^{n}\right)
$$

exists, and is called the metric (or measure-theoretic) entropy of $T$ relative to $\zeta$. Note that $h(T, \zeta) \leq H(\zeta)$.

PROPOSITION 9.3.1. $h(T, \zeta)=\lim _{n \rightarrow \infty} H\left(\zeta \mid T^{-1}\left(\zeta^{n}\right)\right)$.

Proof. Since $H(\xi \mid \eta) \geq H(\xi \mid \zeta)$ for $\eta \leq \zeta$, the sequence $H\left(\zeta \mid T^{-1}\left(\zeta^{n}\right)\right)$ is non-increasing in $n$. Since $H\left(T^{-1} \xi\right)=H(\xi)$ and $H(\xi \vee \eta)=H(\xi)+H(\eta \mid \xi)$, we get

$$
\begin{aligned}
H\left(\zeta^{n}\right) & =H\left(T^{-1}\left(\zeta^{n-1}\right) \vee \zeta\right)=H\left(\zeta^{n-1}\right)+H\left(\zeta \mid T^{-1}\left(\zeta^{n-1}\right)\right) \\
& =H\left(\zeta^{n-2}\right)+H\left(\zeta \mid T^{-1}\left(\zeta^{n-2}\right)\right)+H\left(\zeta \mid T^{-1}\left(\zeta^{n-1}\right)\right)=\cdots \\
& =H(\zeta)+\sum_{k=1}^{n-1} H\left(\zeta \mid T^{-1}\left(\zeta^{k}\right)\right) .
\end{aligned}
$$

Dividing by $n$ and passing to the limit as $n \rightarrow \infty$ finishes the proof.
Proposition 9.3.1 means that $h(T, \zeta)$ is the average information added by the present state on condition that all past states are known.

PROPOSITION 9.3.2. Let $\xi$ and $\eta$ be finite partitions. Then

1. $h\left(T, T^{-1}(\xi)\right)=h(T, \xi)$; if $T$ is invertible, then $h(T, T(\xi))=h(T, \xi)$;
2. $h(T, \xi)=h\left(T, \bigvee_{i=0}^{n} T^{-i}(\xi)\right)$ for $n \in \mathbb{N}$; if $T$ is invertible, then $h(T, \xi)=h\left(T, \bigvee_{i=-n}^{n} T^{-i}(\xi)\right)$ for $n \in \mathbb{N}$;
3. $h(T, \xi) \leq h(T, \eta)+H(\xi \mid \eta)$; if $\xi \leq \eta$, then $h(T, \xi) \leq h(T, \eta)$;
4. $|h(T, \xi)-h(T, \eta)| \leq \rho(\xi, \eta)=H(\xi \mid \eta)+H(\eta \mid \xi)$ (the Rokhlin inequality);
5. $h(T, \xi \vee \eta) \leq h(T, \xi)+h(T, \eta)$;

Proof. To prove statement 3 observe that, by the second statement of Proposition 9.2.1(6), $H\left(\xi^{n}\right) \leq H\left(\xi^{n} \vee \eta^{n}\right)=H\left(\eta^{n}\right)+H\left(\xi^{n} \mid \eta^{n}\right)$. We apply Proposition 9.2.1(6) $n$ times to get

$$
\begin{aligned}
H\left(\xi^{n} \mid \eta^{n}\right) & =H\left(\xi \vee T^{-1}\left(\xi^{n-1}\right) \mid \eta^{n}\right)=H\left(\xi \mid \eta^{n}\right)+H\left(T^{-1}\left(\xi^{n-1}\right) \mid \xi \vee \eta^{n}\right) \\
& \leq H(\xi \mid \eta)+H\left(T^{-1}\left(\xi^{n-1}\right) \mid \eta^{n}\right) \\
& \leq H(\xi \mid \eta)+H\left(T^{-1}(\xi) \mid T^{-1}(\eta)\right)+H\left(T^{-2}\left(\xi^{n-2}\right) \mid \eta^{n}\right) \\
& \vdots \\
& \leq n H(\xi \mid \eta) .
\end{aligned}
$$

Therefore

$$
\frac{1}{n} H\left(\xi^{n}\right) \leq \frac{1}{n} H\left(\eta^{n}\right)+H(\xi \mid \eta),
$$

and statement 3 follows.
The remaining statements of Proposition 9.3.2 are left as exercises (Exercise 9.3.2).

The metric (or measure-theoretic) entropy is the supremum of the entropies $h(T, \zeta)$ over all finite measurable partitions $\zeta$ of $X$.

If two measure-preserving transformations are isomorphic (i.e., if there exists a measure-preserving conjugacy), then their measure-theoretic entropies are equal. If the entropies are different, the transformations are not isomorphic.

We will need the following lemma.
LEMMA 9.3.3. Let $\eta$ be a finite partition, and let $\zeta_{n}$ be a sequence of finite partitions such that $d\left(\zeta_{n}, \eta\right) \rightarrow 0$. Then there are finite partitions $\xi_{n} \leq \zeta_{n}$ such that $H\left(\eta \mid \xi_{n}\right) \rightarrow 0$.
Proof. Let $\eta=\left\{D_{j}: 1 \leq j \leq m\right\}$. For each $j$ choose a sequence $C_{j}^{n} \in \zeta_{n}$ such that $\mu\left(D_{j} \triangle C_{j}^{n}\right) \rightarrow 0$. Let $\xi_{n}$ consist of $C_{j}^{n}, 1 \leq j \leq m$, and $C_{m+1}^{n}=$ $X \backslash \bigcup_{j+1}^{m} C_{j}^{n}$. Then $\mu\left(C_{j}^{n}\right) \rightarrow \mu\left(D_{j}\right)$ and $\mu\left(C_{m+1}^{n}\right) \rightarrow 0$. We have

$$
\begin{aligned}
H\left(\eta \mid \xi_{n}\right)= & -\sum_{i=1}^{m} \mu\left(C_{i}^{n} \cap D_{i}\right) \cdot \log \frac{\mu\left(C_{i}^{n} \cap D_{i}\right)}{\mu\left(C_{i}^{n}\right)} \\
& -\sum_{j=1}^{m} \mu\left(C_{m+1}^{n} \cap D_{j}\right) \cdot \log \frac{\mu\left(C_{m+1}^{n} \cap D_{j}\right)}{\mu\left(C_{m+1}^{n}\right)} \\
& -\sum_{i=1}^{m} \sum_{j \neq i} \mu\left(C_{i}^{n} \cap D_{j}\right) \cdot \log \frac{\mu\left(C_{i}^{n} \cap D_{j}\right)}{\mu\left(C_{i}^{n}\right)} .
\end{aligned}
$$

The first sum tends to 0 because $\mu\left(C_{i}^{n} \cap D_{i}\right) \rightarrow \mu\left(C_{i}^{n}\right)$. The second and third sums tend to 0 because $\mu\left(C_{i}^{n} \cap D_{j}\right) \rightarrow 0$ for $j \neq i$.

A sequence $\left(\zeta_{n}\right)$ of finite partitions is called refining if $\zeta_{n+1} \geq \zeta_{n}$ for $n \in \mathbb{N}$.
A sequence $\left(\zeta_{n}\right)$ of finite partitions is called generating if for every finite partition $\xi$ and every $\delta>0$ there is $n_{0} \in \mathbb{N}$ such that for every $n \geq n_{0}$ there is a partition $\xi_{n}$ with $\xi_{n} \leq \bigvee_{i=1}^{n} \zeta_{i}$ and $d\left(\xi_{n}, \xi\right)<\delta$, or equivalently if every measurable set can be approximated by a union of elements of $\bigvee_{i=1}^{n} \zeta_{i}$ for a large enough $n$.

Every Lebesgue space has a generating sequence of finite partitions (Exercise 9.3.3). If $X$ is a compact metric space with a non-atomic Borel measure $\mu$, then a sequence of finite partitions $\zeta_{n}$ is generating if the maximal diameter of elements of $\zeta_{n}$ tends to 0 as $n \rightarrow \infty$ (Exercise 9.3.4).

PROPOSITION 9.3.4. If $\left(\zeta_{n}\right)$ is a refining and generating sequence of finite partitions, then $h(T)=\lim _{n \rightarrow \infty} h\left(T, \zeta_{n}\right)$.
Proof. Let $\xi$ be a partition of $X$ with $m$ elements. Fix $\epsilon>0$. Since $\left(\zeta_{n}\right)$ is a refining and generating, for every $\delta>0$ there is $n \in \mathbb{N}$ and a partition $\xi_{n}$
with $m$ elements such that $\xi_{n} \leq \bigvee_{i=1}^{n} \zeta_{i}$ and $d\left(\xi_{n}, \xi\right)<\delta$. By Proposition 9.2.2,

$$
\rho\left(\xi, \zeta_{n}\right)=H\left(\xi \mid \zeta_{n}\right)+H\left(\zeta_{n} \mid \xi\right)<\epsilon .
$$

By the Rokhlin inequality (Proposition 9.3.2(4)), $h(T, \xi)<h\left(T, \zeta_{n}\right)+\epsilon$.

A (one-sided) generator for a non-invertible measure-preserving transformation $T$ is a finite partition $\xi$ such that the sequence $\xi^{n}=\bigvee_{k=0}^{n} T^{-k}(\xi)$ is generating. For an invertible $T$, a (two-sided) generator is a finite partition $\xi$ such that the sequence $\bigvee_{k=-n}^{n} T^{k}(\xi)$ is generating. Equivalently, $\xi$ is a generator if for any finite partition $\eta$ there are partitions $\zeta_{n} \leq \bigvee_{k=0}^{n} T^{-k}(\xi)$ (or $\zeta_{n} \leq \bigvee_{k=-n}^{n} T^{k}(\xi)$ ) such that $d\left(\zeta_{n}, \eta\right) \rightarrow 0$.

The following corollary of Proposition 9.3.4 allows one to calculate the entropy of many measure-preserving transformations.

THEOREM 9.3.5 (Kolmogorov-Sinai). Let $\xi$ be a generator for T. Then $h(T)=h(T, \xi)$.
Proof. We consider only the non-invertible case. Let $\eta$ be a finite partition. Since $\xi$ is a generator, there are partitions $\zeta_{n} \leq \bigvee_{i=0}^{n} T^{-i}(\xi)$ such that $d\left(\zeta_{n}, \eta\right) \rightarrow 0$. By Lemma 9.3.3 for any $\delta>0$ there is $n \in \mathbb{N}$ and a partition $\xi_{n} \leq \zeta_{n} \leq \bigvee_{i=0}^{n} T^{-i}(\xi)$ with $H\left(\xi_{n} \mid \eta\right)<\delta$. By statements 3,5 , and 2 of Proposition 9.3.2,

$$
h(T, \eta) \leq h\left(T, \xi_{n}\right)+H\left(\eta \mid \xi_{n}\right) \leq h\left(T, \bigvee_{i=0}^{n} T^{-i}(\xi)\right)+\delta=h(T, \xi)+\delta
$$

PROPOSITION 9.3.6. Let $T$ and $S$ be measure-preserving transformations of measure spaces $(X, \mathfrak{A}, \mu)$ and $(Y, \mathfrak{B}, v)$, respectively.

1. $h\left(T^{k}\right)=k h(T)$ for every $k \in \mathbb{N}$; if $T$ is invertible, then $h\left(T^{-1}\right)=h(T)$ and $h\left(T^{k}\right)=|k| h(T)$ for every $k \in \mathbb{Z}$.
2. If $T$ is a factor of $S$, then $h_{\mu}(T) \leq h_{\nu}(S)$.
3. $h_{\mu \times v}(T \times S)=h_{\mu}(T)+h_{v}(S)$.

Proof. To prove statement 3 , consider refining and generating sequences of partitions $\xi_{k}$ and $\eta_{k}$ in $X$ and $Y$, respectively. Then

$$
\zeta_{k}=\left(\xi_{k} \times \nu\right) \vee\left(\mu \times \eta_{k}\right)
$$

is a refining and generating sequence in $X \times Y$. Since

$$
\zeta_{k}^{n}=\left(\xi_{k}^{n} \times \nu\right) \vee\left(\mu \times \eta_{k}^{n}\right) \quad \text { and } \quad\left(\xi_{k}^{n} \times \nu\right) \perp\left(\mu \times \eta_{k}^{n}\right),
$$

we obtain, by Proposition 9.1.1 and Proposition 9.3.4, that

$$
h(T \times S)=\lim _{k \rightarrow \infty} \lim _{n \rightarrow \infty} \frac{1}{n} H\left(\zeta_{k}^{n}\right) \lim _{k \rightarrow \infty} \lim _{n \rightarrow \infty} \frac{1}{n}\left(H\left(\xi_{k}^{n}\right)+H\left(\eta_{k}^{n}\right)\right)=h(T)+h(S)
$$

The first two statements are left as exercises (Exercise 9.3.6).
Let $T$ be a measure-preserving transformation of a probability space $(X, \mathfrak{A}, \mu)$, and $\zeta$ a finite partition. As before, let $m\left(x, \zeta^{n}\right)$ be the measure of the element of $\zeta^{n}$ containing $x \in X$. The amount of information conveyed by the fact that $x$ lies in a particular element of $\zeta^{n}$ (or that the points $x, T(x), \ldots, T^{n-1}(x)$ lie in particular elements of $\left.\zeta\right)$ is $I_{\zeta^{n}}(x)=-\log$ $\times m\left(x, \zeta^{n}\right)$. A proof of the following theorem can be found in [Pet89] or [Mañ88].

THEOREM 9.3.7 (Shannon-McMillan-Breiman). Let $T$ be an ergodic measure-preserving transformation of a probability space $(X, \mathfrak{A}, \mu)$, and $\zeta$ a finite partition. Then

$$
\lim _{n \rightarrow \infty} \frac{1}{n} I_{\zeta^{n}}(x)=h(T, \zeta) \quad \text { for a.e. } x \in X \text { and in } L^{1}(X, \mathfrak{A}, \mu) .
$$

Theorem 9.3.7 implies that, for a typical point $x \in X$, the information $I_{\zeta^{n}}(x)$ grows asymptotically as $n \cdot h(T, \zeta)$ and the measure $m\left(x, \zeta^{n}\right)$ decays exponentially as $e^{-n h(T, \zeta)}$. The proof of the following corollary is left as an exercise (Exercise 9.3.8).

COROLLARY 9.3.8. Let $T$ be an ergodic measure-preserving transformation of a probability space $(X, \mathfrak{A}, \mu)$, and $\zeta$ a finite partition. Then for every $\epsilon>0$ there is $n_{0} \in \mathbb{N}$ and for every $n \geq n_{0}$ a subset $S_{n}$ of the elements of $\zeta^{n}$ such that the total measure of the elements from $S_{n}$ is $\geq 1-\epsilon$ and for each element $C \in S_{n}$

$$
-n(h(T, \zeta)+\epsilon)<\log \mu(C)<-n(h(T, \zeta)-\epsilon) .
$$

Exercise 9.3.1. Let $T$ be a measure-preserving transformation of a nonatomic measure space $(X, \mathfrak{A}, \mu)$. For a finite partition $\xi$ and $x \in X$, let $\xi_{n}(x)$ be the element of $\xi^{n}$ containing $x$. Prove that $\mu\left(\xi^{n}(x)\right) \rightarrow 0$ as $n \rightarrow \infty$ for a.e. $x$ and every non-trivial finite partition $\xi$ if and only if all powers $T^{n}, n \in \mathbb{N}$, are ergodic.

Exercise 9.3.2. Prove the remaining statements of Proposition 9.3.2.
Exercise 9.3.3. Prove that every Lebesgue space has a generating sequence of partitions.

Exercise 9.3.4. If $\zeta$ is a partition of a finite metric space, then we define the diameter of $\zeta$ to be $\operatorname{diam}(\zeta)=\sup _{C \in \zeta} \operatorname{diam}(C)$. Prove that a sequence $\left(\zeta_{n}\right)$ of finite partitions of a compact metric space $X$ with a non-atomic Borel measure $\mu$ is generating if the diameter of $\zeta_{n}$ tends to 0 as $n \rightarrow \infty$.

Exercise 9.3.5. Suppose a measure-preserving transformation $T$ has a generator with $k$ elements. Prove that $h(T) \leq \log k$.

Exercise 9.3.6. Prove the first two statements of Proposition 9.3.6.
Exercise 9.3.7. Show that if an invertible transformation $T$ has a one-sided generator, then $h(T)=0$.

Exercise 9.3.8. Prove Corollary 9.3.8.

### 9.4 Examples of Entropy Calculation

Let ( $X, d$ ) be a compact metric space, and $\mu$ a non-atomic Borel measure on $X$. By Exercise 9.3.4, any sequence of finite partitions whose diameter tends to 0 is generating. We will use this fact repeatedly in computing the metric entropy of some topological maps.

Rotations of $\boldsymbol{S}^{1}$. Let $\lambda$ be the Lebesgue measure on $S^{1}$. If $\alpha$ is rational, then $R_{\alpha}^{n}=$ Id for some $n$, so $h_{\lambda}\left(R_{\alpha}\right)=(1 / n) h_{\lambda}\left(R_{\alpha}^{n}\right)=(1 / n) h_{\lambda}(\mathrm{Id})=0$. If $\alpha$ is irrational, let $\xi_{N}$ be a partition of $S^{1}$ into $N$ intervals of equal length. Then $\xi_{N}^{n}$ consists of $n N$ intervals, so $H\left(\xi_{N}^{n}\right) \leq \log n N$. Thus $h\left(R_{\alpha}, \xi_{N}\right) \leq \lim _{n->\infty}$ $(\log n N) / n=0$. The collection of partitions $\xi_{N}, N \in \mathbb{N}$, is clearly generating, so $h\left(R_{\alpha}\right)=0$.

This result can also be deduced from Exercise 9.3 .7 by noting that every forward semiorbit is dense, so any non-trivial partition is a one-sided generator for $R_{\alpha}$.

Expanding Maps. The partition

$$
\xi=\{[0,1 / k),[1 / k, 2 / k), \ldots,[(k-1) / k, 1)\}
$$

is a generator for the expanding map $E_{k}: S^{1} \rightarrow S^{1}$, since the elements of $\xi^{n}$ are of the form $\left[i / k^{n},(i+1) / k^{n}\right)$. We have

$$
H\left(\xi^{n}\right)=-\sum \frac{1}{|k|^{n}} \log \left(\frac{1}{|k|^{n}}\right)=n \log |k|,
$$

so $h_{\lambda}\left(E_{k}\right)=\log |k|$.

Shifts. Let $\sigma: \Sigma_{m} \rightarrow \Sigma_{m}$ be the one or two-sided shift on $m$ symbols, and let $p=\left(p_{1}, \ldots, p_{m}\right)$ be a non-negative vector with $\sum_{i=1}^{m} p_{i}=1$. The vector $p$ defines a measure on the alphabet $\{1,2, \ldots, m\}$. The associated product measure $\mu_{p}$ on $\Sigma_{m}$ is called a Bernoulli measure. For a cylinder set, we have

$$
\mu_{p}\left(C_{j_{1}, \ldots, j_{k}}^{n_{1}, \ldots, n_{k}}\right)=\prod_{i=1}^{k} p_{j_{i}} .
$$

Let $\xi=\left\{C_{i}^{0}: j=1, \ldots, m\right\}$. Then $\xi$ is a (one- or two-sided) generator for $\sigma$, since $\operatorname{diam}\left(\bigvee_{i=0}^{m} \sigma^{i} \xi\right) \rightarrow 0$ with respect to the metric $d\left(\omega, \omega^{\prime}\right)=2^{-l}$, where $l=\min \left\{|i|: \omega_{i} \neq \omega_{i}^{\prime}\right\}$. Thus

$$
h_{\mu_{p}}(\sigma)=h_{\mu_{p}}(\sigma, \xi)=\lim _{n \rightarrow \infty} \frac{1}{n} H\left(\bigvee_{i=0}^{m} \sigma^{-i} \xi\right)
$$

For $i \neq j, \sigma^{i} \xi$ and $\sigma^{j} \xi$ are independent, so

$$
H\left(\bigvee_{i=0}^{m} \sigma^{-i} \xi\right)=n H(\xi)
$$

Thus $h_{\mu_{p}}(\sigma)=H(\xi)=-\sum p_{i} \log p_{i}$.
Recall that the topological entropy of $\sigma$ is $\log m$. Thus the metric entropy of $\sigma$ with respect to any Bernoulli measure is less than or equal to the topological entropy, and equality holds if and only if $p=(1 / n, \ldots, 1 / n)$.

We next calculate the metric entropy of $\sigma$ with respect to the Markov measures defined in §4.4. Let $A$ be an irreducible $m \times m$ stochastic matrix, and $q$ the unique positive left eigenvector whose entries sum to 1 . Recall that for the measure $P=P_{A, q}$, the measure of a cylinder set is

$$
P\left(C_{j_{0}, j_{1}, \ldots, j_{k}}^{n, n+1, \ldots, n+k}\right)=q_{j_{0}} \prod_{i=0}^{k-1} A_{j_{i} j_{i+1}} .
$$

By Proposition 9.3.1, we have $h_{P}(\sigma, \xi)=\lim _{n \rightarrow \infty} H\left(\xi \mid \sigma^{-1}\left(\xi^{n}\right)\right)$. By definition,

$$
H\left(\xi \mid \sigma^{-1}\left(\xi^{n}\right)\right)=-\sum_{C \in \xi, D \in \sigma^{-1}\left(\xi^{n}\right)} P(C \cap D) \log \frac{P(C \cap D)}{P(D)} .
$$

For $C=C_{j_{0}}^{0} \in \xi$ and $D=C_{j_{1}, \ldots, j_{n}}^{1, \ldots, n} \in \sigma^{-1}\left(\xi^{n}\right)$, we have

$$
P(C \cap D)=q_{j_{0}} \prod_{i=0}^{n-1} A_{j_{i} j_{i+1}} \quad \text { and } \quad P(D)=q_{j_{1}} \prod_{i=1}^{n-1} A_{j_{i} j_{i+1}} .
$$

Thus

$$
\begin{align*}
H\left(\xi \mid \sigma^{-1}\left(\xi^{n}\right)\right) & =-\sum_{j_{0}, j_{1}, \ldots, j_{n}=1}^{m} q_{j_{0}} \prod_{i=1}^{n-1} A_{j_{i}, j_{i+1}} \log \left(\frac{q_{j_{0}} A_{j_{0}, j_{1}}}{q_{j_{1}}}\right) \\
& =-\sum_{j_{0}, j_{1}, \ldots, j_{n}=1}^{m} q_{j_{0}} \prod_{i=1}^{n-1} A_{j_{i}, j_{i+1}}\left(\log A_{j_{0}, j_{1}}+\log q_{j_{0}}-\log q_{j_{1}}\right) \tag{9.2}
\end{align*}
$$

Using the identities $\sum_{i=1}^{n} q_{i} A_{i, k}=q_{k}$ and $\sum_{k=1}^{n} A_{i, k}=1$, we find that

$$
\begin{align*}
\sum_{j_{0}, j_{1}, \ldots, j_{n}} q_{j_{0}} \prod_{i=0}^{n-1} A_{j_{i}, j_{i+1}} \log A_{j_{0}, j_{1}} & =\sum_{j_{0}, j_{1}} q_{j_{0}} A_{j_{0}, j_{1}} \log A_{j_{0}, j_{1}},  \tag{9.3}\\
\sum_{j_{0}, j_{1}, \ldots, j_{n}} q_{j_{0}} \prod_{i=0}^{n-1} A_{j_{i}, j_{i+1}} \log q_{j_{0}} & =\sum_{j_{0}} q_{0} \log q_{j_{0}}  \tag{9.4}\\
\sum_{j_{0}, j_{1}, \ldots, j_{n}=1}^{m} q_{j_{0}} \prod_{i=1}^{n-1} A_{j_{i}, j_{i+1}} \log q_{j_{1}} & =\sum_{j_{1}} q_{j_{1}} \log q_{j_{1}} \tag{9.5}
\end{align*}
$$

It follows from (9.2)-(9.5) that

$$
h_{P}(\sigma)=-\sum_{j_{0}, j_{1}} q_{j_{0}} A_{j_{0}, j_{1}} \log A_{j_{0}, j_{1}} .
$$

There are many Markov measures for a given subshift. We now construct a special Markov measure, called the Shannon-Parry measure, that maximizes the entropy. By the results of the next section, a Markov measure maximizes the entropy if and only if the metric entropy with respect to the measure is the same as the topological entropy of the underlying subshift.

Let $B$ be a primitive matrix of zeros and ones. Let $\lambda$ be the largest positive eigenvalue of $B$, and let $q$ be a positive left eigenvector of $B$ with eigenvalue $\lambda$. Let $v$ be a positive right eigenvector of $B$ with eigenvalue $\lambda$ normalized so that $\langle q, v\rangle=1$. Let $V$ be the diagonal matrix whose diagonal entries are the coordinates of $v$, i.e., $V_{i j}=\delta_{i j} v_{j}$. Then $A=\lambda^{-1} V^{-1} B V$ is a stochastic matrix: all elements of $A$ are positive, and the rows sum to 1 . The elements of $A$ are $A_{i j}=\lambda^{-1} v_{i}^{-1} B_{i j} v_{j}$. Let $p=q V=\left(q_{1} v_{1}, \ldots, q_{n} v_{n}\right)$. Then $p$ is a positive left eigenvector of $A$ with eigenvalue 1 , and $\sum_{i=1}^{n} p_{i}=\langle q, v\rangle=1$.

The Markov measure $P=P_{A, p}$ is called the Shannon-Parry measure for the subshift $\sigma_{A}$. Recall that while $P$ is defined on the full shift space $\Sigma$, its support is the subspace $\Sigma_{A}$. Thus $h_{P}\left(\sigma_{A}\right)=h_{P}(\sigma)$. Using the properties
$q B=\lambda q,\langle q, v\rangle=1$, and $B_{i j} \log B_{i j}=0$, we have

$$
\begin{aligned}
h_{P}(\sigma)= & -\sum_{i, j} p_{i} A_{i j} \log A_{i j} \\
= & -\sum_{i, j} q_{i} v_{i} \lambda^{-1} v_{i}^{-1} B_{i j} v_{j} \log \left(\lambda^{-1} v_{i}^{-1} B_{i j} v_{j}\right) \\
= & -\sum_{i, j} \lambda^{-1} q_{i} v_{j} B_{i j} \log \left(\lambda^{-1} v_{i}^{-1} B_{i j} v_{j}\right) \\
= & \sum_{i, j} \lambda^{-1} q_{i} v_{j} B_{i j} \log \lambda+\sum_{i, j} \lambda^{-1} q_{i} v_{j} B_{i j}\left(\log v_{i}-\log B_{i j} v_{j}\right) \\
= & \log \lambda+\sum_{j} q_{j} v_{j} \log v_{j}-\sum_{i, j} \lambda^{-1} q_{i} v_{j} B_{i j} \log v_{j} \\
& -\sum_{i, j} \lambda^{-1} q_{i} v_{j} B_{i j} \log B_{i j} \\
= & \log \lambda+\sum_{j} v_{j} q_{j} \log v_{j}-\sum_{i} v_{i} q_{i} \log v_{i}=\log \lambda .
\end{aligned}
$$

Thus $h_{P}\left(\sigma_{A}\right)=\log \lambda$, which is the topological entropy of $\sigma_{A}$ (Proposition 3.4.1).

Toral Automorphisms. We consider only the two-dimensional case. Let $A: \mathbb{T}^{2} \rightarrow \mathbb{T}^{2}$ be a hyperbolic toral automorphism. The Markov partition constructed in $\S 5.12$ gives a (measurable) semiconjugacy $\phi: \Sigma_{A} \rightarrow \mathbb{T}^{2}$ between a subshift of finite type and $A$. Since the image of the Lebesgue measure under $\phi^{*}$ is the Parry measure, the metric entropy of $A$ (with respect to the Lebesgue measure) is the logarithm of the largest eigenvalue of $A$ (Exercise 9.4.1).

Exercise 9.4.1. Let $A$ be a hyperbolic toral automorphism. Prove that the image of the Lebesgue measure on $\mathbb{T}^{2}$ under the semiconjugacy $\phi$ is the Parry measure, and calculate the metric entropy of $A$.

### 9.5 Variational Principle ${ }^{1}$

In this section, we establish the variational principle for metric entropy [Din71], [Goo69], which asserts that for a homeomorphism of a compact metric space, the topological entropy is the supremum of the metric entropies for all invariant probability measures.

[^18]Let $f$ be a homeomorphism of a compact metric space $X$, and $\mathcal{M}$ the space of Borel probability measures on $X$.

LEMMA 9.5.1. Let $\mu, v \in \mathcal{M}$ and $t \in(0,1)$. Then for any measurable partition of $\xi$ of $X$,

$$
t H_{\mu}(\xi)+(1-t) H_{v}(\xi) \leq H_{t \mu+(1-t) v}(\xi) .
$$

Proof. The proof is a straightforward consequence of the convexity of $x \log x$ (Exercise 9.5.1).

For a partition $\xi=\left\{A_{1}, \ldots, A_{k}\right\}$, define the boundary of $\xi$ to be the set $\partial \xi=\bigcup_{i=1}^{k} \partial A_{i}$, where $\partial A=\bar{A} \cap \overline{X-A}$.

LEMMA 9.5.2. Let $\mu \in \mathcal{M}$. Then:

1. for any $x \in X$ and $\delta>0$, there is $\delta^{\prime} \in(0, \delta)$ such that $\mu\left(\partial B\left(x, \delta^{\prime}\right)\right)=0$;
2. for any $\delta>0$, there is a finite measurable partition $\xi=\left\{C_{1}, \ldots, C_{k}\right\}$ with $\operatorname{diam}\left(C_{i}\right)<\delta$ for all $i$ and $\mu(\partial \xi)=0$;
3. if $\left\{\mu_{n}\right\} \subset \mathcal{M}$ is a sequence of probability measures that converges to $\mu$ in the weak* topology, and A is a measurable set with $\mu(\partial A)=0$, then $\mu(A)=\lim _{n \rightarrow \infty} \mu_{n}(A)$.
Proof. Let $S(x, \delta)=\{y \in X: d(x, y)=\delta\}$. Then $B(x, \delta)=\bigcup_{0 \leq \delta^{\prime}<\delta} S\left(x, \delta^{\prime}\right)$. This is an uncountable union, so at least one of these must have measure 0 . Since $\partial B(x, \delta) \subset S(x, \delta)$, statement 1 follows.

To prove statement 2 , let $\left\{B_{1}, \ldots, B_{k}\right\}$ be an open cover by balls of radius less than $\delta / 2$ and $\mu\left(\partial B_{i}\right)=0$. Let $C_{1}=\bar{B}_{1}, C_{2}=\bar{B}_{2} \backslash \bar{B}_{1}, C_{i}=\bar{B}_{i} \backslash \bigcup_{j=1}^{i-1} \bar{B}_{j}$. Then $\xi=\left\{C_{1}, \ldots, C_{k}\right\}$ is a partition, and $\partial \xi=\bigcup \partial C_{i} \subset \bigcup_{i=1}^{k} \partial B_{i}$.

To prove statement 3 , let $A$ be a measurable set with $\mu(\partial A)=0$. Since $X$ is a normal topological space, there is a sequence $\left\{f_{k}\right\}$ of non-negative continuous functions on $X$ such that $f_{k} \searrow \chi_{\bar{A}}$. Then, for fixed $k$,

$$
\varlimsup_{n \rightarrow \infty} \mu_{n}(A) \leq \varlimsup_{n \rightarrow \infty} \mu_{n}(\bar{A}) \leq \lim _{n \rightarrow \infty} \mu_{n}\left(f_{k}\right)=\mu\left(f_{k}\right) .
$$

Taking the limit as $k \rightarrow \infty$, we obtain

$$
\varlimsup_{n \rightarrow \infty} \mu_{n}(A) \leq \lim _{k \rightarrow \infty} \mu\left(f_{k}\right)=\mu(\bar{A})=\mu(A) .
$$

Similarly,

$$
\varlimsup_{n \rightarrow \infty} \mu_{n}(X \backslash A) \leq \mu(X \backslash A),
$$

from which the result follows.
Let $|E|$ denote the cardinality of a finite set $E$.

LEMMA 9.5.3. Let $E_{n}$ be an $(n, \epsilon)$-separated set, $v_{n}=\left(1 /\left|E_{n}\right|\right) \sum_{x \in E_{n}} \delta_{x}$, and $\mu_{n}=\frac{1}{n} \sum_{i=0}^{n-1} f_{*}^{i} v_{n}$. If $\mu$ is any weak ${ }^{*}$ accumulation point of $\left\{\mu_{n}\right\}_{n \in \mathbb{N}}$, then $\mu$ is $f$-invariant and

$$
\varlimsup_{n \rightarrow \infty} \frac{1}{n} \log \left|E_{n}\right| \leq h_{\mu}(f) .
$$

Proof. Let $\mu$ be an accumulation point of $\left\{\mu_{n}\right\}_{n \in \mathbb{N}}$. Then $\mu$ is clearly $f$-invariant.

Let $\xi$ be a measurable partition with elements of diameter less than $\epsilon$ and $\mu(\partial \xi)=0$. If $C \in \xi^{n}$, then $v_{n}(C)=0$ or $1 /\left|E_{n}\right|$, since $C$ contains at most one element of $E_{n}$. Thus $H_{v_{n}}\left(\xi^{n}\right)=\log \left|E_{n}\right|$.

Fix $0<q<n$, and $0 \leq k<q$. Let $a(k)=\left[\frac{n-k}{q}\right]$.
Let $S=\{k+r q+i: 0 \leq r<a(k), 0 \leq i<q\}$, and let $T$ be the complement of $S$ in $\{0,1, \ldots, n-1\}$. The cardinality of $T$ is at most $k+q-1 \leq 2 q$. Since

$$
\xi^{n}=\bigvee_{i=0}^{n-1} f^{-i} \xi=\left(\bigvee_{r=0}^{a(k)-1} f^{-r q-k} \xi^{q}\right) \vee\left(\bigvee_{i \in T} f^{-i} \xi\right)
$$

it follows that

$$
\begin{aligned}
\log \left|E_{n}\right|=H_{v_{n}}\left(\xi^{n}\right) & \leq \sum_{r=0}^{a(k)-1} H_{v_{n}}\left(f^{-(r q+k)} \xi^{q}\right)+\sum_{i \in T} H_{v_{n}}\left(f^{-i} \xi\right) \\
& \leq \sum_{r=0}^{a(k)-1} H_{f_{*}^{r q+k} v_{n}}\left(\xi^{q}\right)+2 q \log |\xi| .
\end{aligned}
$$

Summing over $k$ and using Lemma 9.5.1, we get

$$
\begin{aligned}
\frac{q}{n} \log \left|E_{n}\right|=\frac{1}{n} \sum_{k=0}^{q-1} H_{\nu_{n}}\left(\xi^{n}\right) & \leq \sum_{k=0}^{q-1}\left(\sum_{r=0}^{a(k)-1} \frac{1}{n} H_{f_{*}^{r q+k_{v_{n}}}}\left(\xi^{q}\right)\right)+\frac{2 q^{2}}{n} \log |\xi| \\
& \leq H_{\mu_{n}}\left(\xi^{q}\right)+\frac{2 q^{2}}{n} \log |\xi|
\end{aligned}
$$

Thus, by Lemma 9.5.2(3), for fixed $q$,

$$
\varlimsup_{n \rightarrow \infty} \frac{1}{n} \log \left|E_{n}\right| \leq \lim _{n \rightarrow \infty} \frac{1}{q} H_{\mu_{n}}\left(\xi^{q}\right)=\frac{1}{q} H_{\mu}\left(\xi^{q}\right) .
$$

Letting $q \rightarrow \infty$, we get $\overline{\lim }_{n \rightarrow \infty} \frac{1}{n} \log \left|E_{n}\right| \leq h_{\mu}(f, \xi)$.
THEOREM 9.5.4 (Variational Principle). Let $f$ be a homeomorphism of a compact metric space $(X, d)$. Then $h_{\mathrm{top}}(f)=\sup \left\{h_{\mu}(f) \mid \mu \in \mathcal{M}_{f}\right\}$.

Proof. Lemma 9.5.3 shows that $h_{\text {top }}(f) \leq \sup _{\mu \in \mathcal{M}_{f}} h_{\mu}(f)$, so we need only demonstrate the opposite inequality.

Let $\mu \in \mathcal{M}_{f}$ be an $f$-invariant Borel probability measure on $X$, and $\xi=\left\{C_{1}, \ldots, C_{k}\right\}$ a measurable partition of $X$. By the regularity of $\mu$ and Lemma 9.3.3, we may choose compact sets $B_{i} \subset C_{i}$ so that the partition $\beta=\left\{B_{0}=X \backslash \bigcup_{i=1}^{k} B_{i}, B_{1}, \ldots, B_{k}\right\}$ satisfies $H(\xi \mid \beta)<1$. Thus

$$
h_{\mu}(f, \xi) \leq h_{\mu}(f, \beta)+H_{\mu}(\xi \mid \beta) \leq h_{\mu}(f, \beta)+1 .
$$

The collection $\mathcal{B}=\left\{B_{0} \cup B_{1}, \ldots, B_{0} \cup B_{k}\right\}$ is a covering of $X$ by open sets. Moreover, $\left|\beta^{n}\right| \leq 2^{n}\left|\mathcal{B}^{n}\right|$, since each element of $\mathcal{B}^{n}$ intersects at most two elements of $\beta$. Thus

$$
H_{\mu}\left(\beta^{n}\right) \leq \log \left|\beta^{n}\right| \leq n \log 2+\log \left|\mathcal{B}^{n}\right|
$$

Let $\delta_{0}$ be the Lebesgue number of $\mathcal{B}$, i.e., the supremum of all $\delta$ such that for all $x \in X, B(x, \delta)$ is contained in some $B_{0} \cup B_{i}$. Then $\delta_{0}$ is also the Lebesgue number of $\mathcal{B}^{n}$ with respect to the metric $d_{n}$.

No subcollection of $\mathcal{B}$ covers $X$, and the same is true of $\mathcal{B}^{n}$. Thus each element $C \in \mathcal{B}$ contains a point $x_{C}$ that is not contained in any other element, so $B\left(x_{C}, \delta_{0}, n\right) \subset C$. If follows that the collection of all $x_{C}$ is an $\left(n, \delta_{0}\right)$-separated set. Thus $\operatorname{sep}\left(n, \delta_{0}, f\right) \geq\left|\mathcal{B}^{n}\right|$, from which it follows that

$$
\begin{aligned}
h\left(f, \delta_{0}\right) & =\varlimsup_{n \rightarrow \infty} \frac{1}{n} \log \left(\operatorname{sep}\left(n, \delta_{0}, f\right)\right) \geq \varlimsup_{n \rightarrow \infty} \frac{1}{n} \log \left|\mathcal{B}^{n}\right| \\
& \geq \varlimsup_{n \rightarrow \infty} \frac{1}{n}\left(\log \left|\beta^{n}\right|-n \log 2\right) \geq \varlimsup_{n \rightarrow \infty} \frac{1}{n} H_{\mu}\left(\beta^{n}\right)-\log 2 \\
& =h_{\mu}(f, \beta)-\log 2 \geq h_{\mu}(f, \xi)-\log 2-1
\end{aligned}
$$

We conclude that $h_{\mu}(f)=h_{\mu}\left(f^{n}\right) / n \leq \frac{1}{n}\left(h_{\text {top }}\left(f^{n}\right)+\log 2+1\right)$ for all $n>0$. Letting $n \rightarrow \infty$, we see that $h_{\mu}(f) \leq h_{\text {top }}(f)$ for all $\mu \in \mathcal{M}$, which proves the theorem.

Exercise 9.5.1. Prove Lemma 9.5.1.
Exercise 9.5.2. Let $f$ be an expansive map of a compact metric space with expansiveness constant $\delta_{0}$. Show that $f$ has a measure of maximal entropy, i.e., there is $\mu \in \mathcal{M}_{f}$ such that $h_{\mu}(f)=h_{\text {top }}(f)$. (Hint: Start with a measure supported on an ( $n, \epsilon$ )-separated set, where $\epsilon \leq \delta_{0}$.)
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## Index

$(X, \mathfrak{A}, \mu), 70$
[ $x, y$ ], 128
1-step SFT, 56
$\Delta, 73$
$\Delta_{1}, 194$
$\perp, 209$
$\prec, 162,172$
$\sim, 3$
, , 208
$\wedge, 208$
$\alpha$-limit point, 29
$\alpha$-limit set, 29
$\epsilon$-dense, 4
$\epsilon$-orbit, 107, 110
$\zeta_{f}(z), 60$
$\zeta^{n}, 213$
$\theta$-transversality, 147
$\Lambda_{\epsilon}^{s}, \Lambda_{\epsilon}^{u}, 116$
$\nu, 209$
$v_{j}, 173$
$\rho(\xi, \eta), 212$
$\rho(f), 154$
$\Sigma_{A}^{e}, 56$
$\Sigma_{A}^{v}, 56$
$\Sigma_{m}, 7$
$\Sigma_{m}^{+}, 7$
$\sigma$-algebra, 69
$\sigma, 5,7$
$\omega$-limit point, 28
$\omega$-limit set, 28
$\omega_{f}(x), 29$
BA $(\zeta), 192$
$B(x, r), 28$
$\mathbb{C}, 1$
$C(X), 85$
CL(R), 204
$C^{k}$ curve, 138
$C^{k}$ topology, 138
$C^{k}(M, N), 138$
$C_{0}(X, \mathbb{C}), 71$
Diff ${ }^{1}(M), 117$
$d(\xi, \eta), 209$
$d_{n}, 37$
$E^{s}, E^{u}, 108$
$E_{m}, 5$
$F(R), 193$
$f$-covers, 163
$G$-extension, 88
$H(\xi \mid \eta), 211$
$H(\zeta), 209$
$H_{e}(U), 98$
$H_{w}(U), 98$
$h(T)=h_{\mu}(T), 215$
$h(T, \zeta), 213$
$h(f), 37$
$I(C), 210$
$I \rightarrow J, 163$
$i(x), 170$
$J(R), 193$
$k$-step SFT, 56
$L^{p}(X, \mu), 71$
$l$-modal map, 170
M, 85
$\mathcal{M}_{T}, 85$
$\mathbb{N}, 1$
$\mathbb{N}_{0}, 1$
NW ( $f$ ), 29, 114
$n$-leader, 81
$\mathcal{O}_{f}(x), 2$
$P$-graph, 165
$\mathbb{Q}, 1$
$q_{\mu}, 9$
$\mathcal{R}(f), 29$
$R_{\alpha}, 4$
$\mathbb{R}, 1$
$S^{1}, 4$
$S_{f}^{\infty}, 87$
$S_{f}^{n}, 85,87$
$S f(x), 178$
supp, 72, 90
$U_{T}, 80$
$\operatorname{Var}(f), 160$
$W^{s}(x), W^{u}(x), 118,122$
$W_{\epsilon}^{s}(x), W_{\epsilon}^{u}(x), 121$
$\mathbb{Z}, 1$
a.e., 71
abelian group, 87
absolutely continuous
foliation, 144
measure, 86
adapted metric, 109
address of a point, 170
adjacency matrix, 8,56
Adler, 135
affine subspace, 51
allowed word, 8
almost every, 71
almost periodic point, 30
almost periodic set, 47
alphabet, 7, 54, 55
analytic function, 191
Anosov diffeomorphism, 108, 130, 141, 142
topological entropy of, 116
Anosov's shadowing theorem, 113
aperiodic transformation, 96
arithmetic progression, 103
atlas, 138
atom, 71
attracting periodic point, 192
attracting point, 9, 25, 173
attractor, 18, 25
Hénon, 25
hyperbolic, 18
Lorenz, 25
strange, 25
automorphism
Bernoulli, 79, 209
group, 5
of a measure space, 70
average
space, 80,84
time, 80,84
Axiom A, 133
backward invariant, set, 2
base- $m$ expansion, 5
basic set, 133
basin of attraction, 25, 173, 192
immediate, 192
Bernoulli
automorphism, 79, 209
measure, 79, 219
bifurcation, 183
codimension-one, 184
flip, 185
fold, 185
generic, 183
period-doubling, 185
saddle-node, 185
Birkhoff ergodic theorem, 82, 93
block code, 55, 67
Borel
$\sigma$-algebra, 71
measure, 71,72
boundary of a partition, 222
bounded distortion, 181
bounded Jacobian, 145
bounded variation, 160
Bowen, 61, 137
branch number, 192
branch point, 192
Breiman, 217
Cantor set, 7, 16, 18, 25, 182, 196, 204
ceiling function, 21
chain, Markov, see Markov, chain
chaos, 23
chaotic behavior, 23
chaotic dynamical system, 23
character, 95
circle endomorphism, 23, 35, 36
circle rotation, 4, 35, 45, 95
ergodicity of, 77
irrational, 4, 30, 77, 90
is uniquely ergodic, 87
clock drift, 67
code, 55
color, 51
combinatorial number theory, 48
common refinement, 208
completion of a $\sigma$-algebra, 70
composition matrix, 65
conditional density, 144
conditional entropy, 211
conditional measure, 92
cone
stable, 115
unstable, 115
conformal map, 153
conjugacy, 3
measure-theoretic, 70
topological, 28, 39, 55
conjugate, 3
constant-length substitution, 64
continued fraction, 12,91
continuous (semi)flow, 28
continuous spectrum, 95,97
continuous-time dynamical system, 2
convergence in density, 99
convergent, 91
coordinate chart, 137
coordinate system, local, 106
covering map, 153
$\operatorname{cov}(n, \epsilon, f), 37$
critical point, 192
critical value, 192
cross-ratio, 180
cross-section, of a flow, 22
Curtis, 55
cutting and stacking, 96
Cvitanović-Feigenbaum equation, 189
cylinder, 54
cylinder set, 7,78
d-lim, 99
$\operatorname{deg}(R), 193$
degree, of a rational map, 193
dendrite, 196
Denjoy, 205
example, 161
theorem, 160
dense
forward orbit, 32
full orbit, 32
orbit, 23, 32
dense, $\epsilon-, 4$
derivative transformation, 72
deterministic dynamical system, 23
diameter, 37
of a partition, 218
diffeomorphism, 106
Anosov, 130, 141
Axiom A, 133
group, 138
of the circle, 160
differentiable
flow, 107
manifold, 106, 137
map, 107
vector field, 107
differential equation, 19
$\operatorname{Diff}^{k}(M), 138$
Dirac measure, 86
direct product, 3
directed graph, $8,56,67$
discrete spectrum, 94-97
discrete-time dynamical system, 1
dist, 140
distal
extension, 46
homeomorphism, 45
points, 45
distribution, 139
Hölder-continuous, 143
integrable, 139
stable, 108
unstable, 108
Douady, 205
Douady-Hubbard theorem, 206
doubling operator, 169
dual group, 95
dynamical system, 2
chaotic, 23
continuous-time, 2
deterministic, 23
differentiable, 106
discrete-time, 1
ergodic, 4
hyperbolic, 22, 106
minimal, 4, 29
symbolic, 54
topological, 28
topologically mixing, 33
topologically transitive, 31
dynamics
symbolic, 6, 54
topological, 28
edge shift, 57
elementary strong shift equivalence, 62
embedded submanifold, 139
embedding of a subshift, 55
endomorphism
expanding, 5
group, 5
entropy
conditional, 211
horseshoe, 125
measure-theoretic, 208, 213, 214
metric, 208, 213, 214
of a partition, 209
of a transformation, 214
topological, $36,37,116,125$
of an SFT, 60
equicontinuous
extension, 46
homeomorphism, 45
equivalent partitions, 208
ergodic
dynamical system, 4
hypothesis, 69, 80
measure, 86
theorem, von Neumann, 80
theory, 69
transformation, 73
ergodicity, 73, 75, 77
essentially, 71
essentially invariant
function, 73
set, 73
even system of Weiss, 66
eventually periodic point, 2,171
exceptional point, 201
exceptional set, 201
expanding endomorphism, 5, 30, 34, 107
is mixing, 77
expanding map, 5
entropy of, 218
expansive
homeomorphism, 35, 40
map, 35
positively, 35
expansiveness constant, 35
exponent
Hölder, 143
Lyapunov, 23
extension, 3, 140
distal, 46
equicontinuous, 46
group, 88
isometric, 41, 46
measure-theoretic, 70
extreme point, 86
factor, 3, 55, 140
factor map, 3

Fatou, 200
Fatou set, 193
Fatou theorem, 204
Feigenbaum constant, 189
Feigenbaum phenomenon, 189
fiber, 140
fiber bundle, 140
first integral, 20, 21
first return map, 22, 72
fixed point, 2
$\operatorname{Fix}(f), 60$
flip bifurcation, 185
flow, 2, 19
continuous, 28
differentiable, 107
entropy of, 41
gradient, 20
measurable, 70, 74
measure preserving, 70
under a function, 21
weak mixing, 75
fold bifurcation, 185
foliation, 139
absolutely continuous, 144
coordinate chart, 139
leaf of, 139
stable, 14, 130
transversely absolutely continuous, 145
unstable, 14,130
forbidden word, 8
forward invariant set, 2
Fourier series, 78
fractal, 191, 193, 202
Frobenius theorem, 59
full $m$-shift, 55
full measure, 69
full one-sided shift, 7, 33
full shift, 35, 36
full two-sided shift, 7, 33
function
analytic, 191
ceiling, 21
essentially invariant, 73
generating, 60
Hamiltonian, 21
Lyapunov, 20
meromorphic, 191
strictly invariant, 74
zeta, 60
Furstenberg, 49, 101-103

Gauss, 11
measure, 12-13, 90-94
transformation, 11-13, 90-94
generalized eigenspaces, 42
generating function, 60
generating sequence of partitions, 215
generator
one-sided, 216
two-sided, 216
generic bifurcation, 183
generic point, 88
global stable manifold, 122
global unstable manifold, 122
Google, ${ }^{\text {TM }} 103$
gradient flow, 20
graph transform, 119
group
automorphism, 5
dual, 95
endomorphism, 5,14
extension, 88
of characters, 95
topological, 4, 95
translation, 4, 35, 45, 87

Haar measure, 88
Hadamard, 54
Hadamard-Perron theorem, 118
Halmos, 97
Halmos-von Neumann theorem, 96
Hamiltonian
function, 21
system, 20
Hedlund, 55
Hénon attractor, 25
heteroclinic point, 128
heteroclinically related, 133
higher block presentation, 56, 67
Hölder
constant, 143
continuity, 142, 143
exponent, 143
holonomy map, 145
homeomorphism, 28
distal, 45
equicontinuous, 45
expansive, 35,40
minimal, 29
of the circle, 153
pointwise almost periodic, 47
homoclinic point, 125
Hopf, 151
Hopf's argument, 141
horseshoe, 34-36, 108, 124, 125, 128
entropy of, 125
linear, 15,16
non-linear, 124
Hubbard, 205
hyperbolic
attractor, 18
dynamical system, 15, 106
fixed point, 110
periodic point, 110
set, 108
hyperbolic toral automorphism, 14, 22, 33, 35, 36, 41, 108, 130, 135
is mixing, 77
metric entropy of, 221
Hyperbolicity, 106, 108
immediate basin of attraction, 192
Inclination lemma, 123
independent partitions, 209
induced transformation, 73
information, 210
integrable distribution, 139
integrable foliations, 151
integral hull, 151
Internet, 103
intersection of partitions, 208
intersymbol interference, 67
invariant
kneading, 173
measure, 70, 85
set, 2
IP-system, 49
irrational circle rotation, 4, 33, 77, 87, 90
irrationally neutral periodic point, 192
irreducible
matrix, 57
substitution, 64
isolated fixed point, 10
isometric extension, 41,46
isometry, 28, 34, 36, 114
entropy of, 38
isomorphism, 3
measure-theoretic, 70
of subshifts, 55
of topological dynamical systems, 28
itinerary, 54, 170

Jacobian, 145
Julia set, 193, 200
Katok, 111
Kim, 63
kneading invariant, 173
Kolmogorov, 208, 216
Kolmogorov-Sinai theorem, 216
Koopman-von Neumann theorem, 99
Krein-Milman theorem, 86
Krylov-Bogolubov theorem, 85
lag, 63
Lambda lemma, 123
Lanford, 61
lap, 170
leader, 81
leaf, 139
leaf, local, 139
Lebesgue number, 224
Lebesgue space, 71
left translation, 4
lemma
inclination, 123
lambda, 123
Rokhlin-Halmos, 96
length distortion, 180
Li, 164
linear fractional transformation, 180
linear functional, 85
Lipshitz function, 160
local
coordinate system, 106
leaf, 139
product structure, 129
stable manifold, 121
transversal, 139
unstable manifold, 121
locally maximal
hyperbolic set, 128
invariant set, 16
log, 209
Lorenz, 26
Lorenz attractor, 25
Lyapunov
exponent, 23
function, 20
metric, 109
Lyndon, 55
main cardioid, 206
Mandelbrot set, 206

Mañé, 134
manifold
differentiable, 106, 137
Riemannian, 106, 140
stable, $14,118,122$
unstable, 14, 118, 122
map
covering, 153
expanding, 5
first return, 72
$l$-modal, 170
measurable, 70
measure preserving, 70
non-singular, 70
piecewise-monotone, 170
Poincaré, 22, 72
quadratic, $9,35,171,176,178,179,182,205$
rational, 191
tent, 176
unimodal, 170
Markov
chain, $78,104,105$
graph, 164, 165
measure, 57, 78, 104, 105, 219
partition, 134
matrix
adjacency, 56
composition, 65
irreducible, 57
non-negative, 57
positive, 57
primitive, 57, 79
reducible, 57
shift-equivalent, 62
stochastic, see stochastic matrix
strong shift-equivalent, 62
maximal almost periodic set, 47
maximal ergodic theorem, 82
McMillan, 217
measurable
flow, 70, 74
map, 70
set, 70
measure, 69
absolutely continuous, 86
Bernoulli, 79, 219
Borel, 72
conditional, 92
Dirac, 86
ergodic, 86
Gauss, see also Gauss measure
Haar, 88
invariant, 70, 85
Markov, 57, 78, see also Markov measure
of maximal entropy, 224
regular, 71
Shannon-Parry, 220
smooth, 151
space, 69
spectral, 98
measure-preserving
flow, 70
transformation, 70
measure-theoretic
entropy, 213, 215
extension, 70
isomorphism, 70
meromorphic function, 191
metric
adapted, 109
entropy, 213, 215
Lyapunov, 109
Riemannian, 106, 139
space, 28
minimal
action of a group, 49
dynamical system, 4, 29
homeomorphism, 29
period, 2
set, 29,90
minimum principle, 179
mixing, 74, 77
transformation, 74
weak, 75, 100, 152
Möbius transformation, 180, 192
$\bmod 0,71$
modified frequency modulation, 68
modular function, 198
monochromatic, 51
Montel theorem, 197
Morse sequence, 64
multiple recurrence theorem, 103
multiple recurrence, topological, 49
multiplier, 192
negative semiorbit, 2
Newton method, 196
nilmanifold, 130
non-atomic Lebesgue space, 71
non-linear horseshoe, 124
non-negative definite sequence, 97
non-singular map, 70
non-singular transformation, 70
non-wandering point, 29
normal family, 193, 197
at a point, 193
normal number, 84
null set, 69
number theory, 49, 92, 103
omit a point, 197
one-parameter group, 107
one-sided shift, 35
orbit, 2
dense, 23, 32
periodic, 2
uniformly distributed, 23,89
Parry, 220
partition, 208
boundary of, 222
Markov, 134
of an interval, 164
partitions, independent, 209
pendulum, 19
$\operatorname{Per}(f), 114$
period, 2
period, minimal, 2
period-doubling bifurcation, 185
periodic
orbit, 2
point, 2, 162, 198
attracting, 10, 192
irrationally neutral, 192
rationally neutral, 192
repelling, 10, 192
superattracting, 192
Perron theorem, 58
Perron-Frobenius theorem, 57
piecewise-monotone map, 170
plaque, 139
Poincaré, 71
map, 22, 72
Poincaré classification theorem, 158
Poincaré recurrence theorem, 72, 103
pointwise almost periodic homeomorphism, 47
polynomial recurrence theorem, 102
Pontryagin duality theorem, 95
positive semiorbit, 2
positive upper density, 101
positively expansive, 35
positively recurrent point, 29
postcritical set, 204
presentation, 67
primitive
matrix, 57, 79, 104
substitution, 64, 90
transformation, 73
probability
measure, 70
space, 70
product
direct, 3
formula, 60
skew, 3
structure, local, 129
projection, 3, 139, 140
proximal points, 45
pseudo-orbit, 110
quadratic map, $9,35,171,176,178,179,182$, 205
quotient, 91
Radon-Nikodym
derivative, 86
theorem, 86
Ramsey, 48
Ramsey theory, 48
random behavior, 23
random variable, 79
rational map, 191
degree of, 193
rationally neutral periodic point, 192
rectangle, 134
recurrence
measure-theoretic, 71
topological, 29, 72
recurrent point, 29, 72
reducible matrix, 57
refinement, 208
refining sequence of partitions, 215
regular measure, 71
relatively dense subset, 30
repelling periodic point, 192
repelling point, 9
return time, 22
Riemann sphere, 191
Riemannian
manifold, 106, 140
metric, 106, 139
volume, 140
Riesz, 80, 85
Riesz representation theorem, 85
right translation, 4

Robbin, 134
Robinson, 134
Rokhlin, 97
Rokhlin metric, 212
Rokhlin-Halmos lemma, 96
rotation number, 154
rotation, entropy of, 218
Roush, 63
saddle-node bifurcation, 184
Sárközy, 103
Schwarzian derivative, 178
search engine, 103
self-similarity, 202
semiconjugacy, 2
topological, 28
semiflow, 2
semiorbit
negative, 2
positive, 2
sensitive dependence on initial conditions, 23, 117
$\operatorname{sep}(n, \epsilon, f), 37$
separated set, 37
sequence of partitions
generating, 215
refining, 215
SFT, 56
shadowing, 107, 111, 113
Shannon, 220
Shannon-McMillan-Breiman theorem, 217
Shannon-Parry measure, 220
Sharkovsky ordering, 162
Sharkovsky theorem, 163
shift, 5, 7, 54, 60
edge, 57
entropy of, 219
equivalence, 62
full, 7, 35, 36
one-sided, 7
two-sided, 7
vertex, 8,56
shift equivalence, strong, 62
Shishikura theorem, 200
signed lexicographic ordering, 172
simply transitive, 180, 192
Sinai, 208, 216
Singer theorem, 179
skew product, 3, 140
Smale, 133

Smale's spectral decomposition theorem, 133
smooth measure, 151
sofic subshift, 66
solenoid, $18,35,36,44,45,108,128$
space average, 84
space, metric, 28
$\operatorname{span}(n, \epsilon, f), 37$
spanning set, 37
spectral measure, 98
spectrum
continuous, see continuous spectrum
discrete, see discrete spectrum
stable
cone, 115
distribution, 108
foliation, 14, 130
manifold, 14, 118, 122
local, 121
set, 151
subspace, 108
stationary sequence, 79
stochastic matrix, 58, 78, 104
stochastic process, 79
strange attractor, 25
strong mixing transformation, 74
strong transversality condition, 134
structural stability, 108, 117, 131
Structural Stability Theorem, 134
structurally stable diffeomorphism, 117
submanifold, 106, 139
embedded, 139
subshift, 8, 55, 134
entropy of, 219
generating function of, 60
of finite type, 56
one-sided, 55
sofic, 66
topological entropy of, 60
two-sided, 55
zeta function of, 61
substitution, 64
constant length, 64
irreducible, 64
primitive, 64, 90
Sullivan, 205
superattracting periodic point, 192
support, 72
suspension, 21
symbol, 7, 54
symbolic dynamics, 6, 54
symmetric difference, 73
syndetic subset, 30
Szemerédi, 103
Szemerédi theorem, 103
tangent
bundle, 138
map, 138
space, 138
vector, 138
tent map, 114, 176
terminal vertex, 9
theorem
Anosov's shadowing, 113
Birkhoff ergodic, 82
Bowen-Lanford, 61
Curtis-Lyndon-Hedlund, 55
Denjoy, 160
Douady-Hubbard, 206
Fatou, 204
Frobenius, 59
Furstenberg-Weiss, 49
Hadamard-Perron, 118
Halmos-von Neumann, 96
Kolmogorov-Sinai, 216
Koopman-von Neumann, 99
Krein-Milman, 86
Krylov-Bogolubov, 85
maximal ergodic, 82
Montel, 197
multiple recurrence, 103
Perron, 58
Perron-Frobenius, 57
Poincaré classification, 158
Poincaré recurrence, 72
polynomial recurrence, 102
Pontryagin duality, 95
Riesz representation, 85
Sárközy, 103
Shannon-McMillan-Breiman, 217
Sharkovsky, 163
Shishikura, 200
Singer, 179
Smale's spectral decomposition, 133
structural stability, 134
Szemerédi, 103
van der Waerden, 49
von Neumann ergodic, 80
Weyl, 89
Williams, 62
time average, 84,88
time- $t$ map, 2
times- $m$ map, 5
topological
conjugacy, 28, 39
dynamical system, 28
dynamics, 28
entropy, 36, 37, 60, 116, 125
group, 4, 95
Markov chain, 56
mixing, 33,76
properties, 28
recurrence, 29, 72
semiconjugacy, 28
transitivity, 31, 33, 76, 88
topology, $C^{k}, 138$
toral automorphism, see hyperbolic toral automorphism
transformation, 70
aperiodic, 96
derivative, 72
entropy of, 215
ergodic, 73
Gauss, see Gauss transformation
induced, 73
linear fractional, 180
measure-preserving, 70
mixing, 74
Möbius, 180, 192
non-singular, 70
primitive, 73
strong mixing, 74
uniquely ergodic, 87
weak mixing, 75
transition probability, 78
translation, 90
group, 4
left, 4
right, 4
translation-invariant metric, 44
transversal, 139
local, 139
transverse, 139
transverse homoclinic point, 125
transverse submanifolds, 122
transversely absolutely continuous foliation, 145
trapping region, 25
turning point, 170
uniform convergence, 88
uniformly distributed, 89,90
unimodal map, 170
uniquely ergodic, 87-90
unitary operator, 80
unstable
cone, 115
distribution, 108
foliation, 14, 130
manifold, 14, 118, 122
local, 121
set, 151
subspace, 108
upper density, 99
van der Waerden's theorem, 49
variational principle for metric entropy, 221
vector
non-negative, 57
positive, 57
vector field, 107, 139
vertex shift, 8,56
one-sided, 8
two-sided, 8
vertex, terminal, 9
von Neumann, 80
von Neumann ergodic theorem, 80
wandering domain, 205
wandering interval, 173
weak mixing, $75,97,100,152$
flow, 75
transformation, 75
weak topology, 97
weak* topology, 85
Weiss, 49, 135
even system of, 66
Weyl theorem, 89
Whitney embedding theorem, 111
Wiener lemma, 98
Williams, 63
Wolff, 205
word, 7
allowed, 8,56
forbidden, 8,56

Yorke, 164
zeta function, 60
rational, 61


[^0]:    1 Several arguments in this section were conveyed to us by J. Auslander.

[^1]:    ${ }^{2}$ The exposition in this section follows, to a large extent, [Ber00].

[^2]:    ${ }^{1}$ The exposition of this section as well as $\S 3.2, \S 3.4$, and $\S 3.5$ follows in part the lectures of M. Boyle [Boy93].

[^3]:    ${ }^{2}$ Several arguments in this section follow in part those of [Que87].

[^4]:    3 The presentation of this section follows in part [BP94].

[^5]:    1 From the Greek words $\epsilon$ $\rho \gamma o v, " w o r k, "$ and óóos, "path."

[^6]:    ${ }^{2}$ Several proofs in this section are due to F. Riesz; see [Hal60].

[^7]:    ${ }^{3}$ The arguments of this section follow in part those of [Fur81a] and [CFS82].

[^8]:    4 The arguments of this section follow in part those of [Bil65].

[^9]:    5 The presentation of this section to a large extent follows $\S 2.3$ of [Kre85].

[^10]:    ${ }^{6}$ A slight modification of the arguments above yields Proposition 4.11.2 and Theorem 4.11.4 for polynomials with integer values at integer points (rather than integer coefficients).

[^11]:    7 The exposition in this section follows to a certain extent that of [BP98].

[^12]:    1 The main idea of this proof was communicated to us by A. Katok.

[^13]:    ${ }^{1}$ Our arguments in this section follow in part those of [CE80] and [MT88].

[^14]:    ${ }^{2}$ Our exposition here follows to a large extent [vS88] and [dMvS93]

[^15]:    ${ }^{3}$ The exposition in this section follows to a certain extent that of [Rob95].

[^16]:    ${ }^{1}$ Many of the proofs in this chapter follow the corresponding arguments from [CG93].

[^17]:    ${ }^{2}$ The pictures in this chapter were produced with mandelspawn; see http://www.araneus.fi/ gson/mandelspawn/.

[^18]:    ${ }^{1}$ The proof of the variational principle below follows the argument of M. Misiurewicz [Mis76]; see also [KH95] and [Pet89].

