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Abstract

In this paper, we investigate the controllability of the point vortex system by means of a

single vortex. The point vortex system is a well-known simpli�ed model for the incompress-

ible Euler equation, where the vorticity is concentrated in a �nite number of Dirac masses.

We use one of the vortices as a control, and prove that by suitably choosing its trajectory,

we can drive all other vortices to a given prescribed position in arbitrary time.
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1 Introduction

1.1 Presentation of the system

In this paper, we investigate the point vortex system from the viewpoint of control theory. The
vortex system is a classical system in �uid dynamics, whose study originates back to as early as
the XIXth century, in particular with works of Helmholtz, Kirchho�, Kelvin and Poincaré. It
is a system of ordinary di�erential equations that can been seen as a simpli�cation of the 2D
incompressible Euler (partial di�erential) equations:

∂tu+ (u · ∇)u+∇p = 0, (1.1)

divu = 0, (1.2)

where u : R2 → R2 is the velocity �eld and p : R2 → R is the pressure �eld, as the (scalar)
vorticity

ω := curlu, (1.3)

is concentrated on a �nite number of points. Classical textbooks on the vortex system are for
instance [14, 19, 21]. We recall that above, (1.1) represents the conservation of momentum while
(1.2) represents the incompressibility constraint, and that the vorticity satis�es the transport
equation

∂tω + div (uω) = 0. (1.4)

To introduce the system, we recall that the velocity at a point x in R2 generated by the vorticity
�eld ω is given by the Biot-Savart law:

u(x) =
1

2π

∫
R2

(x− y)⊥

|x− y|2
ω(y) dy, (1.5)

where x⊥ stands for the image of x by the rotation of angle
π

2
in R2,

x⊥ =

(
x1

x2

)⊥
=

(
−x2

x1

)
,

with xi the ith component of the vector x.
Correspondingly, when the initial vorticity is concentrated on a �nite number N of distinct

points of R2, x1, . . . , xN , called vortices, say

ω =

N∑
i=1

γiδxi ,

with δx the Dirac measure at the point x, and γi 6= 0 the intensity of the vortex located at xi,
we obtain the corresponding velocity �eld

u(x) =
1

2π

N∑
i=1

γi
(x− xi)⊥

|x− xi|2
.

The vortex system is obtained by neglecting self-interaction, that is, by assuming that each
vortex moves under the in�uence of the velocity �eld generated by the other vortices only. Then
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(1.4) leads to the following system of ordinary di�erential equations: for i in {1, . . . , N}, the
position of the ith vortex at time t is given by

dxi
dt

(t) =

N∑
j=1, j 6=i

γj
2π

(xi(t)− xj(t))⊥

|xi(t)− xj(t)|2
,

xi(0) = x0,i,

(1.6)

where we have denoted by x0,1, . . . , x0,N the initial positions of the vortices.
This system may be derived rigorously as the limit of the Euler equations (1.1) and (1.2) when

the vorticity of the �uids concentrates on a �nite number of points, see for instance [17, 18, 22].
More recently, it has been proven that this system arises as the limit of an evolution system of
small solids in an incompressible perfect �uid, see for instance [10] and [11].

Let us now introduce the control problem that we investigate on this system. We wish to
establish controllability properties of System (1.6) by means of one of the vortices, or equivalently
when we add a vortex of intensity γc 6= 0, whose trajectory we completely control. The dynamics
thus reads as follows, for i in {1, . . . , N},

dxi
dt

(t) =

N∑
j=1, j 6=i

γj
2π

(xi(t)− xj(t))⊥

|xi(t)− xj(t)|2
+
γc

2π

(xi(t)− y(t))⊥

|xi(t)− y(t)|2
,

xi(0) = x0,i,

(1.7)

where y(t) is taken as control parameter. This is somewhat reminiscent of the use of some
coordinates of a system as a control (see e.g. [3] and references therein), however the rather
simple structure of System (1.7) do not bring us to follow this approach.

The question that we raise in this paper is the one of global controllability of System (1.7).
More precisely, given an arbitrary time T > 0, initial positions for the vortices x10, . . . , xN0 and
�nal ones x1f , . . . , xNf , we investigate the possibility of choosing a relevant trajectory y for the
controlled vortex, such that the corresponding solution of (1.7) departing from x10, . . . , xN0 is
globally de�ned in [0, T ] and reaches x1f , . . . , xNf at time T .

The motivation comes from control theory for �uid mechanics that has drawn a large literature
in the last thirty years, in particular since the celebrated conference by J.-L. Lions [16]. Recent
progress in the �eld can be found for instance in [5] where one can �nd many references concerning
works in the subject. In most results in the �eld, the control takes the form either of an interior
control or a boundary control. This leads in general to an in�nite-dimensional control space
(though there are also results using a �nite-dimensional, not space-localized control space, such
as in the recent work [20] � see also the references therein). Here, by simplifying the model, we
may use a much simpler and low-dimensional control to achieve our goal.

The motivation for using a single vortex as a control also comes from the theory of �uid-solid
interactions. Vortex models can indeed also be obtained as the limit of the evolution of solids in
a perfect �uid as the radius of these solids shrink to zero (see [10, 11]). This opens a perspective
for the problem of controlling solids inside a �uid by means of another solid. This seems a quite
natural way to apply a control to a �uid system. Recent results on the control of solids immersed
in a perfect �uid by means of a boundary control are given in [8, 9], see also [1, 13] for viscous
Newtonnian �uids.

We �nally mention that vortex control was also considered in [23] (see also references therein):
here the perspective is a bit di�erent, since the control is an external, but small, �eld.

1.2 Main result

Our main result is as follows.

3



Theorem 1. System (3.1) is exactly controllable in arbitrary time, that is to say: given T > 0,
given two (N + 1)-tuples of distinct points in R2, say (x0,1, . . . , x0,N , y0) and (xf,1, . . . , xf,N , yf ),
there exists y ∈ C∞([0, T ];R2) satisfying y(0) = y0, y(T ) = yf , and such that the corresponding
solution of (1.7) is de�ned in [0, T ] and satis�es

(x1(T ), . . . , xN (T )) = (xf,1, . . . , xf,N ). (1.8)

As is classical, a solution of the vortex system is de�ned as long as vortices do not meet. It
is hence a part of the statement of Theorem 1 that the corresponding trajectories of the various
vortices (including the one located at y(t)) do not cross. Recall that the vortex system can
naturally blow up in �nite time when the vortices do not have all the same sign (see e.g. [19]).

1.3 Notations

In order to simplify the notations, we omit the factor 1/2π of the evolution equation describing
the dynamics of the system throughout this work, incorporating it in the intensity coe�cients
γi, γc.

For x in R2 and for x in (R2)N , |x| and ‖x‖ denote respectively their Euclidean norm in R2

and in (R2)N .
We introduce the following notations for sets of positions of the vortices. ForR = (R1, . . . , RN )

in (R∗+)N , we denote DR(x)

DR(x) := [BR1
(x1) \ {x1}]× · · · × [BRN (xN ) \ {xN}] . (1.9)

We extend this notation to D∞(x) :=
(
R2 \ {x1}

)
× · · · ×

(
R2 \ {xN}

)
. We also introduce

Ya :=
(
R2 \Ba1(0)

)
× · · · ×

(
R2 \BaN (0)

)
. (1.10)

Finally, we will denote by K the Biot-Savart kernel:

K :


R2 \ {0} −→ R2 \ {0}

x 7−→ x⊥

|x|2
.

(1.11)

1.4 Organization of the paper

The rest of the paper is devoted to the proof of Theorem 1.
This proof is split in two parts. In Section 2, we consider a simpler auxiliary problem,

when the N vortices are controlled by means of N others. To do so, we �rst consider the case
N = 1 in Subsection 2.1, and then the general one in Subsection 2.2. Hence we prove the exact
controllability of the vortex system by means of N control vortices, and, under more restrictive
assumptions, the possibility to moreover localize the vortices and their control.

Next, Section 3 treats the main result regarding the controllability of System (1.7) by means
of a single control vortex. Relying on the ideas of Filippov's convex integration, see [7], we
establish that a single oscillating control playing the role of the N vortices of Section 2 su�ces
to get a result of exact controllability.

2 Controllability of N vortices by N others

In this section, we consider a simpler problem by putting N controls in the system instead of
a single "control vortex". With as many controls as vortices to control, the intuitive strategy
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is then to in�uence each vortex with one dedicated control. We therefore consider the following
control system: for i in {1, . . . , N},

dxi
dt

(t) =

N∑
j=1, j 6=i

γj
(xi(t)− xj(t))⊥

|xi(t)− xj(t)|2
+

N∑
j=1

γcj
(xi(t)− yj(t))⊥

|xi(t)− yj(t)|2
,

xi(0) = x0,i,

(2.1)

where the control is given by the N trajectories y1, . . . , yN . Above, γ
c
1, . . . , γ

c
N , with γ

c
i 6= 0 for

i ∈ {1, . . . , N}, stand for the intensities of the vortices located at y1, . . . , yN .
Precisely, the goal of this section is to prove the following statement concerning the global

controllability of N vortices by means of N others.

Theorem 2. For all x0 = (x1,0, . . . , xN,0) and xf = (xf,1, . . . , xf,N ) in (R2)N , with x0,i 6= x0,j

and xf,i 6= xf,j for i, j in {1, . . . , N} and i 6= j, and for all T > 0, it is possible to �nd a control
y = (y1, . . . , yN ) ∈ C∞([0, T ],R2)N such that the corresponding solution of (2.1) is well-de�ned
in [0, T ] and satis�es x(T ) = xf .

In particular the 2N points xi, i = 1 . . . N , and yj, j = 1 . . . N , avoid each other: for all i, j
in {1, . . . , N}, for all t in [0, T ], xi(t) 6= yi(t), and for j 6= i xi(t) 6= xj(t) and yi(t) 6= yi(t).

In this section, we prove Theorem 2, and give at the end a variant of it to localize the
trajectories under restrictive assumptions. The general idea of the proof is to place each control
vortex yi very close to the vortex xi in order to ensure the control of the trajectory of xi, by
relying on the fact the interaction between two close vortices leads to a dominant term in the
dynamics of System (2.1). The system in the case N = 1 concerns only the interaction between
a vortex and its control, which gives the dominant term in the case N ≥ 2. Therefore, we begin
with the elementary case of a single vortex.

2.1 A simple case: a single vortex controlled by another

We �rst establish preliminary results regarding the controllability of a single vortex under the
action of one control, that is, we consider the case N = 1. Hence we are reduced to the following
system describing the evolution of the position of the vortex x, under the action of the control
vortex y: 

dx

dt
(t) = γ

(x(t)− y(t))⊥

|x(t)− y(t)|2
,

x(0) = x0,
(2.2)

with γ 6= 0 and x0 in R2.
In that case one can prove the following statement.

Proposition 2.1. For all x0 and xf in R2, T > 0 and y0 ∈ R2 \ {x0}, it is possible to �nd a
control y ∈ C∞([0, T ],R2) satisfying y(0) = y0, such that x the corresponding solution of (2.2)
is well-de�ned (in particular min

t∈[0,T ]
|x(t)− y(t)| > 0) and satis�es x(T ) = xf .

Before going into the proof of Proposition 2.1, we state an elementary lemma regarding the
right-hand side of System (2.2).

Lemma 2.1. Let x in R2 and γ in R∗. The map fx : R2 \ {x} −→ R2 \ {0}, y 7−→ γ (x−y)⊥

|x−y|2 , is

a C∞ di�eomorphism whose inverse is given by f−1
x : v 7−→ x+ γ v⊥

|v|2 .

The proof is straightforward. We can now prove Proposition 2.1.
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Proof of Proposition 2.1. We �rst introduce a C∞ curve Γ : [0, T ]→ R2 satisfying the conditions

Γ(0) = x0 and Γ(T ) = xf ,

∀t ∈ [0, T ], Γ̇(t) 6= 0,

Γ̇(0) = γ
(x0 − y0)⊥

|x0 − y0|2
.

(2.3)

It is elementary to construct such a curve. Now we de�ne the control according to Lemma 2.1:

y(t) := f−1
Γ(t)(Γ̇(t)) = Γ(t) + γ

Γ̇(t)⊥

|Γ̇(t)|2
for t ∈ [0, T ]. (2.4)

The previous conditions ensure that y ∈ C∞([0, T ] ,R2) and y(0) = y0.
Now replacing the control in (2.2) by the expression (2.4), we see that Γ satis�es System (2.2),
and hence coincides with its unique solution x. This ensures in particular that x(T ) = xf .

Remark 2.1. We actually prove a stronger statement, since we can actually make x follow any
trajectory satisfying the conditions (2.3).

We now state a variant of Proposition 2.1 that will play an important role in the proof of
Theorem 1. The idea is that, if we can moreover choose the starting point y0 of the control y,
then one can improve the description of the control trajectory y and of the controlled vortex x.

Variant 2.1. Let x0 6= xf in R2, T > 0 be given. Then one can �nd a control y ∈ C∞([0, T ],R2)
such that the corresponding solution x of (2.2) and the control y have disjoint straight-lined
trajectories in B(x0, |xf − x0|) and B(y(0), |xf − x0|), respectively. Moreover for xf su�ciently
close to x0 (depending on T ), the balls B(x0, 4|xf −x0|) and B(y(0), 4|xf −x0|) do not intersect.

Proof. We let x follow the straight line from x0 to xf at constant speed and correspondingly
de�ne:

Γ : t 7→ x0 +
t

T
(xf − x0).

Then as in Lemma 2.1 we de�ne y by (2.4), which gives a straight-line trajectory for y with
moreover

|x(t)− y(t)| = γT

|xf − x0|
and |y(t)− y0| ≤ |y(T )− y(0)| = |xf − x0|. (2.5)

Moreover, if we have

|xf − x0|2 ≤
|γ|T

8
, (2.6)

then |x0 − y(0)| = |γ|T
|xf−x0| ≥ 8|xf − x0| and the disjunction of the balls B(x0, 4|xf − x0|) and

B(y(0), 4|xf − x0|) follows.

2.2 The general case of N vortices controlled by N other vortices

In this subsection we extend the results of Subsection 2.1 to N ≥ 2: we consider the general case
of N vortices x = (x1, . . . , xN ), controlled by N others, y = (y1, . . . , yN ). The dynamics of the
complete system is given by Equation (2.1)

Let us rewrite System (2.1) as follows: for i in {1, . . . , N},{
dxi
dt

(t) = Fx,i(y)(t),

xi(0) = x0,i,
(2.7)
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where the right-hand side Fx = (Fx,1(y), . . . , Fx,N (y)) is given for i in {1, . . . , N} by

Fx,i(y) :=

N∑
j=1, j 6=i

γj
(xi − xj)⊥

|xi − xj |2
+

N∑
j=1

γcj
(xi − yj)⊥

|xi − yj |2
, (2.8)

for x,y ∈ (R2)N such that xj 6= xk for j 6= k and xj 6= yk for all j and k.

Before proving Theorem 2, we �rst consider a time-independent problem reminiscent of
Lemma 2.1. We �rst establish a regularity result regarding a simpli�ed version F̃x of Fx, then
we show how F̃x approximates the right-hand side of (2.7) when each control yi is very close to
the vortex xi for i in {1, . . . , N}. This allows to establish the surjectivity of the mapping Fx

onto some subset of (R2)N . We recall the notations (2.11), (1.9), and (1.10).

Lemma 2.2. Let (x1, . . . , xN ) ∈ (R2)N , with xi 6= xj for i, j ∈ {1, . . . , N} and i 6= j. Let

F̃x : D∞(x) −→ D∞(0)

(y1, . . . , yN ) 7−→
(
γc1

(x1 − y1)⊥

|x1 − y1|2
, . . . , γcN

(xN − yN )⊥

|xN − yN |2

)
.

Then F̃x is a C∞-di�eomorphism. Moreover for r = (r1, · · · , rN ) ∈ (R∗+)N , setting a :=(
|γc1|

1

r1
, · · · , |γcN |

1

rN

)
, we have

F̃x (Dr(x)) = Ya.

Proof of Lemma 2.2. The mapping F̃x clearly is of class C∞ and it is elementary to check with
Lemma 2.1 that it is invertible and that its inverse F̃−1

x is given by:

F̃−1
x : D∞(0) −→ D∞(x)

(v1, . . . , vN ) 7−→
(
x1 + γc1

v⊥1
|v1|2

, . . . , xN + γcN
v⊥N
|vN |2

)
.

(2.9)

Moreover we have immediately F̃x (Dr(x)) ⊂ Ya and F̃−1
x (Ya) ⊂ Dr(x) with a de�ned above.

We can now deduce the following proposition on the mapping Fx introduced in (2.8).

Proposition 2.2. Let (x1, . . . , xN ) ∈ (R2)N , with xi 6= xj for i, j ∈ {1, . . . , N} and i 6= j.
There exists a in (R∗+)N depending only on (γi)i=1..N , (γci )i=1..N and mini6=j |xi − xj |, with a
decreasing as mini6=j |xi−xj | increases, such that for all v in Ya, there exists y ∈ R2N such that
Fx(y) = v. Moreover Fx realizes a C1 di�eomorphism from some neighborhood Vx of x in R2N

to Ya, and there exists Ka > 0 depending on a such that for all v in Ya and ỹ in Vx,∥∥ỹ − F−1
x (v)

∥∥ ≤ Ka

∥∥∥F̃−1
x (v)− F̃−1

x ◦ Fx(ỹ)
∥∥∥ . (2.10)

Proof of Proposition 2.2. This is proven in six steps. To complete Notation 1.9, forR = (R1, . . . , RN )
in (R∗+)N , we introduce

BR(x) := BR1
(x1)× · · · ×BRN (xN ). (2.11)

1. Restriction of the domain. We �rst set for i in {1, . . . , N},

Ri :=

min
1≤j≤N

|γcj |min
j 6=i
|xi − xj |

8(N − 1) max
1≤j≤N

(|γcj |, |γj |)
. (2.12)
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Note in particular that Ri ≤
1

8
min

1≤j≤N
|xi − xj |, thus BRi(xi) ∩ BRj (xj) = ∅ for j 6= i. Now for

y ∈ DR(x) according to Notation 1.9, and for i, j ∈ {1, . . . , N}, j 6= i, we have

|xi − yi| ≤ Ri and |xi − yj | ≥
7|xi − xj |

8
. (2.13)

Hence we deduce ∑
j 6=i

(
1

|xi − xj |
+

1

|xi − yj |

)
≤ 15

7

∑
j 6=i

1

|xi − xj |
,

and

|γci |
|xi − yi|

≥ 8 max
1≤j≤N

(|γcj |, |γj |)
∑
j 6=i

1

|xi − xj |

≥ 56

15

∑
j 6=i

(
|γj |

|xi − xj |
+

|γcj |
|xi − yj |

)
. (2.14)

Consequently on DR(x), for all i ∈ {1, . . . , N}, one has

|Fx,i(y)| ≥ |γci |
|xi − yi|

−
∑
j 6=i

(
|γj |

|xi − xj |
+

|γcj |
|xi − yj |

)
> 2

∑
j 6=i

(
|γj |

|xi − xj |
+

|γcj |
|xi − yj |

)
. (2.15)

2. Decomposition of Fx. For y in DR(x), we decompose Fx(y) as the sum of two contribu-
tions:

Fx(y) = F̃x(y) +Gx(y),

where F̃x was introduced in Lemma 2.2, and, for i in {1, . . . , N},

Gx,i(y) :=

N∑
j 6=i

γj
(xi − xj)⊥

|xi − xj |2
+

N∑
j 6=i

γcj
(xi − yj)⊥

|xi − yj |2
.

Note that Gx is a C∞ mapping on DR(x), as a rational function without pole in BR(x). More-
over, according to (2.12)-(2.13), for all k ∈ N, we can �nd a constant CGk , depending only on k,
(γi)i=1..N , (γci )i=1..N and mini 6=j |xi − xj | such that for all y in DR(x), for all i ∈ {1, . . . , N},
we have ∥∥DkGx,i(y)

∥∥ ≤ CGk . (2.16)

Moreover, according to (2.14) we have∣∣∣∣∣Gx,i(y)

F̃x,i(y)

∣∣∣∣∣ < 1

3
on DR(x). (2.17)

3. Study of the mapping F̃−1
x ◦ Fx. We now introduce the mapping

Jx := F̃−1
x ◦ Fx. (2.18)

that is well-de�ned of class C∞ on DR(x) since Fx,i does not vanish for i = 1, . . . , N according
to (2.15). Let us study the behavior of Jx,i near xi, for �xed i in {1, . . . , N}. Starting from

Jx,i(y)− xi = γci

(
F̃x,i(y) +Gx,i(y)

)⊥
∣∣∣F̃x,i(y) +Gx,i(y)

∣∣∣2 ,
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and relying on
1∣∣∣F̃x,i(y)

∣∣∣2 =
|xi − yi|2

|γci |2
, (2.19)

we can write

Jx,i(y)− xi = γci

(
F̃x,i(y) +Gx,i(y)

)⊥
∣∣∣F̃x,i(y)

∣∣∣2
1

1 +Hx,i(y)
, (2.20)

where Hx,i(y) is a smooth function given on BR(x) by

Hx,i(y) := 2

〈
(xi − yi)⊥

γci
, Gx,i(y)

〉
+
|xi − yi|2

|γci |2
|Gx,i(y)|2 on BR(x). (2.21)

Due to the regularity of Gx, Hx belongs to C∞(BR(x)). Moreover it also holds

Hx,i(y) :=
1∣∣∣F̃x,i(y)

∣∣∣2
(

2
〈
F̃x,i(y), Gx,i(y)

〉
+ |Gx,i(y)|2

)
on DR(x) and Hx,i(x) = 0.

(2.22)
From (2.17), we deduce

|Hx,i(y)| < 7

9
on BR(x). (2.23)

With (2.16), it follows that the Neumann series

1

1 +Hx,i(y)
=

∞∑
j=0

(−1)jHx,i(y)j ,

converges in all Ck(BR) spaces. On the other side, as

γci
F̃x,i(y)⊥

|F̃x,i(y)|2
= yi − xi, (2.24)

we have

Jx,i(y)− xi = yi − xi + |xi − yi|2Gx,i(y)⊥
1

1 +Hx,i(y)
. (2.25)

We deduce with 2.16 that Jx admits a C∞ extension Jx on BR(x), and that

Jx(x) = x and DJx(x) = Id (2.26)

4. Inverse function theorem. According to the inverse function theorem, there exist r, r′ in
(R∗+)N , and W a neighborhood of x with Br′(x) ⊂ W , such that Jx is a C∞ di�eomorphism

from Br(x) to W . Moreover, thanks to (2.19), one can obtain estimates for D2F̃ on BR(x)
depending on (γi)i=1..N , (γci )i=1..N and mini 6=j |xi − xj | only. Thus with the bound (2.16) and
the relations (2.21) and (2.20), we can estimate D2Jx on BR(x) with a dependence only on
the previous quantities. As the minimal radius of such a neighborhood W can be determined
only relying on 1

‖D2Jx‖
(see for instance the version of the inverse function theorem given in [15,

Chapter 6, Lemma 1.3]), one can chooseW as a ball with a radius r′ depending only on (γi)i=1..N ,
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(γci )i=1..N and minj 6=i |xi−xj |. In the sequel we denote Vx := J
−1

x (Dr′(x)) the neighborhood of
x such that Jx is a C∞ di�eomorphism from Vx ∪ {x} to Br′(x).

5. Conclusion for Fx. According to the previous argument, Jx is a C∞ di�eomorphism from
Vx to Dr′(x). Moreover Lemma 2.2 ensures the existence of a in (R∗+)N , inversely proportional
to r′, thus depending only on (γi)i=1..N , (γci )i=1..N and minj 6=i |xi − xj |, with ai increasing

when minj 6=i |xi − xj | decreases, such that F̃x is a C∞ di�eomorphism from Dr′(x) to Ya. As

Fx = F̃x ◦ Jx, we conclude that Fx realizes a C∞ di�eomorphism from Vx to Ya.

6. Proof of (2.10). As a consequence of the inverse mapping theorem, there exists a constant
Ka > 0 depending on a introduced above, thus on (γi)i=1..N , (γci )i=1..N and minj 6=i |xi − xj |,
such that for all ỹ ∈ Vx and ũ ∈ Dr′(x),∥∥ỹ − J−1

x (ũ)
∥∥ ≤ Ka ‖ũ− Jx(ỹ)‖ . (2.27)

For v in Ya we let u := F̃−1
x (v). Hence u ∈ Dr′(x) and J−1

x (u) = F−1
x (v), thus putting ũ in

(2.27) leads to (2.10).
This ends the proof of Proposition 2.2.

Remark 2.2. We could consider the intensities (γ1, . . . , γN ) and (γC1 , . . . , γ
N
1 ) as variables. When

these intensities are �xed, Proposition 2.2 proves that a large enough v ∈ (R2)N is attained
by Fx. Then a simple scaling argument shows that any v ∈ (R2)N with no zero-component is
attained provided that the intensities (γ1, . . . , γN ) and (γC1 , . . . , γ

N
1 ) are su�ciently small.

We are now in position to prove Theorem 2.

Proof of Theorem 2. This proof consists in three steps. First, we prove the existence of a certain
family of N curves from x0,1, . . . , x0,N (close to some �xed x0,1, . . . , x0,N ) to xf,1, . . . , xf,N , and
satisfying properties compatible with Proposition 2.2. In a second part, assuming that the initial
position of the controls y, say y(0) = (y0,1, . . . , y0,N ) is close enough to (x0,1, . . . , x0,N ), we
show how to construct y so that the vortices x follow the prescribed trajectories. The last step
explains how to reduce to the previous situation when the assumption on the initial positions of
the controls is not satis�ed.

1. Construction of a family of curves. We �rst de�ne a family of reference curves in the
following lemma.

Lemma 2.3. Given N distinct points x0,1, . . . , x0,N in R2 and distinct points xf,1, . . . , xf,N
in R2, there exists r > 0, such that for any T > 0 and any vmin > 0, any x̃0,1 ∈ B(x0,1; r), . . . ,
x̃0,N ∈ B(x0,N ; r), any v0,1, . . . , v0,N in R2 such that for all i = 1, . . . , N , |v0,i| ≥ vmin, one can
�nd C∞ curves Γ1, . . . ,ΓN : [0, T ]→ R2 satisfying

∀i ∈ {1, . . . , N}, Γi(0) = x̃0,i and Γi(T ) = xf,i, (2.28)

∀t ∈ [0, T ], ∀i 6= j, |Γi(t)− Γj(t)| ≥ r, (2.29)

∀t ∈ [0, T ],∀i ∈ {1, . . . , N}, |Γ̇i(t)| ≥ vmin, (2.30)

Γ̇i(0) = v0,i for all i = 1, . . . , N. (2.31)

Proof of Lemma 2.3. We start with the case xi = xi for all i = 1 . . . N , and without the constraint
(2.31).
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In that case , it is easy to construct smooth and simple curves C1, . . . , CN : [0, 1]→ R2, with

disjoint graphs, with |Ċi| > 0, and driving x0,i to xf,i. Indeed one �rst constructs C1 by noticing
that R2\{x0,2, . . . , x0,N , xf,2, . . . , xf,N} is path-connected, and then one constructs C2 by noticing
that R2 \

(
C1([0, 1]) ∪ {x0,3, . . . , x0,N , xf,3, . . . , xf,N}

)
is path-connected, etc. Moreover, one can

ask that in small neighborhood of t = 0, Ċi(t) is constant.
Now we let

r :=
1

4
min{|Ci(s)− Cj(t)|, s, t ∈ [0, 1], i 6= j} > 0.

In order to achieve (2.30), we introduce a slight modi�cation of the curves C1, . . . , CN . We
consider small circles passing through xf,1, . . . , xf,N , with diameter less than r/4, and parame-

terized by C∞ mappings c1, . . . , cN : R→ R2, 1-periodic with ci(0) = xf,i and ċi(0) ⊥ Ċi(1) for
i = 1, . . . , N . We let ϕ ∈ C∞(R;R) a decreasing function such that ϕ = 1 on (∞,−1] and ϕ = 0
on [0,+∞). Then one set the curves Γ1, . . . ,ΓN given by the following formula for k and n large
enough (assuming Ci(t) = xf,i for t > 1):

Γi(t) := ϕ

(
n

(
t− T

k

))
Ci
(
kt

T

)
+

[
1− ϕ

(
n

(
t− T

k

))]
ci

(
kt

T

)
. (2.32)

One checks that condition (2.30) is satis�ed for k large enough as Γ̇i(t) 6= 0 for t in [0, T ], and
condition (2.29) is satis�ed for n large enough.

It remains to explain how to treat other starting points x̃0,i ∈ B(x0,i; r) and to obtain (2.31).
The idea is to go from x̃0,i to x0,i in a very short time, and then to follow the previous trajectory
Γi. To do so, we introduce C

∞ curves c̃1, . . . , c̃N : [0, ε]→ R2 for ε > 0 small enough, such that in

a neighborhood of t = 0, c̃i(t) = x̃0,i+v0,it, in a neighborhood of t = ε, c̃i(t) = x0i+Γ̇i(0)(t−ε),
during [0, ε], one has c̃i ∈ B(xi,0; r) and | ˙̃ci| ≥ vmin. This is easily obtained for small ε. Then we
�nally rescale in time by setting for i ∈ {1, . . . , N},

Γi(t) = c̃i

(
T + ε

T
t

)
in

[
0,

εT

T + ε

]
and Γi(t) = Γi

(
T + ε

T
t− ε

)
in

[
εT

T + ε
, T

]
,

which is C∞ since Γ̇i(t) is constant in a neighborhood of t = 0.
This ends the proof of Lemma 2.3.

2. Construction of the control when y0 is close to x0. In this step, we �rst consider the
case where y0 close to x0; the general case will be deduced later.

Given x0,1, . . . , x0,N and xf,1, . . . , xf,N , we use Lemma 2.3 with (x0,1, . . . , x0,N ) = (x0,1, . . . , x0,N )
as a base point. Then according to the �rst part of the proof there exists a minimal dis-
tance r > 0 between the possible curves Γ1, . . . ,ΓN , for now independently of vmin > 0, of
x̃0,1 ∈ B(x0,1; r), . . . , x̃0,N ∈ B(x0,N ; r), and of v0,1, . . . , v0,N in R2 (such that for all i = 1, . . . , N ,
|v0,i| ≥ vmin.)

Recalling Proposition 2.2 and in particular the monotonicity of a with respect to mini6=j |Γi(t)−
Γj(t)|, there exists a ∈ (R∗+)N corresponding to mint∈[0,T ] mini 6=j |Γi(t)−Γj(t)| such that for all
t ∈ [0, T ] FΓ(t) is surjective onto Ya. Then we �x

vmin = max(a1, . . . , aN ). (2.33)

Now we suppose that for all i ∈ 1..N , y0,i is su�ciently close to x̃0,i for the condition |Fx̃0,i(y0)| >
vmin to be veri�ed. We express this condition with a parameter r̂:

|y0,i − x̃0,i| < r̂, (2.34)
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and we notice that r̂ merely depends on r and vmin.
Now given x̃0,1 ∈ B(x0,1; r), . . . , x̃0,N ∈ B(x0,N ; r), we deduce completely the curves

Γ1, . . . ,ΓN according to the minimal speed vmin and by setting

v0,i := Fx̃0,i(y0).

We then de�ne, for t in [0, T ],

v(t) :=
dΓ

dt
(t),

Hence according to Proposition 2.2, we may now de�ne the control as following:

∀t ∈ [0, T ] , y(t) = F−1
Γ(t)(v(t)). (2.35)

Thanks to the regularity of v, y ∈ C∞([0, T ] ,R2)N , and the corresponding trajectory leads x̃0

to xf in time T by construction.

3. Starting from any y0. We now explain how to reduce the general case to the case where
the assumption (2.34) is satis�ed. The idea is to introduce a �rst step during which we bring all
yi close to x0,i in a very short time. This will slightly a�ect the position of the vortices xi, but
nevertheless ensure that condition (2.34) is ful�lled.

Given x0,1, . . . , x0,N and xf,1, . . . , xf,N , we apply step 2. We deduce some r > 0 and r̂ > 0
such that we know how to drive x̃0,1 ∈ B(x0,1; r), . . . , x̃0,N ∈ B(x0,N ; r) to xf provided that
(2.34) is satis�ed.

Now arguing as in the �rst part of this proof with a path-connectedness argument, we con-
struct curves C1, . . . ,CN : [0, 1] → R2 joining (y0,1, . . . , y0,N ) to some points (x̌0,1, . . . , x̌0,N ) in
S(x0,1, r̂/2) × · · · × S(x0,N , r̂/2), such that these curves and the points x0,i stay at a minimal
distance r̃ > 0, that is to say

min{|Ci(s)− x0,j |, s ∈ [0, 1], i, j = 1 . . . N} > r̃,

min{|Ci(s)− Cj(t)|, s, t ∈ [0, 1], i 6= j} > r̃,

min{|x0,i − x0,j |, i 6= j} > r̃.

Then for ε > 0 small, we consider the solution xε := (xε1, . . . , x
ε
N ) of (2.1) for t ∈ [0, ε], with the

control yε given by

yεi (t) = Ci

(
t

ε

)
for t ∈ [0, ε], i = 1, . . . , N.

Let us show the existence of ε0 such that for all ε < ε0, x
ε is well de�ned on [0, ε], namely that

the trajectories of the vortices and the controls do not cross. This is a continuous induction
argument.

At initial time, by construction, for i 6= j, we have |x0,i−x0,j | > r̃ and |x0,i−y0,j | > r̃. hence
by continuity of xε, for each ε > 0 there exists tε > 0 such that for t ∈ [0, tε]:

|xεi (t)− xεj(t)| >
r̃

2
and |xεi (t)− yεj (t)| >

r̃

2
. (2.36)

It follows that on [0, tε], ∣∣∣∣dxεidt
∣∣∣∣ (t) <∑

j 6=i

2|γj |
r̃

+
∑

j=1..N

2|γcj |
r̃

=: |vi|∞. (2.37)
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Since |vi|∞ does not depend on ε, we deduce that (2.36) holds for all t ∈ [0, ε] for ε < ε0 :=
r̃

4 max |vi|∞ . Thus xε is well de�ned for ε su�ciently small. Moreover according to (2.37),

‖xε − x0‖L∞(0,ε) ≤ ε max
1≤i≤N

|vi|∞ −→ 0 as ε→ 0+.

Hence for suitably small ε, xε(ε) belongs to B(x0,1, r)× · · · ×B(x0,N , r) and one can then apply
the second step of this proof with xε(ε) as initial points, yε(ε) as initial positions of the control
vortices and T − ε as a time horizon. It su�ces indeed to rescale in time the curves Γi, which
does not a�ect the construction as long as we go faster (see in particular how r̂ is de�ned after
(2.34)). Moreover, proceeding as previously, we may ensure that the connection of the two parts
of the solution (during [0, ε] and [ε, T ]) is of class C∞.

This ends the proof of Theorem 2.

2.3 A variant of Theorem 2

Let us �nish with a variant of Theorem 2 obtained as a consequence of Variant 2.1. It allows,
when x0 and xf are su�ciently close in a certain sense, to ensure that the vortices xi according to
the previous construction are moving along straight lines. It enables to have a clear localization
of all vortices xi and yi at all times.

Theorem 3. Let xf = (xf,1, . . . , xf,N ) in (R2)N with xf,i 6= xf,j for i, j in {1, . . . , N} and
i 6= j. There exists D0 ∈

(
0,mini 6=j |xf,i − xf,j |/8

)
such that for any D ∈ (0, D0), setting

τ =
D2

mini |γci |
and ρ = min

(
D

8
, D3

)
, (2.38)

the following holds. Let x0 = (x0,1, . . . , x0,N ) in (R2)N such that for all i, x0,i ∈ B(xf,i, D) \
B(xf,i, D/2). Let

� Xi the �ice-cream cone� Conv
(
{x0,i} ∪B(xf,i, ρ)

)
,

� Yi the �stadium� γci τ
(xf,i − x0,i)

⊥

|xf,i − x0,i|2
+
[
x0,i, xf,i

]
+B(0, D/8).

Then all Xi and Yi are disjoint compact convex sets and moreover, for any xf = (xf,1, . . . , xf,N )
in B(xf,1, ρ) × · · · × B(xf,N , ρ), one can �nd controls y1, . . . , yN : [0, τ ] → R2 with values in
Y1, . . . ,YN respectively, driving x0 to xf in time τ and such that the corresponding solutions
x1, . . . , xN of (2.1) are straight lines belonging to X1, . . . ,XN respectively.

Proof. The proof is composed of three steps. We �rst give a �rst su�cient condition on D (char-
acterizing the admissibility set for x0) such that it is possible to construct controls y associated
to straight lined trajectories between x0 and xf . Then by comparing y and the control ỹ corre-
sponding to the "uncoupled" system, we show that for D small enough (and with ρ and τ de�ned
as above), yi belongs to Yi for all i. Finally, one shows the disjunction of the sets Xi, Yi for all
i, j by using again the smallness of D and the form of τ and ρ.

1. Construction of the controls associated to straight-lined trajectories. This step
of the proof focuses on su�cient conditions to ensure the invertibility of the right-hand side of
the system (2.1). We �rst apply Proposition 2.2 ensuring the monotonicity of a with respect to
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mini6=j |xi − xj |. We can therefore introduce a ∈ (R∗+)N such that Fx is surjective onto Ya for
all x = (x1, . . . , xn) ∈ (R2)N satisfying

|xi − xj | ≥
mini 6=j |xf,i − xf,j |

2
. (2.39)

We deduce vmin given by (2.33), and Ka so that (2.10) applies.
Now, assuming at �rst D ∈

(
0,mini 6=j |xi,f −xj,f |/8

)
we construct the trajectories as follows.

Given xf in B(xf,1, ρ)×· · ·×B(xf,N , ρ), we introduce Γi : [0, τ ] 7→ R2 as straight lines from x0,i

to xf,i:

Γi(t) = x0,i +
t

τ
(xf,i − x0,i), ∀t ∈ [0, τ ].

These trajectories clearly satisfy (2.39) for all t ∈ [0, τ ], as Γi(t) ∈ B(xfi, D) for all t ∈ [0, τ ].
Then following Variant 2.1, we can construct for all i ∈ {1, . . . , N} the associated �uncoupled�

control vortices

ỹi(t) := F̃−1
Γ(t),i(Γ̇(t)) = Γi(t) + γci τ

(xf,i − x0,i)
⊥

|xf,i − x0,i|2
, (2.40)

and the �coupled� ones

y(t) := F−1
Γ(t)

(
Γ̇1(t), . . . , Γ̇N (t)

)
= F−1

Γ(t)

(
xf,1 − x0,1

τ
, . . . ,

xf,N − x0,N

τ

)
.

This last construction is possible if ∥∥∥∥xf − x0

τ

∥∥∥∥
∞
≥ vmin. (2.41)

As for all i ∈ 1, . . . , N , we have x0,i ∈ B(xf,i, D) \B(xf,i, D/2) and xf,i ∈ B(xf,i, ρ), we deduce

|xf,i − x0,i| ≥
3

8
D. (2.42)

With the de�nition of τ given in (2.38), (2.41) amounts to a second smallness condition on D
(that yields D0):

D ≤ 3

8

mini |γci |
vmin

. (2.43)

It is straightforward that y drives x0 to xf in time τ and and that the corresponding solutions
x1, . . . , xN of (2.1) are straight lines belonging to X1, . . . ,XN respectively.

2. Location of the controls. Let us now show that the controls yi belong to Yi for ρ given as
in (2.38). We �rst introduce the trajectories x and the �uncoupled� controls y corresponding to
the particular case xf = xf :

xi(t) := x0,i +
t

τ
(xf,i − x0,i) and ỹ

i
(t) := xi(t) + γci τ

(xf,i − x0,i)
⊥

|xf,i − x0,i|2
, (2.44)

corresponding to the �middle lines� in the ice cream cone Xi and in the stadium Yi, respectively.
We now locate yi by means of

|yi(t)− ỹi(t)| ≤ |yi(t)− ỹi(t)|+ |ỹi(t)− ỹi(t)|. (2.45)

Let us now estimate the two terms in the right-hand side of (2.45).
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Concerning the second term, we use that x 7→ x⊥

|x|2 can be represented by the complex map

z 7→ i
z for z = x1 + ix2 and that

∣∣ 1
z −

1
z′

∣∣ = |z−z′|
|zz′| in R2. Using (2.40), (2.42) and (2.44), and

noticing that |xi(t)− Γi(t)| ≤ ρ on [0, τ ], we �nd that

|ỹi(t)− ỹi(t)| ≤ ρ+ |γci |τ
64

9D2
ρ ≤ D3

(
1 +

64

9

|γci |
minj |γcj |

)
.

For D su�ciently small, this is clearly less than D/16.
Concerning the �rst term in the right-hand side of (2.45), according to (2.10) and recalling

(2.18), we have for all t ∈ [0, τ ],

‖ỹ(t)− y(t)‖ ≤ Ka

∥∥ỹ(t)− JΓ(t)(ỹ(t))
∥∥ . (2.46)

Moreover due to (2.16) and (2.25), we have for some constant C > 0 depending on (γi)i=1..N ,
(γci )i=1..N and xf only,

∥∥ỹ(t)− JΓ(t)(ỹ(t))
∥∥ ≤ C‖ỹ(t)− Γ(t)‖2 ≤ Cmax |γci |2 τ2

‖xf − x0‖2
. (2.47)

Again, this is less than D/16 for suitably small D. Going back to (2.45), this gives yi(t) ∈ Yi in
all con�gurations.

3. Disjunction of the sets Xi and Yj. It remains to show that all the Xi and Yj are disjoint.
To do so, we estimate: ∣∣∣ỹ

i
(t)− xi(t)

∣∣∣ =
|γci |τ

|xf,i − x0,i|
≥ |γ

c
i |τ
D

.

The choice (2.38) of τ makes this term larger than or equal to D. Hence we deduce that
dist(Xi,Yi) ≥ 3D

4 , for all i. Finally, since in the other direction∣∣∣ỹ
i
(t)− xi(t)

∣∣∣ =
|γci |τ

|xf,i − x0,i|
≤ 2
|γci |τ
D

=
2|γci |

minj |γcj |
D,

we deduce that if D is small enough (depending on xf ), then for all i,

Xi ∪ Yi ⊂ B(xi,f ,min
j 6=k
|xj,f − xk,f |/4).

This is enough to ensure that all the sets Xi ∪ Yi, i = 1, . . . , N , are disjoint.

3 Reduction to a single control vortex

In this section, we establish Theorem 1. Hence we consider the control of the vortex system by
means of a single control vortex z : [0, T ] −→ R2, of intensity γc 6= 0. The evolution of the
position of the vortex xi, for i in {1, . . . , N}, is now governed by System (1.7). Incorporating the
factor 1

2π in the intensities γ1, . . . , γN , γ
c, and usingK the Biot-Savart kernel (1.11), System (1.7)

is written as 
dxi
dt

(t) =
∑
j 6=i

γjK ∗ δxj(t)(xi(t)) + γcK ∗ δz(t)(xi(t)),

xi(0) = x0,i.

(3.1)
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The strategy is as follows. First, we introduce a reference solution x with N controls obtained
by means of Theorem 2. Then we consider a solution of (3.1) with an oscillating control that
mimics the action of these N controls. The proof consists then in comparing these two solutions
a prove that they are suitably close for a su�ciently fast oscillating control. This will lead us
to an approximate controllability result. Finally, we establish a local exact controllability result
following the same lines (however with a simpli�ed reference solution) and using a topological
argument.

3.1 A single oscillating control

We �x T > 0, x0 ∈ (R2)N , xf ∈ (R2)N and y0 the initial position of the control vortex.

1. Reference solutions and controls. To begin with, we apply Theorem 2 with N control
vortices of intensity γc/N , where γc is the intensity of the single control z in (3.1). These N
control vortices are initially placed at y0 for the �rst one, and arbitrarily away from x0,1, . . . , x0,N ,
y0 and one from another for the others. Hence we obtain reference controls yi(t), i in {1, . . . , N}
and reference solutions x of (2.1) that go from x0 at time 0 to xf in time T . These reference
solutions satisfy, for i ∈ {1, . . . , N},

dxi
dt

(t) =
∑
j 6=i

γjK ∗ δxj(t)(xi(t)) +
γc

N

N∑
k=1

K ∗ δyk(t)(xi(t)),

xi(0) = x0,i.

(3.2)

Note that Theorem 2 ensures that one can �nd r > 0 such that for all t ∈ [0, T ],

min
j,k=1...N

|yk(t)− xj(t)| ≥ 2r and min
i6=j
|xi(t)− xj(t)| ≥ 4r. (3.3)

In the next step we introduce a sequence of controls (zn)n∈N∗ oscillating between these N
reference control trajectories (y1, . . . , yN ). This follows the ideas of Filippov's convex integration
[7]; see also for instance [4] regarding the controllability of a �ock of animals by a repelling agent
for similar ideas.

2. General form of the control. Let us give a precise de�nition of this oscillating control on
[0, T ]. For n in N∗, we divide the interval I := [0, T ] in n intervals of size

∆T :=
T

n
, (3.4)

that is, we set
Ii := [ti−1, ti] = [(i− 1)∆T, i∆T ] for i in {1, . . . , n}.

Each interval Ii in then subdivided in N subintervals of size

δT :=
∆T

N
=

T

nN
, (3.5)

and we de�ne accordingly

Ii,k := [ti−1,k−1, ti−1,k] = [(i− 1)∆T + (k − 1)δT, (i− 1)∆T + kδT ] for k in {1, . . . , N}.

The general idea would be to consider the control

ẑn(t) :=

n∑
i=1

N∑
k=1

1Ii,k(t)yk(t) for t ∈ [0, T ].
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However, to achieve a continuous trajectory, we split each of the intervals Ii,k in two parts:

Iwi,k :=

[
ti−1,k −

δT

2n
, ti−1,k +

δT

2n

]
and Ici,k :=

[
ti−1,k−1 +

δT

2n
, ti−1,k −

δT

2n

]
,

where Ici,k is used to let the control at yk, and Iwi,k aims at ensuring a continuous transition

between yk and yk+1. Moreover we set Ic1,1 :=
[
0, t0,1 − δT

2n

]
, Icn,N :=

[
tn−1,N−1 + δT

2n , T
]
and

Iwn,N := ∅, so that we have I =

n⋃
i=1

N⋃
k=1

(
Ici,k ∪ Iwi,k

)
.

y1 w1,1 y2

I1 I2 I3

T
n2N

T
nN

w1,2 y1 w2,1 y2 w2,2 y1 w3,1 y2

0• T•

Figure 1: Time intervals and associated control value for N = 2 and n = 3.

For each i and k, we introduce a smooth transition curve wni,k : Iwi,k −→ R2 that connects

yk(ti−1,k − δT
2n ) to yk+1(ti−1,k + δT

2n ) in a time T
n2N . The precise construction of this transition

curve is given in the next paragraph. When these trajectories are determined we de�ne, for n in
N∗, the continuous trajectory z0

n:

z0
n(t) :=

n∑
i=1

N∑
k=1

(
1Ici,k(t)yk(t) + 1Iwi,k(t)wni,k(t)

)
for t ∈ [0, T ]. (3.6)

The control zn will �nally be de�ned as a regularization of z0
n.

3. Precise form of the transition curves. We �x 1 ≤ i ≤ n and 1 ≤ k ≤ N ; let us detail the
construction of the Lipschitz transition curves wni,k ∈ C(Iwi,k). To lighten the notation, we will

temporarily write t1 := ti−1,k − δT
2n and t2 := ti−1,k + δT

2n .
To connect yk(t1) to yk+1(t2), we consider the set of balls of center xj(t1) and of radius

3r/2 for j ∈ {1, . . . , N}, which are all disjoint according to (3.3). Moreover yk(t1) does not
belong to any of these balls according to (3.3). We construct a trajectory wni,k avoiding the balls

Bxj(t1)(3r/2), j ∈ {1, . . . , N}. To this end, we �rst de�ne a Lipschitz trajectory wn,pmi,k joining
yk(t1) to yk+1(t2) along a straight line, and circumventing the ball Bxj(t1)(3r/2) by following its
boundary if the line crosses it, see Figure 2. We choose an arbitrary sense to follow the circle:
for instance, we choose the shortest arc, and the clockwise direction when both arcs have the
same length. The resulting curve is followed at constant speed.

Let us remark that the trajectory z0
n de�ned by (3.6) is Lipschitz on [0, T ]; we call L(n)

its best Lipschitz constant. One can readily check that this L(n) may be estimated, for some
geometrical constant Cπ, by

L(n) ≤ CπNn2

T
sup

k∈{1,...,N}
‖yk‖C1([0,T ]). (3.7)
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•

•

yk(t1)

yk+1(t2)

Bxi(t1)(
3r
2 )

•
xi(t1)

xj(t1)
•

Bxj(t1)(
3r
2 )

wn,pmi,k

Figure 2: Construction of the trajectory wn,pmi,k .

4. Regularization of the trajectory z0
n. Now we introduce the regularized control sequence

zn from the Lipschitz construction z0
n above. Let (ρε)ε>0 a mollifying sequence obtained from

rescaling ρ ∈ C∞c ((0, T ),R), ρ ≥ 0, of integral 1, and of support in (−ε, ε) for ε su�ciently small.
For n in N∗, we de�ne the function zn in C∞([0, T ],R2) by

zn(t) := ρ 1
n3
∗ z0

n(t) in [0, T ], (3.8)

where we extended z0
n by z0

n(0) (respectively z0
n(T )) on (−∞, 0) (resp. (T +∞)). Notice that

since 1
n3 � 1

n and since each yk is constant in Ic1,1 and in Icn,N , we have zn(0) = z0
n(0) and

zn(T ) = z0
n(T ) for n su�ciently large.

5. A property of the control zn. We now state a property of the control zn following from
its construction.

Lemma 3.1. There exists n0 ∈ N∗ such that for all n ≥ n0, for all t ∈ [0, T ], and for all
j ∈ {1, . . . , N},

|zn(t)− xj(t)| ≥ r, (3.9)

where x is the trajectory solution of (3.2) and r > 0 was introduced in (3.3).

Proof of Lemma 3.1. Using Supp ρ 1
n3
⊂ (− 1

n3 ,
1
n3 ), we deduce for t in [0, T ]

|zn(t)− z0
n(t)| ≤

∫
R
ρ 1
n3

(s)
∣∣z0
n(t− s)− z0

n(t)
∣∣ ds ≤ 2L(n)

n3
,

and thus with (3.7) the uniform estimate

sup
t∈[0,T ]

|zn(t)− z0
n(t)| ≤ 2CπN

nT
sup

k∈{1,...,N}
‖yk‖C1([0,T ]). (3.10)

Now for t in Ici,k, for all i in {1, . . . , n} and k in {1, . . . , N}, according to (3.3) and to the

construction of z0
n, we have |z0

n(t) − xj(t)| ≥ 2r; consequently with (3.10), we see that for n
su�ciently large, (3.9) holds on these intervals.

Concerning intervals Iwi,k, we use the uniform continuity of x on [0, T ] to deduce the existence

of nu such that for all n ≥ nu, for all t, t′ ∈ [0, T ] with |t− t′| ≤ δT
n = T

n2N , for all j ∈ {1, . . . , N},

|xj(t)− xj(t′)| ≤ r/3.
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Hence for n ≥ nu, for all t ∈ Iwi,k, for all j ∈ {1, . . . , N}, |xj(t) − xj(ti−1,k − δT
2n )| ≤ r/3. As by

construction |z0
n(t)− xj(t1)| ≥ 3r/2, we have that for all t ∈ Iwi,k,

|z0
n(t)− xj(t)| ≥

7r

6
. (3.11)

From (3.10) we deduce the existence of nw such that for n su�ciently large, (3.9) holds as well
in intervals Ici,k. This ends the proof of Lemma 3.1.

3.2 Approximate controllability

3.2.1 Statements

We now focus on the trajectory xn solution of the vortex system controlled by zn, the control
introduced in (3.8). For n in N∗ and i in {1, . . . , N}, we denote xni the solution of

dxni
dt

(t) =
∑
j 6=i

γjK ∗ δxnj (t)(x
n
i (t)) + γcK ∗ δzn(t)(x

n
i (t)),

xni (0) = x0,i.

(3.12)

The goal of this subsection is to establish the following result concerning the approximate con-
trollability of the system. In the following we let r̄ denotes the constant introduced in (3.3).

Theorem 4. There exists n′0 ∈ N∗ and C > 0 depending only on r and T , such that for any
n ≥ n′0, the solution xn is de�ned globally in [0, T ] and satis�es:

‖xn − x‖C0([0,T ]) ≤
C

n
, (3.13)

where x̄ is the reference solution of (3.2). Hence System (3.1) is approximately controllable in
arbitrary time.

The proof of Theorem 4 uses a continuous induction argument relying on a local result stated
in Proposition 3.1 below. For this argument, we introduce a hypothesis depending on some time
τ > 0 and some integer n1 as follows.

Hypothesis 1 (H1(τ ,n1)). For all n ≥ n1, the trajectory xn solution of (3.12) is well de�ned
on [0, τ ] and for all t in [0, τ ],

∀i ∈ {1, . . . , N}, |zn(t)− xni (t)| ≥ r/2 and ∀i, j ∈ {1, . . . , N}, i 6= j, |xnj (t)− xni (t)| ≥ r/2.

We now state a convergence result valid when this hypothesis holds. We let n0 denote the
integer introduced in Lemma 3.1.

Proposition 3.1. If Hypothesis H1(τ ,n1) holds for given τ > 0 and n1 ≥ n0, then there exists
C̃ > 0 depending only on r̄ such that for all n ≥ n1, for all i in {1, . . . , N},

max
t∈[0,τ ]

|xni (t)− xi(t)| ≤
C̃

n
, (3.14)

where x is the reference solution of (3.2).

The proof of Proposition 3.1 is the goal of next paragraph. Then we will be able to prove
Theorem 4.
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3.2.2 Proof of Proposition 3.1

The proof of Proposition 3.1 relies on a preliminary result which we will state after introducing
a few notations. In the following, M1(R2) denotes the set of bounded measures of R2 as the
dual space of C0(R2) the space of continuous functions that vanish at in�nity endowed with
the uniform norm. The set C1

0 (R2) denotes the subspace of C1 ∩ C0 functions whose derivative
belongs to C0(R2), endowed with the norm ‖f‖C1

0 (R2) = supx∈R2 |f(x)| + supx∈R2 |∇f(x)|. In

addition we consider the space BV (0, T ;C0(R2)) of functions of bounded variations in time, with
values in C0(R2). For φ ∈ BV (0, T ;C0(R2)), we will write:

|φ|BV (0,T ;C0(R2)) := sup
M≥1

sup
0≤a1<...<aM+1≤T

M∑
i=1

‖φ(ai+1)− φ(ai)‖C0(R2),

‖φ‖BV (0,T ;C0(R2)) := |φ|BV (0,T ;C0(R2)) + ‖φ‖L∞(0,T ;C0(R2)).

In the space L∞(0, T ;M1(R2)) of bounded time-dependent Radon measures, we consider the
sequence (δzn(·))n∈N and introduce

δ(·) :=
1

N

N∑
k=1

δyk(·).

Then we have the following quantitative weak convergence result.

Lemma 3.2. Consider the sequence (zn)n∈N∗ of C∞([0, T ],R2)N
∗
de�ned by (3.8). For φ in

BV (0, T ;C0(R2))∩L1(0, T ;C1
0 (R2)), there exists C > 0 depending on ‖yk‖C1(0,T ) for 1 ≤ k ≤ N ,

such that for all n ∈ N∗,∫ T

0

∣∣〈δzn(t), φ(t, ·)
〉
−
〈
δ(t), φ(t, ·)

〉∣∣ dt ≤ C

n

(
‖φ‖BV (0,T ;C0(R2)) + ‖φ‖L1(0,T,C1

0 (R2))

)
. (3.15)

with 〈., .〉 the duality bracket between M1(R2) and C0(R2).

The proof of Lemma 3.2 is postponed to Subsubection 3.2.4. Let us now establish Proposi-
tion 3.1.

Proof of Proposition 3.1. Let us introduce notations for the vector �elds appearing in the right-
hand sides of (3.12) and (3.2):

Fxn,i(t, ·) :=
∑
j 6=i

γjK ∗ δxnj (t) + γcK ∗ δzn(t) and F x̄,i(t, ·) :=
∑
j 6=i

γjK ∗ δxj(t) +
γc

N

N∑
k=1

K ∗ δyk(t).

(3.16)
As for instance in [19, Section 4.2], we consider, for η < 1, a radial function lnη of class C

∞(R2),
satisfying the three following properties:

lnη(x) = ln(|x|) for |x| > η, |lnη(x)| ≤ |ln(|x|)| for x ∈ R2 and |∇lnη(x)| ≤ |x|−1 for x ∈ R2.

Then we de�ne the regularized Biot-Savart Kernel Kη = ∇⊥lnη of C∞(R2), satisfying Kη(x) =
K(x) for |x| > η, and globally Lipschitz on R2. This allows to de�ne regularized vector �elds
F ηn,i and F

η

i by

F ηxn,i(t, ·) :=
∑
j 6=i

γjKη ∗δxnj (t) +γcKη ∗δzn(t) and F
η

x̄,i(t, ·) :=
∑
j 6=i

γjKη ∗δxj(t) +
γc

N

N∑
k=1

Kη ∗δyk(t).
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Note that F ηxn,i and F
η

x̄,i are continuous in time and globally Lipschitz in space and hence their
�ows are global. Assuming that Hypothesis H1(τ ,n1) holds, then for

η := min(r/4, 1/2),

and n ≥ n1, the solution associated with F ηxn,i coincides with the solution of (3.12). Then we
can replace K with Kη in (3.2).

Now for j ∈ {1, . . . , N} and t in [0, τ ], we let φjt the following vector-valued function

φjt (s, y) := 1[0,t[(s)Kη(xj(s)− y).

Clearly, φjt belongs to BV (0, T ;C0(R2))∩L1(0, T ;C1
0 (R2)), is right-continuous and the following

relation holds:∫ τ

0

∣∣∣〈δzn(s), φ
j
t (s, ·)

〉
−
〈
δ(s), φ

j
t (s, ·)

〉∣∣∣ ds =

∫ t

0

|Kη ∗ (δzn(s) − δ(s))|(xj(s)) ds.

Hence with Lemma 3.2 we deduce the existence of C > 0 depending on η but independent of j,
τ and t such that the following holds for all n ≥ n1:∫ t

0

|K ∗ (δzn(s) − δ(s))|(xj(s)) ds ≤
C

n
. (3.17)

Now we consider the distance between the trajectory xni and its reference trajectory x̄i, for i in
{1, . . . , N},

|xni − xi|(t) ≤
∣∣∣∣∫ t

0

(
Fxn,i(s, xi(s))− F x̄,i(s, xi(s))

)
ds

∣∣∣∣+

∣∣∣∣∫ t

0

(Fxn,i(s, x
n
i (s))− Fxn,i(s, xi(s))) ds

∣∣∣∣ .
For the �rst term in the right-hand side, recalling the relation

∣∣ 1
z −

1
z′

∣∣ = |z−z′|
|zz′| and (3.3), we

have ∑
j 6=i

K ∗
(
δxnj (t) − δx̄j(t)

)
(x̄i(t)) ≤

∑
j 6=i

|xnj − x̄j |
|xnj − x̄i||x̄i − x̄j |

≤ 1

(4r̄)2

∑
j 6=i

|xnj − x̄j |. (3.18)

Under Hypothesis H1, F ηxn,i is globally L-Lipschitz in space, with L depending on η, hence on

r. De�ning L̃ := L+ 1
(4r̄)2 and with (3.18), one has for n ∈ N∗, t ∈ [0, τ ] and i ∈ {1, . . . , N},

|xni − x̄i|(t) ≤ |γc|L̃
∑
j 6=i

∫ t

0

|xnj − x̄j |(s) ds+ |γc|
∫ t

0

∣∣K ∗ (δzn(s) − δ(s))(xj(s))
∣∣ ds.

According to Grönwall's lemma, this leads to

|xni − xi|(t) ≤ |γc|eL̃T
N∑
j=1

∫ t

0

|K ∗ (δzn(s) − δ(s)) (xj(s))|ds.

With (3.17), we conclude that for some C̃ independent of τ , (3.14) holds for all n ≥ n1. This
ends the proof of Proposition 3.1.
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3.2.3 Proof of Theorem 4

Proof of Theorem 4. Establishing Theorem 4 amounts to showing that Hypothesis H1(τ ,n1)
holds for τ = T and n1 large enough; as outlined before, we proceed by continuous induction.

For n in N∗, we de�ne

Tn := sup
{
τ ∈ [0, T ]

∣∣∣ ∀t ∈ [0, τ ], ∀i ∈ {1, . . . , N}, ∀i 6= j,

|zn(t)− xni (t)| > r/2 and |xnj (t)− xni (t)| > r/2
}
.

Thanks to (3.3) and according to the continuity of zn and xn, each Tn is positive for n ∈ N∗.

1. The �rst step of this proof consists in showing the existence of T > 0 such that for all n ≥ n0

(where n0 was introduced in Lemma 3.1), Tn ≥ T .
Let n ≥ n0. It is straightforward that xn is well-de�ned on [0, Tn]. Relying on (3.12), we

have that for t ∈ [0, Tn], ∣∣∣∣dxni (t)

dt

∣∣∣∣ ≤ 2

r

|γc|+ N∑
j=1

|γj |

 .

Thus setting

T 1 :=
r2

16

|γc|+ N∑
j=1

|γj |


we �nd that for t ∈ [0, T 1] ∩ [0, Tn] and i ∈ {1, . . . , N},

|xni (t)− xi(0)| ≤ r

8
.

Consequently, for i 6= j, recalling that x(0) = x(0) so that (3.3) gives |xi(0) − xj(0)| ≥ 4r, we
have

|xnj (t)− xni (t)| ≥ 15r

4
.

Concerning the reference solution x, by a continuity argument, there exists T 2 > 0 such that for
all t ∈ [0, T 2], for all i ∈ {1, . . . , N}, |xi(t)− xi(0)| ≤ r/8. Using (3.9) we deduce that on [0, T 2],
for n ≥ n0,

|zn(t)− xni (t)| ≥ |zn(t)− xi(t)| − |xni (t)− xni (0)| − |xi(t)− xi(0)| ≥ 3r

4
.

Hence by an immediate contradiction argument, we obtain that Tn ≥ T := min(T 1, T 2).

2. Now let us show that Tn = T for n su�ciently large. We de�ne

T̃ := inf
n≥n0

Tn.

We know T̃ > 0; let us show that T̃ = T . By de�nition of Tn, we see that the hypothesis
H1(T̃ ,n0) is ful�lled. In particular we deduce a constant C̃ according to Proposition 3.1. Now
we de�ne n′0 as

n′0 := max

(
n0,

⌈
4C̃

r

⌉)
.
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We claim that for all n ≥ n′0, Tn = T . Indeed, applying Proposition 3.1 we �nd that for all
n ≥ n′0,

max
t∈[0,T̃ ]

|xni (t)− xi(t)| ≤
r

4
.

With (3.3) and Lemma 3.1, this involves that for t ∈ [0, T̃ ], i ∈ {1, . . . , N}, j 6= i,

|xni (t)− zn(t)| ≥ 3r

4
and |xni (t)− xnj (t)| ≥ 3r

4
.

If we had T̃ < T , we could �nd a n contradicting one of these inequalities at time t = Tn.
It follows that for n ≥ n′0, the solution xn is de�ned globally in [0, T ]. Moreover H1(T ,n′0) is

true. Hence (3.13) follows from Proposition 3.1.
This ends the proof of Theorem 4.

3.2.4 Proof of Lemma 3.2

Recalling the de�nition of z0
n in (3.6), we write

∫ T

0

∣∣〈δzn(t), φ(t, ·)〉 − 〈δ(t), φ(t, ·)〉
∣∣ dt ≤ ∫ T

0

|
〈
δzn(t), φ(t, ·)

〉
−
〈
δz0n(t), φ(t, ·)

〉
|dt

+

∫ T

0

|
〈
δz0n(t), φ(t, ·)

〉
−
〈
δ(t), φ(t, ·)

〉
| dt,

and estimate the two terms in the right-hand side separately.

• For the �rst term, we use (3.10) and deduce that we have∫ T

0

|
〈
δzn(t), φ(t, ·)

〉
−
〈
δz0n(t), φ(t, ·)

〉
| dt ≤ sup

t∈[0,T ]

|zn(t)− z0
n(t)|

∫ T

0

|φ(t, ·)|C1
0 (R2) dt

≤ 2CπN

nT
sup

k∈{1,...,N}
‖yk‖C1([0,T ])‖φ‖L1(0,T,C1

0 (R2)).

• The main part concerns the second term. We set for j ∈ {1, . . . , N},

z̃jn(t) :=

n∑
i=1

N∑
k=1

1Ii,k(t)yk+j(t),

with the convention that k + j = k + j −N if k + j > N . We extend φ for all times by setting
φ(t, ·) = φ(0, ·) for t ≤ 0 φ(t, ·) = φ(T, ·) for t ≥ T . We claim the following.

Lemma 3.3. For some constant C > 0 depending on yk, we have

∫ T

0

∣∣∣∣∣∣〈δzn(t), φ(t, ·)
〉
dt− 1

N

N∑
j=1

〈
δz̃jn(t), φ(t, ·)

〉∣∣∣∣∣∣ dt ≤ C

n

(
‖φ‖BV (0,T ;C0(R2)) + ‖φ‖L1(0,T,C1

0 (R2))

)
.

Proof of Lemma 3.3. Using the change of time variable s = t+ jδT and an index permutation,
we can write
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∫ T

0

〈
δz̃jn(t), φ(t, ·)

〉
dt =

∫ T

0

n∑
i=1

N∑
k=1

1Ii,k(t)φ(t, yk+j(t)) dt

=

∫ T

0

n∑
i=1

N∑
k=1

1Ii,k(s)φ(s− jδT, yk(s− jδT )) ds+ E ,

where the term E comes from the errors at the boundaries t = 0 and t = T where the time
change s = t+ jδT does not �t, and can easily be bounded as follows:

|E| ≤
T‖φ‖L∞(0,T ;C0(R2))

n
.

We infer∫ T

0

∣∣∣〈δz0n(t), φ(t, ·)
〉
−
〈
δz̃jn(t), φ(t, ·)

〉∣∣∣ dt
≤
∫ T

0

n∑
i=1

N∑
k=1

1Ii,k(t)
∣∣φ(t, yk(t))− φ

(
t− jδT, yk(t− jδT )

)∣∣ dt
+

∫ T

0

n∑
i=1

N∑
k=1

(
1(Ii,k\Ici,k)|φ(t, yk(t))|+ 1Iwi,k(t)|φ(t, wk(t))|

)
dt+ E . (3.19)

Let us now estimate of the �rst two terms in the right-hand side of (3.19).

1. Concerning the �rst term, let us de�ne for t ∈ (0, T ):

gn(t) :=

n∑
i=1

N∑
k=1

1Ii,k(t) |φ(t, yk(t))− φ(t− jδT, yk(t))| ,

and

hn(t) :=

n∑
i=1

N∑
k=1

1Ii,k(t) |φ(t− jδT, yk(t))− φ(t− jδT, yk(t− jδT ))| .

As the intervals Ii,k are disjoint, for t in (0, T ) there exists some kt ∈ {1, . . . , N} such that

gn(t) = |φ(t− jδT, ykt(t))− φ(t, ykt(t))| ≤ ‖φ(t− jδT, ·)− φ(t, ·)‖C0(R2).

We use the general property of functions of bounded variations (see e.g. [2, Lemma 2.3]): for
u ∈ BV (R;R) and τ > 0,

1

τ

∫ +∞

−∞
|u(x+ τ)− u(x)| ≤ TV (u).

Hence we deduce, recalling (3.5),∫ T

0

gn(t) dt ≤ jδT |φ|BV (0,T ;C0(R2)) ≤
T

n
|φ|BV (0,T ;C0(R2)).

Moreover as φ(t, ·) ∈ C1(R2) for almost all t in [0, T ] and yk ∈ C1([0, T ]) for 1 ≤ k ≤ N , we �nd

hn(t) ≤ T

n

(
N∑
k=1

‖yk‖C1([0,T ])

)
|φ(t− jδT, .)|C1

0 (R2),
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hence ∫ T

0

hn(t)dt ≤ T

n

(
N∑
k=1

‖yk‖C1([0,T ])

)
‖φ‖L1(0,T ;C1

0 (R2)).

2. For what concerns the second term of (3.19), we simply write

∫ T

0

n∑
i=1

N∑
k=1

(
1(Ii,k\Ici,k)|φ(t, yk(t))|+ 1Iwi,k(t)|φ(t, wk(t))|

)
dt

≤ ‖φ‖L∞(0,T ;C0(R2))

n∑
i=1

N∑
k=1

(
λ(Ii,k \ Ici,k) + λ(Iwi,k)

)
≤ 2T

n
‖φ‖L∞(0,T ;C0(R2)),

with λ(I) denoting the Lebesgue measure of the set I.

Gathering the inequalities above we obtain∫ T

0

∣∣∣〈δzn(t), φ(t, ·)
〉
−
〈
δz̃jn(t), φ(t, ·)

〉∣∣∣ dt ≤ C

n
,

for

C := T

(
|φ|BV (0,T ;C0(R2)) + ‖φ‖L1(0,T ;C1

0 (R2))

N∑
k=1

‖yk‖C1([0,T ]) + 3‖φ‖L∞(0,T ;C0(R2))

)

+
2CπN

T
sup

k∈{1,...,N}
‖yk‖C1

0 (R2)‖φ‖L1(0,T,C1
0 (R2)).

Since this estimate holds for all j in{1, . . . , N}, this allows to establish Lemma 3.3.

To conclude the proof of Lemma 3.2, it remains to notice that

1

N

N∑
j=1

∫ T

0

〈
δz̃jn(t), φ(t, ·)

〉
dt =

1

N

N∑
j=1

∫ T

0

〈
δyj(t), φ(t, ·)

〉
dt =

∫ T

0

〈
δ(t), φ(t, ·)

〉
dt,

so (3.15) follows. This ends the proof of Lemma 3.2.

3.3 Exact controllability

The goal of this subsection is to prove Theorem 1.
We will use a topological argument as in [12] to pass from the approximate controllability to

the exact one. This relies on the following lemma, see [12, Lemma 4.1].

Lemma 3.4. Let w0 ∈ (R2)N , κ > 0, f : B(w0, κ) −→ (R2)N a continuous map such that we
have ||f(w)−w‖ ≤ κ/2 for any w in ∂B(w0, κ). Then B(w0, κ/2) ⊂ f(B(w0, κ)).

Now we detail the proof of Theorem 1, relying on Lemma 3.4.

Proof of Theorem 1. The proof is divided in several steps.

1. Reduction to particular settings. Due to the approximate controllability result Theo-
rem 4, we can reduce the global exact controllability problem to a local one, namely when the
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initial and �nal positions of the vortices are in the situation described in Theorem 3. To be more
precise, with xf given, we introduce D > 0, τ > 0 (arbitrarily small) and ρ > 0 so that the result
of Theorem 3 applies. Now we use the approximate controllability Theorem 4 during a �rst step
(of duration T − τ) to bring the vortices close to their target, in such a way in particular that at
time T − τ , each vortex xi is in B(xf,i, D) \B(xf,i, D/2).

Once we are in this situation, we can begin a second phase (of duration τ), where we again call
x0,1, . . . , x0,N the initial vortex positions, now in

(
B(xf,1, D)\B(xf,1, D/2)

)
×· · ·×

(
B(xf,i, D)\

B(xf,N , D/2)
)
. According to Theorem 3, we obtain the N reference control trajectories yi,

i ∈ {1, . . . , N} and the corresponding straight-lined reference solutions xi, i ∈ {1, . . . , N} of
(2.1), which belong to Yi and Xi, respectively. Moreover we can extend the construction to the
case where we replace xf by any other point x̃f in B(xf,1, ρ)× · · · ×B(xf,N , ρ).

2. Speci�c form of the transition curves. Now we mainly follow the lines of the construction
of Section 3.1 but modify the transition curves wni,k appearing in the construction of the oscillating
control in (3.6), in order to make the construction continuous with respect to xf ; this is easier
in the present situation since we do not have to avoid the moving balls as in Figure 2.

To begin with, we choose some reference points y?i ∈ Yi, i ∈ {1, . . . , N}. As the sets Xi,
Yj are all disjoint for i, j ∈ {1, . . . , N}, according to an argument of path-connectedness of the
plane deprived of disjoint convex compact sets, there exists a set of non crossing paths Ck,k+1,
k ∈ {1, . . . , N}, such that Ck,k+1 connects y?k to y?k+1 (where y?N+1 := y?1) and avoids all other
sets Xi and Yj . Then one constructs a Lipschitz transition curve wni,k the following way: straight

from yk(ti−1,k − δT
2n ) to y?k, then following Ck,k+1 between y?k and y?k+1, and �nally straight from

y?k+1 to yk+1(ti−1,k + δT
2n ); this will be regularized as in Section 3.1.

A particular feature of this construction is that the oscillating control zn de�ned by (3.8) now
depends continuously on the objective �nal point x̃f for all x̃f ∈ B(xf,1, ρ)× · · · ×B(xf,N , ρ).

3. Application of Lemma 3.4. Now we use the lines x1, . . . , xN as reference trajectories;
we �nd a constant r > 0 as in (3.3), uniformly valid for any �nal point x̃f ∈ B(xf,1, ρ) ×
· · · × B(xf,N , ρ). From this constant r, we deduce a constant C > 0 and a rank n′0 ∈ N∗ as in
Theorem 4.

Now we let

κ := ρ and nκ := max

(⌈
2C

κ

⌉
, n′0

)
(3.20)

We de�ne the following mapping

f :

{
x̃f ∈ B(xf,1, ρ)× · · · ×B(xf,N , ρ) −→ (R2)N

x̃f 7−→ xnκ(T ),
(3.21)

with xnκ(T ) the �nal point of the trajectory controlled by znκ starting from x0.
Due to (3.13) and (3.20), we have ‖f(x̃f )−x̃f‖ ≤ κ/2 for all x̃f ∈ B(xf,1, ρ)×· · ·×B(xf,N , ρ).

Moreover f is continuous, as znκ depends continuously on the trajectories yk for k ∈ {1, . . . , N}
according to the speci�c construction detailed above, which are continuously constructed from
xf since they are merely straight lines.

Hence with Lemma 3.4, we deduce that all points in B(xf , κ/2) have a pre-image by f . Thus
targeting x̃f = f−1(xf ), the trajectory x solution of (3.1) reaches xf in time T .

This ends the proof of Theorem 1.
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