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From Gross-Pitaevskii equation to Euler Korteweg system,
existence of global strong solutions with small irrotational initial
data

Corentin Audiard *fand Boris Haspot *

Abstract

In this paper we prove the global well-posedness for small data for the Euler Korteweg
system in dimension N > 3, also called compressible Euler system with quantum pressure.
It is formally equivalent to the Gross-Pitaevskii equation through the Madelung transform.
The main feature is that our solutions have no vacuum for all time. Our construction uses
in a crucial way some deep results on the scattering of the Gross-Pitaevskii equation due to
Gustafson, Nakanishi and Tsai in [28] 29, [30]. An important part of the paper is devoted
to explain the main technical issues of the scattering in [29] and we give a detailed proof
in order to make it more accessible. Bounds for long and short times are treated with
special care so that the existence of solutions does not require smallness of the initial data
in H%, s > % The optimality of our assumptions is also discussed.
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1 Introduction

The motion of a general Euler Korteweg compressible fluid is described by the following system:

Op + div(pu) =0,
O(pu) + div(pu @ u) + VP(p) = divK, (1.1)
(ps ) j=0 = (po, uo)-

Here u = u(t,z) € RN stands for the velocity field, p = p(t,z) € RT is the density and P the
pressure. We shall work in the sequel with P(p) = p?/2. Throughout the paper, we denote the
space variable z € RY We restrict ourselves to the case N > 3. The general Korteweg tensor
reads as follows:

. . 1 /
divK = div ((pﬂ(p)Ap + 5 (k(p) + pr (PNVp*)Id = K(p)Vp @ Vp) : (1.2)
Here k is the capillary coefficient and in the sequel we shall deal with the specific case:
K1 : A\/ﬁ +
k(p) = — so that divK = 2k1pV(—=), k1 € R™".
(p) P ( N )

This case corresponds to the so called quantum pressure. We have in particular the energy
estimate that we obtain by multiplying the momentum equation by 2u:

[ amil9 VBP0 + (GluP)t.2) + (p — 1) (1.2 do
R (1.3)

- /RN 451V /pol* () + (poluol®) () + (po — 1)(2)?) d.
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When the velocity u = V@ is irrotational, the Madelung transform ¢ = ﬁe%m allows
formally to rewrite the Euler Korteweg system as the Gross-Pitaevski equationE (GP):

{ 2i\/k10 + 2k AY = (|* — 1), (1.4)

¢(0> ) = 1o.

with the boundary condition lim,;|_, % = 1. The Gross-Pitaevskii equation is the Hamilto-
nian evolution associated to the Ginzburg-Landau energy:

B) = [ (Vo) + 1(0F = 1)?)ds
(1.5)
= /]RN (k1| Ve(t, z))* + 3(2Reap +|¢*)?)dz.

with ¢ = 1 + ¢. In the sequel we focus on the Gross-Pitaevski equation, if ¢ is smooth and
does not vanish the two systems are equivalent. The main goal of this paper is to prove the
existence of global strong solution ¢ =1+ ¢ with [[¢|[ze, < 1 which will require a smallness
assumption on the initial data. We first recall some results on Gross-Pitaevskii equation.

1.1 On the Gross Pitaevskii equation
Up to a change of variable we may take in (|1.4) 2,/k1 = 2k; = 1 and we consider the equation
on =1 —1:

F(p) = (p+ 26 + o). (16)

The previous equation is close at the main order of the nonlinearity to the defocusing cubic
Schrédinger equation but the linearized system reads

{ idp + Ap — 2Rep = F(p),

100 + Ap — 2Rep = 0. (1.7)
This system (on Re(y),Im(p) ) can be diagonalized by the change of unknown (see [28])
v=Vyp=Rep+iUlmp with U = \/m,
and setting H = \/m we get the linear Schrodinger-like equation:
100 — Hv = 0.

Let us mention that the defocusing cubic Schrédinger equation is now well understood. In
dimension N < 3 the corresponding NLS equation is globally well-posed in H'(RY) and has
scattering property (see [16, B7]). The global existence and scattering for N = 4 corresponds
to the energy critical case, it has been solved after intense efforts by Tao et al in [41] in the
case of spherical initial data. For completeness we recall what we mean by “scattering”.

Tt should be pointed out that for a general capillarity the Euler Korteweg system can also be rewritten as
some degenerate quasi linear Schrodinger equation, see [5]. The change of variable does not involve the Madelung
transform.



Definition 1.1. Consider the nonlinear Schrodinger-like equation

{ iy — A(—A)u = f(u),
u(0) = uy,

where A(—A) is a Fourier multiplier with real valued symbol. Assume that the problem has an
unique solution u € X (R xRY) > C(R,Y (R")) where X,Y are Banach spaces such that e~#4
acts continuously on Y. The solution u scatters to uy € Y if |[e™#4u(t) — us|ly —¢—100 0.

A very natural frame for scattering corresponds to the case where the equation has an

energy and is globally well-posed in the energy space. As we mentioned the case of defocusing
Schrodinger equations is relatively well understood even for large initial data.
The situation is more delicate for the Gross-Pitaevskii equation, where the natural energy space
is not H'(RY). In particular the L?(R") norm is not conserved (we will see that it is related
to the low frequencies behavior of which is similar to the wave equation). The natural
energy space associated to the Gross-Pitaevskii equation is

Ey = {¢ € HL (RY), Vi € L*R"Y), [y|* —1 € L*(RY)}.

Global well-posedness in E7 has been proved by C. Gallo and P. Gérard in |21}, 22] in dimension
N < 3 and by Kilipp et al in [36] in the critical case N = 4. It was also proved that for s > 1
the H*(R") regularity is also propagated with a growth in time (in particular it does not imply
any Lg5, control).

A striking difference between (GP) and the cubic defocusing Schrédinger equation is the
existence of traveling waves which prevent the scattering for arbitrary initial data (see cite
[7, 9, 19, B38]). A traveling wave is a solution of the form (up to symetry):

w(t,fﬁ) = uc($1 —ct,xa, - 7$N)7

where . satisfies:
icOhue — Aue — ue(l — ]uCIQ) =0. (1.8)

It was proved that such solutions of finite energy exist for small ¢ (see [7, [9] [19]) and the full
range 0 < |c| < /2 was obtained by Maris in [38] in dimension N > 3. In dimension N > 2
there is no supersonic traveling waves (¢ > /2, see [26]). It is also proved in [7] that there is a
lower bound on the energy of all possible traveling waves for in dimension N = 3:

Eo = nf{EW),¥(t,x) = uc(z1 — ct,z2, -+ ,xN) solves (1.6]) for ¢ > 0}. (1.9)

Let us mention that in the case N = 2 the situation is radically different since the energy of the
traveling waves goes to zero when ¢ goes to the subsonic limit v/2, this has been conjectured
by C.A. Jones, S. J. Putterman and P. H. Roberts (see [34])).This would imply that there is
no scattering even for small energy initial data when N = 2.

Despite these issues, scattering has been obtained in a series of papers by Gustafson, Nakanishi
and Tsai in [28], 29, [30]. For N > 4 they proved scattering for small initial data in H%_I(RN),
the case N = 3 is much more intricate and requires the data to be small in weighted H'(RY)
spaces (to which, nevertheless, traveling waves belong).

Let us briefly explain the ideas of these papers that we shall recall more in details in the sequel.
After diagonalization the equation reads:

10w — Ho =U (30} + (U we)? + |vg + iU g |?0y)

1.10
+ i(2U1(U_1UQ) + |’U1 + iU_102|2(U_1U2)). ( )
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It is interesting to compare it to the classical NLS equation (focusing or defocusing, indeed we
consider small initial data so the sign of the nonlinearity should not play any role):

i0rp + Ap = Ap|*p (1.11)
)

with A € C. We know that there is global strong solution with small initial data in H'(RY
with an additional hypothesis in low frequencies on ¢q for any ap(N) < a < ﬁ for N >3
(see [16] chapter 6) with (V) the Strauss exposant:

_ 2-N++VN2+12N +4
N 2N '

The difficulty in order to obtain the existence of global strong solution with small initial data
is related to the smallness of a. Roughly speaking the decay in time is stronger with the size
of the exponent «. In particular for N = 3 we have ap(3) = 1 so the quadratic nonlinearity
corresponds exactly to the critical case of the Strauss exponent. This can be understood as
follows : in dimension three the dispersion estimate reads :

ao(NV) (1.12)

. 1
€2 6l aquy S 1H2121, 3 g (1.13)
so that L3 is mapped back to the dual L3 by the quadratic nonlinearity, with the critical non
integrable decay % It explains why the case N = 3 is difficult for (GP) since there are quadratic
nonlinearities (see [29]).

Before stating the ideas use in [29] in order to overcome this difficulty in the case of the Gross-
Pitaevskii equation, let us briefly review the known results on the NLS for comparison in the
case of a quadratic nonlinearity when N = 3. In this situation it is in particular necessary
to take resonances into account. Global existence is known only if the nonlinearity has no
resonance in space (we shall in the sequel give more details on the notion of non resonance in
space and in time), in particular we mention the work of Hayashi and Naumkin [32], Hayashi
Mizumachi and Naumkin [31], Kawahara [35] with the following nonlinearity Aju? + A%, For
a nonlinearity |u|?, the space time resonant set is three-dimensional. In this case almost global
existence has been proved by Ginibre and Hayashi [24], but it is not clear at all if global existence
is true. These results have been reformulated by using the notion of space-time resonance by
Germain, Masmoudi and Shatah in [23].

The situation is even worse for (GP) because of the singular terms U~ tvy. To overcome these
difficulties Gustafson, Nakanishi and Tsai in [29] introduce a normal form in order to cancel
both singular terms in low frequencies and the resonances. The functional settings combine
Strichartz spaces and additional time decay via the introduction of weighted spaces (which are
related to the pseudoconformal transformation). Indeed as we mention in the previous section
the use of the Strichartz estimate is not sufficient in the case of the Strauss exponant, there is
not enough time decay and they compensate this obstruction by additional decay due to the
weight on initial data. The main difficulty of the proof consists in estimating the weight spaces
and to do this they need to split the frequencies in non space and non time resonant regions.
The case N > 4 is simpler as the normal form only need to cancel the singularities in low
frequencies.

2 Main results

We start by recalling some important results due to Gustafson et al in [28, 29]. The first one
deals with scattering in dimension N > 4.



Theorem 2.1 (Gustafson, Nakanishi, Tsai [28]). Suppose that N >4 and |o| < &332 — L. If
U°U Wy is sufficiently small in H3 1 (RN), then U°U 'V p(t) remains small in H%_I(RN)
for all t € R. Moreover, there exists vy € U_"H%_I(RN) such that:

1T (e UV p(t) — vs)|| — 400 0, (2.14)

N
HY (&N)

and the wave operators vy — U~V (0) are local homeomorphisms around 0 in U*”H%_l(RN).

Below we denote (z) = \/2 + |z|2 and () "'H! is the weighted space with norm ||(z)v|| g
and (V) = v2— A. In dimension N = 3 for small initial data, Gustafson, Nakanishi, Tsai
obtain the following result.

Theorem 2.2 (Gustafson, Nakanishi, Tsai [29]). There ezists 6 > 0 such that for any ¢y €
HY(R3) satisfying:

@ (Reten) P+ 19 0P) < (2.15)

then there exists a unique global strong solution ¥ = 1+ ¢ of @ such that v = Vi =
Rep +iUImey satisfies ey € C(R, H'/(z)) and for some vy € {x) ' H"

lo(t) = e o |l = Opoc(t71/2), [[(2)(0(t) = e vi) | g1 — 400 0. (2.16)

Moreover we have Ey (1) = |[(V)v4||3,, and the correspondence v(0) — vy defines a bi-Lipschitz
map between 0 neighborhoods of (x) " H?!.

Remark 1. It may be possible to slightly improve this result in two ways. The first one consist
to weaken the regularity hypothesis on the initial data. Indeed we observe that after the use
of the normal form we have to solve a Schrodinger equation with quartic nonlinearities. In
particular it would be enough to choose initial data @y € H6 (it corresponds to the critical
case of local existence). In particular it would ensure the global existence of strong solution
with infinite energy for (GP). Via the Madelung transform these solutions imply solutions of
infinite energy for the Euler Korteweg system (|1.1).

As it is mentioned by Gustafson, Nakanishi and Tsai in [29] a second way consists in applying

only weight in <x>%+5 with € > 0. Indeed in this situation we have for «(e) small enough:

: 1
||eltH900||L3+a(e) < %“JS@OHB

and it should be sufficient to deal with the quadratic terms. Here J corresponds to Ju =
efitH<<x> %+6eitH)u.

Remark 2. Let us mention that all the traveling wave with finite energy have finite. In
particular the condition on Reug is necessary, indeed let us recall that in their work Jones, Put-
terman and Roberts [34] claim that the traveling wave have the following asymptotic expansion
in space (see [20] 27] for rigorous mathematical results):

1ox

2
ri+ (1= 5)l2L?)

Ue(r1, L) ~ 1+ ~
2

In particular Vu, is of the form ﬁ which is in (x)L2.
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Remark 3. Let us recall that setting ":

t \/ix
K1 t — — -
¥R (t) = U, ),
where v is the solution of theorem then if 1 is solution of (|1.4), ¥"* is solution of the
following Gross-Pitaevski equation:

2
im0 + LAY = (2 — 1y, (2.17)

In particular the smallness assumption corresponds to:
[ s (retar + ) < ()'s
R3 0 2 0 V2,
For the critical weight |ac]% the smallness assumption becomes

4
K K K
[ el(Retieg i+ v ) < 5o

- p(t,a)
By using the Madelung transform " (¢, z) = /p(t, z)e’ =1, then (p, V) is solution of system
(1.1)) with ;. When &; decreases, the condition becomes more and more restrictive.

Let us recall a conjecture proposed by Gustafson, Nakanishi and Tsai in [29].

Theorem 2.3. [Conjecture] For any global solution ¢ € C(R,1 + E1) of (GP) satisfying
E(Y) < & there is a unique z4. € H'(R?) satisfying E(Y) = [[(V)z+|%, and

1M (@(t) — e " 24 || 1. (r3) —+t—400 0, (2.18)

with M (p) = v+ (V)72|p|2. Moreover the map p(0) — z4 is a homeomorphism between the
1

open balls of radius E¢ around 0 in Ey and H'.

Remark 1. This conjecture implies that the global solutions have scattering property when
the initial energy is less than &.

In this paper we are interested in proving the existence of global strong solutions for the
system with small initial data. Let us recall that the Euler Korteweg system has been
studied by Benzoni, Danchin and Descombes in [5] where they prove for general capillary
coefficient the existence of strong solution in finite time for large data when (pp — 1, ug) belong
to H*THRYN) x H*(RY) with s > % +1. To do this they obtain energy inequalities using gauge
transforms. The lack of global dispersive estimates does not allow to obtain global solutions. For
general capillarities dispersive estimates can be obtained (see [2] for local smoothing properties).
On the other hand Antonelli and Marcati in [I] proved the existence of global weak solution
for the system (|1.1)) when N > 2 for initial data in energy space where the density is assumed
to be close from the vacuum (see also [19]).

However uniqueness was left open in dimension N > 2, moreover no control of the vacuum for
the Gross-Pitaevskii equation was proved so far (in the Gross-Pitaevskii community cancellation
of 1 is usually called vortex). Our main result concerns the existence of global strong solution
with small irrotational initial data for the Euler Korteweg system when N > 3. For the



solution that we construct |¢| remains bounded away from 0. Our approach consists in using

the scattering in order to obtain [[¢(t,-)||fe) < C“f% with X the set of initial data and
a > 0. It provides a bound of ¢ in L° norm in long time. The proof requires the smallness
of the initial data g in X. The second step corresponds to control the L°° norm in short
time without assuming the smallness of ng()HH y ;.- To do this we use a type of nonlinear Kato

smoothing effect (see [12]). It enables us to get the existence of global weak solution with small
initial data ¢g in H® with s > % — % when N > 3 . In order to get uniqueness we need to
control the Lipschitz norm of the velocity u (it means Vu € L'(L*°)), to do this we assume

that ¢g belongs to H® with s > % + 1.NIn this case the regularity is propagated on u and using
. . .. 5 te€
the Strichartz estimate w is in LIQOC(B%Q(RN)).

Let us start with the case N > 4.

Theorem 2.4. Let N >4, qo = po — 1 and ug = Vby. We assume pg € L™ with pg > ¢ > 0.
; _ _ N jg_ -

Let g = /poe® and U= 'Vpy = UV (pg — 1) € Hz/?71/6+ Qo € LY, % = %—l— 3%\, For

any € > 0, there exists § > 0 such that if:

\IU_1V900HH + llpolle <6,

N/Q—%r-FEmB%_%‘FE
a2
then there exists a global weak solution of the system satisfying:

suplp—1| < =, pel+LPH2 sT(RY)) and ue L®(H?2 3+2RN)).

1
x,t 27
If in addition o € H 2T then the global solution (p— 1,u) belongs to LOO(H%“‘HG(RN)) X

N
(LOO(H%"'E(RN)) N L2(3§i62(RN)) and is unique in this space.
2

In dimension N = 3 the statement is more intricate.

Theorem 2.5. Let N = 3 and q9 = po — 1 and ug = Vby. Furthermore pg € L>* with
po > ¢ > 0. Assume that H(x)V\/pT) € L?, (x)up € L?, qo € L% cosby —1 € L? and

2| (\/pocos By — 1) € L2. If wo = \/poe'®® — 1 is such that @g € H5% with e > 0 and o € L.
Then there exists 6 > 0 depending on HcpoHH%+ such that :

€

/RS<~’C>2(!V/)0|2 +[uol?) + (2)?(v/po cos o — 1)?dz + 3ol 11 + lloll 440 <6, (2.19)
then there exists a global weak solution (p,u) of the system such that:

loc loc

1
max(p, ;) € L®(R,L¥(R3)), pe 1+ L (H5T(RY) and u e Lo (Hs 2 (R3)).

If ¢y € H5H14 then the global solution is unique and the solution verifies the additional
reqularity:

N
pel+ LS (H? T (RY) and ue LS(H? T (R?) N L}(Bd,  (R)).

2These assumptions are the translation of the condition on o of the theorem see 1)



Remark 2. This result extends [5] in the specific case k(p) = % and small initial data inasmuch
as it provides global strong solutions without vacuum thanks to global dispersive estimates.
The Strichartz estimates also allow to weaken the assumptions on the initial data since we
require one derivative less than in [5] .

Remark 3. Let us mention that the existence of global strong solution remains open in dimen-
sion N = 2 even for small initial data and seems really difficult. Indeed the scattering approach
is very delicate to implement for at least two reasons : the dispersion is weaker in dimension
two (quadratic nonlinearities are below the Strauss exponent), and there exists traveling waves
with arbitrary low energy.

Remark 4. As we mentioned in the introduction, there exists traveling waves u. with speed
0 < |e| < /2. Such solutions do not cancel for a threshold ¢, < ¢ < v/2, from numerical experi-
ments it is expected that the traveling wave of minimal energy u,, satisfies ¢, < ¢, < v/2. This
would give an other kind of solution of Euler Korteweg (in the sense that they do not scatter)
without vacuum via the Madelung transform. This depends on the regularity of ..

Remark 5. The assumption @y € L' is somehow unavoidable since we want the linear part
e 4 to be bounded in L>®. Essentially we prove in theorem that if g is only in LN H?®
with s < % then the solution of (GP) can blow up in L*® for arbitrary short time.

Following the same idea than in the previous proofs, we easily get the following results of
local existence of strong solution with large initial data.

Corollary 2.0. Let N > 3. Assuming that pg > ¢ > 0 and pg = (y/poe’® — 1) € H> 1% with
ug = Vbo and € > 0 then there exists T > 0 and a local strong solution (p,u) on [0,T) of the
system with the following reqularity:

N
(p—1) € Cr(HZ%), we Cr(HZ+) N L3H(BR, ).

Plan of the paper

In the section |3| we introduce the main technical tools (functional spaces, Strichartz estimates,
bilinear product and paraproduct) that are required for the proof of theorem and In
section 4| we detail the proof of [29] and we highlight the main technical issues. We begin by
explaining the choice of the normal form, for this choice we are reduced to estimate quadratic,
cubic and quartic nonlinearities. A long section is devoted to estimate the worst term ZZ
which is suitably decomposed in frequencies. This decomposition split the frequency space in
non space resonant and non time resonant regions. Let us mention that 0 is space ann time
resonant, the choice of the normal form allows to compensate in a subtle way the decay in time
s. In section [5| we prove an alternative of the theorem of Gustafson et al which is a bit
simpler and sufficient for our purpose. In the section [6] we show the existence of global weak
and strong solution with small initial data of the Euler Korteweg system for N = 3. To
do this, we prove a Kato smoothing effect and we discuss the optimality of our initial data in
order to control the vacuum. In particular we prove the existence of initial data arbitrarily
small in H® with s < % which blow up in L*° norm for arbitrary time. The uniqueness is also
proved by using Strichartz estimate. In the section [7] we deal with the simpler case N > 4.



3 Main Tools

Throughout the paper, C stands for a constant whose exact meaning depends on the context.
The notation A < B means that A < C'B. For all Banach space X, we denote by C([0,T], X)
the set of continuous functions on [0, 7] with values in X. For p € [1,+oc], LP(0,7T,X) or
LE(X) is for the set of measurable functions on (0,7) with values in X such that ¢ — || f(¢)||x

belongs to LP(0,T).

In this section we recall some notation, definitions and technical tools. We denote the Lebesgue,
the Lorentz, the Sobolev and the Besov spaces as LP, LP?, H®P and B, respectively for

1 <p,q <400 and s € R. We denote the Fourier transform on RY by:
Fol) = [ elwre =,
RN
Elfe)© = Fuf€n) = [ fle)e i

and the Fourier multiplier of any function ¢:

e(—iV)f = Fp(&)F ()],
o(=iV)of(2,y) = Fy (&) Fuf (€ v)].

Notations

We are going to follow some notations of [30]. For any number or vector a we denote:

(@ = VTP, a= & Ula) = <"> H(a) = |al(a),

For any complex-valued function f, we often denote the complex conjugate by:
ff=6nr=r

This non standard notation will prove useful in section [4

3.1 Littlewood-Paley decomposition

(3.20)

(3.21)

(3.22)

(3.23)

Littlewood-Paley decomposition corresponds to a dyadic decomposition of the space in Fourier
variables. Let o € C(R"), supported in C = {¢ € RN/% < ¢l < %}, X is supported in the

ball {¢ € RN/ |¢| < 3} such that:

vEERY, x(§) =) w279 =1 if £#£0.

leN
Denoting h = F 1y and h= F~1x, we define the dyadic blocks by:
A =0if] < -2,
A_ju=x(D)u=h*u,
A= (27 'D)u = 2”V/ h(2y)u(z — y)dy if 1 >0,

RN
Slu = E Aku.
k<i—1
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One can write: v = Y, ., Apu for all temperate distribution. This decomposition is called
nonhomogeneous Littlewood-Paley decomposition. The homogeneous dyadic blocks are defined
by:

A = p(27'D)u for all l € Z.

The above definition deserves two important preliminary remarks:
e For u € &', we have >, Aju = v modulo a polynomial only.
e In contrast with the non homogeneous case we do not have Sgu =73 _ Ayu.

Definition 3.1. Let 1 < p,r < 400 and s € R. For u € S'(RV), we set:
! 1
lullg;, = (2% Aul|e) ).
leZ
The Besov space B, ; is the set of temperate distribution u such that ||lu[|ps < +o0.

Proposition 3.1. The following properties holds:

! . .
1. B;Jd = B;,r if s'>s or if s = s andr; <.

—N(1 —1
2. B§17T — Bfw (V/p1=1/p2) for pa > p1.

3. Real interpolation: if u € B, N BS _ and s < s then u belongs to Bﬁiﬂl_e)sl for all

p’m
0 € (0,1 and there exists a universal constant C such that:

¢ 0 1-0
_ < s .
||u||Bg;S1+(l 6)s’ > 9(1 _ 0)(8’ o S) HuHBp,oo ||UHB5:00

Lemma 3.2. Let s € R and 1 < p,r < 4+o00. Let (uqg)g>—1 be a sequence of functions such that:

lullg;,, = (D (2% luglze)")

g>—1

1
T

o If suppu_y C B(0,R2) and suppu, C C(0,,29R;,29Ry) for some 0 < R; < Ry then

U= Zq>71 uq belongs to B, , and there exists a universal constant C' such that:

1
lulls, < CCY (2% ugllzo)")7

g>—1

e If s is positive and suppu, C B(0,29R) for some R > 0 then u = Zqz—l ug belongs to

By . and there exists a universal constant C' such that:

1
lullzg, < CCY (2% ugllze)")r

g>—1

Let now recall a few product laws in Besov spaces coming directly from the paradifferential
calculus of J-M. Bony (see [14, B]). Indeed for w and v two temperate distributions we have
the following formal decomposition uv = Zp’q ApuAgv and in particular the following Bony
decomposition:

wv = Tyv + Tyu + R(u,v),

11



with:
Ty = Z ApuAgv = Z Sq—1udgv,

p<g—2 q
R(u,v) = Z Aquﬁqv with Aq =Ag_1 + Ay + Agya.
q

Proposition 3.2. Let p1,p2,r € [1,+0], (s51,82) € R? and p € [1,+0c0] then we have the
following estimates:

Sp%—kp% and51—|—82+Ninf(0,1—pi1—p%)>0then:

1RO i Sl [0lpsa (3.24)

b,T

1 1 1 _ .
° [f§ E—i—p—zglandsl—i—sszthen.

<
||R(u,v)||B%;%7% S lullgsr vllgss - (3.25)

) N
”“HBIS,;OO if 51+ Y < 71
Tl vy S Iollgg, )k (3.26)
p,r s —_ = —,
lullgzy, 1+ 5 = o
° Ifl < p%%—%g 1 with X € [1,+00] and p1 < X\ then:
) N N
Il sy S Dollgg, Bl i1+ 5 < 5 (327)

p,r

The study of non stationary PDE’s requires space of type L”(0,T, X) for appropriate Ba-
nach spaces X. In our case, we expect X to be a Besov space, so that it is natural to localize
the equation through Littlewood-Payley decomposition. But, in doing so, we obtain bounds in
spaces which are not type LP(0,7T, X) (except if r = p). We are now going to define the spaces
of Chemin-Lerner (see [I8]) in which we will work, which are a refinement of the spaces Lf.(Bj,.).

Definition 3.3. Let p € [1,+0o0], T € [1,+00] and s; € R. We set:

lullze gy = ( lZ: 2751 || Agu(t) 20 20)
EZ

1
We then define the space EPT(B;}T) as the set of temperate distribution u over (0, 7)) x RY such
that |ul 7, (BoLy < 00

T p,7

We set 6T(§;1r) = E%O(E;}T)QC ([0, 7], ByL.). Let us emphasize that, according to Minkowski’s
inequality, we have:

lullze gony < Mullpe gy i 7= o0 Nullge gony 2 lull e sy i 7 < p (3.28)

12



Remark 4. It is easy to generalize propositions to Eg(Bg}r) spaces. The indices s1, p, r
behave just as in the stationary case whereas the time exponent p behaves according to Holder
inequality.

In the sequel we will need of composition lemma in Z%(B;jr) spaces (we refer to [3] for a
proof).

Proposition 3.3. Let s > 0, (p,r) € [1,400] and u € E”T(B;,T) N LP(L>®).

1. Let F € WET2®(RNY) such that F(0) = 0. Then F(u) € LA(BS,). More precisely there
T\ p,r

loc

exists a function C' depending only on s, p, r, N and F such that:

1@ zp sy < Cllullzg@)llullze 5 -

2. Let F € W/ZEJ:JFP”OO(RN) such that F(0) = 0. Then F(u) — F (0)u € E”T(B;’r). More
precisely there exists a function C depending only on s, p, v, N and F such that:

/ 2
| F(u) — F (O)UHZ;(B;,T) < C(HUHL%O(LOO))||U||5%(B;7T)'

Let us recall the useful lemma (see [3]).

Lemma 3.4. Let R; = [v,A}]- Vf, let 0 € R. Assume that ¢ > —N min(3, %) There exists a
constant C' such that the following inequality is true: for all s such that —N min(%, %) < s <
% + 1, the following inequality holds true for some constant C > 0

127N Rellpellie < CIVoll o [If e (3.29)
B oonL®

P700m

3.2 Multilinear Fourier multiplier

For any function B(&y,---,&g) on (RY)4, we associate the d-multilinear operator B[f1, - , f4
defined by:
FueBlf1,--, fd] :/ B(&, - &) Ff1(61) - Ffa(€a)dEa - - - d€a, (3.30)
§=81++&a

which is called a multilinear Fourier multiplier with symbol B, thus we identify the
symbol to the operator.

Remark 5. Whenever we write a symbol in the variables (§,&;, -+ ,&4), it should be under-
stood as a function of (£1,---,&4) by substuting € =& + -+ + &4

Remark 6. For any bilinear symbol B(¢;,£2) we assign the variable n and ¢ such that n = &;
and ¢ = &, but regarding (£,7) and (, ¢) respectively as the independent variables. Hence the
partial derivatives of the symbol B in each coordinates are given by:

(VIB,V,B) = (Ve, B(1,€ — 1), (Ve, — Ve ) B(n, € —n)),

© (3.31)
(vg B7VCB) = (V&B(f - Cv()? (vﬁz - Vfl)B(£ - Cvg))
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The fundamental theorem of Coifman and Meyer (see [20]) states that in the case of bilinear
Fourier multiplier, these operators have the same boundedness properties as the ones given by
Holder’s inequality for the standard product.

Theorem 3.5 (Coifman-Meyer). Suppose that B satisfies:

02,96, B(&1,6)| S (|§1|+|§12)a|+|5, (3.32)
for sufficiently many multi-indices (c, 3). Then the operator:
B[-,;]: LP x L9 — L",
1s bounded for:
i=;+2,l<p,q<+oo and 1 <r < 4o00. (3.33)

Remark 7. For condition ([3.32) to hold, it suffices for B to be homogeneous of degree 0 and
of class C'°° on the sphere.

Remark 8. As was shown in [25], one cannot generally replace the right hand side of
by |€1]71%1|€&5| 181, but we can reduce one regular multipliers to the above case. Indeed due to
divisors coming from the phase integrations in the main estimates of theorem we shall as
in [30] use another bilinear estimates (see [30]).

Proposition 3.4. Let k € N then we have :

<€ >2k(17a) <§ >2ka
N sy R0 R RS by PRES R (3.34)

for any po,p,q € (1,+00) satisfying o= = L + ¢

3.3 Strichartz and dispersive estimates

Lemma 3.6. Let 2 <p<+400,0<60<1,s€eR, ando = % — %. Then we have:

He—itHUHB;2 S |t|_(N_Q)JHU(N_2+36)U<V>290UHB;,2, (3‘35)
where p' = [% is the Holder conjugate. For 2 < p < 400, we have also:
le™" | o2 < [t N7 TN 2800 (7) 20|y . (3.36)

Let us recall the Strichartz estimate for the operator H, we recall here a proposition due
to Gustafson et al in [28] [30].
N—2

Proposition 3.5. For j = 1,2, let 2 < pj,q; < +oo, q% + pﬂj = % and sj = == (% — i) but
(Qj,pj) # (2,400). Then we have:
le™ Aol por (pony < U Ajo|l 2,

3
<

”e_thSOHL‘“(le,z) S HUSI(PHBSQ’
! i(t—s)H
H/O e—z( —5) Aijqu(Lpl) < HU51+52AijLq’2(Lp’2)7

t
i) H -
”/0 I ) S U SQfHLqIQ(B;/ )
b
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Remark 9. These Strichartz estimates are very close from the classical one for Schrodinger
equations except in low frequencies.

We recall here the space of Chemin and Lerner:
z v
17 zesy,) = D2 1 @)™
lez
Let us recall a crucial lemma due to Gustafson et al in [30].

Lemma 3.7. Let 0 < s < %, (p,q) any dual Strichartz exponent except for the endpoint it
means:

2 N N
Let (p1q1) and (p2,q2) satisfy:
NSRS S U SR RS NS S S
p m p2 g q(s) @ q'qs) 2 N

p < p1,p2 < +00, ¢ < q1,q2 < +00

Then for any bilinear Fourier multiplier we have:
it H
I [ Bl vldtlie S 1Bl iy, g, Nl ol e,

with the first norm of B is in the (§,n) coordinates and the second in the (§,() = (£, —n).
And we have if 1/q1 +1/qa = 1/24+1/q(s), 2 < q1,q2 < q(s), ﬁs) = % — ~» we have for any
bilinear Fourier multiplier:

1Ble¥llle S 1Bllgzps, oz, Jellon 6]z

Notation. We set: _ _
[BS] = LEOBS,I,W + LEOB§717<7 (3‘38)

and: o o
[H®] = LgoHin + LE’OH;’C. (3.39)

Remark 10. When s = % lemma is similar to a classical Strichartz estimates where Blu, v]
behaves like a classical product uwv. Indeed in this situation we have by Hoélder’s inequality
uwv € LPLY and (p,q) = (p,q}) with (p1,q1) a Strichartz pair since % + % =2+ % In high
frequencies we shall work in the particular case s = % since in high frequencies the classical
Strichartz estimates are sufficient.

1

Let us observe that ¢(s) is the Sobolev exponent for the embedding Bil C L96) and a(s) &ives
the precise loss compared with Holder inequality. In particular it implies that when 0 < s < %
we need a better long time decay to use this result compared with the classical Strichartz esti-
mate (indeed we need that p; or ps is less than the classical case for Strichartz estimate). We
will see this more in details in the sequel when we will be interested in dealing with the low
frequencies.

Remark 11. In the sequel we will control the L (H#) norm by the L(H*€) norm with
e> 0.
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4 Proof of the theorem 2.2 when N = 3

In this section we are going to recall the main steps of the proof of the theorem of Gustafson,
Nakanishi and Tsai in [30]. We will start by explaining the normal form that they use.

4.1 Normal form

We consider the Gross Pitaevskii equation that we can write under the following form:
i0yp + Ap — 2Rep = (37 + 03 + [0 01) + (20102 + 0] 02).- (4.40)

Following Gustafson et al in [30] we can diagonalize the previous equation in setting v =
1+ iUps:
iy — Ho = U3yt + ¢ + lol*e1) + (20102 + |l p2)- (4.41)

The term 2¢1p9 is delicate to deal with since it is quadratic and (to the opposite of the real
part) there is no low frequency regularization due to U. A classical method to overcome this
difficulty is to transform the system by applying a normal form (Shatah in [40] was
the first to use this type of idea in the PDE framework for the Klein Gordon equation. A
normal form allows to increase the order of the nonlinearity which is essential regarding the
Strauss exponant). We also underline that since g9 = U~lvy, we have loss of derivative at low
frequencies, this is particularly bad for the term U(p3). This must be taken into account for
the choice of the normal form.

Let us introduce the normal form:

w = ¢+ Bi[p1, 1] + B, 2],

where B; are real valued symmetric bilinear Fourier multipliers.
Some tedious computations give:

(10w + A — 2Re)w = Bj[p1, 1] + Bilpa, ¢2] + iBL[e1, pa] + |l *e1 + iChle1, o1, ¢2]

le | (4.42)
=+ ZC4 [9027 ©2, @2] + /LQl(QO%

where B;- (7 = 3,4,5) are bilinear multipliers, CJ’- cubic multipliers and Q) a quartic multiplier
defined as follows:

By=3—(67B, By=1- (6B}, By =2+ 206l"B| - 2(6.)°B),
C§(§15527£3) =1 + 4Bi(£17é_2 + 53) - 63&(51 + 52553)7

Ci(&r,&,8) =1 - 2B5(& + &, &), (4.43)
Q1(v) = 2Bi[p1, o[ p2] — 2B3a, lo*e1].
Next by applying the diagonalization on , we have for:
Z = V(w) = w1 +iUwz = v + Bile1, 1] + Bylpa, ¢a,
the following system:
i0:Z — HZ = U(Bjlp1, 1] + Bilpa, w2] + |o*01) +i(Bsler, w2] + Csli1, 01, o] (4.44)

+ C&[(p% ¥2, 902] + Ql(‘P))y
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The worst term is Bf[p1, 2] since it is quadratic and there is no low frequency smoothing by U
as it is the case for B; and B)j.The U factor will be a key point in order to deal with the region
where the phase is space and time resonant (see section ??). Following these considerations
Gustafson, Nakanishi and Tsai chose B = 0 by setting:

1
_ B =B = ’ -2 _ , 4.45
1 2 <(€1 52)> 2+ ’£1|2 + |£2|2 ( )
this gives:
—26& €1 + &of* + |&5)?

! = 5 B/ = 0’ Cl = . 4.46
B e N EE: (449

We rewrite the equation as follows:
i0Z — HZ = Nz(v), (4.47)

with:

Nz(v) = Bslvr, v1] + Balva, vo] + Ci[vr,v1,11] + Cafvz, va,v1] + iC3[v1, v1, v2]
+  1C4[vz, v2, va] +iQ1(u),

where: ) )
44+ 41&1|* + 4]&* — &1&e

2+ |61]? + |€2]? ’

(&) ()6
2+ &2+ &)

Bs = —U(&)By = 2U(¢)Bs = 2U (€)

By =U(&)U(&)"'U (&) "By = —2U(§) By = —2U(€)

C1=U(E), ;Co=U©U&) 'U(&) ™,
Cy =U(&)7ICL, 0y =U&) U (&) U(&) 71,

Q1(u) = =2((&1,82)) ?[ua, [ulPug] — 2((&1,&2)) " [ug, |ul*ua]. (4.48)

The following bounds are crucial:

| Bs| + [Ba| S U(§),

Ol SUE) U (&)™ + U (&)U (&)™ + Ulg) LU (&) (4.49)

Roughly speaking Bs and Bj have the same smoothing effect than U, it will be essential in
order to deal with the lack of time decay of the quadratic terms (in section ?? we will see that
the region & = 0 is both time and space resonant and the term U (&) will compensate these bad
effects).

4.2 Fixed point and Functional Space

Our aim is to solve the equation (4.47) using the Duhamel formula this is equivalent to obtain
a fixed point to:

t
2 e 20) + [N w)(s)ds. (4:50)
0

Let us define the functional space in which we are going to work. As we explain in the
introduction the Strichartz estimate are not sufficient since we are dealing with the critical
case of the Strauss exponant. It is then natural to choose a space such that we have additional
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dispersion in longtime (or better decay estimate in time). Following Gustafson, Nakanishi and
Tsai in [29] we define an equivalent of the pseudoconformal transform for Schrédinger equation
by setting :

J(t) — e—iteritH

As in [29] We now take a functional space which combins Strichartz estimate and control of
the pseudoconformal transform J, namely we define X (¢) by

12l x@) = 121l + 170 2] g, [12]1x = Sup 120l x @)

and the "dispersive” functional space S with:
1Zlls = 1 Zl om0 + 1T Z] 1216 < +oc.

The main difficulty will be to prove the stability of the solution in X NS and more particularly
the stability of X (¢), this will be done by using the concept of non space-time resonance. In the
remaining of section [4| we prove that the map is stable and contractive in the following
space for o small enough:

E(a) ={Z € XN S(0,+00) with || Z]|xns(0,400) < @} (4.51)
Actually in [29] the authors obtain even the following time decay :

1Z = e T Z(To) | xns (o, ro0) S (T0) N Z1ns(m,o0) (1 + 1211 x05(70,00)) -

4.3 Long time dispersion and || - ||x

The point of working with the space X is to give a stronger time decay compared with Strichartz
estimates in long time, in particular it shall be enough to conserve the dispersive regularity
for the small nonlinearities. More precisely we have the following proposition (see [29]), it is
essentially obtained by using a combination of the dispersive estimate for (GP) (see lemma
and standard analysis.

Proposition 4.6. We have the following estimates with 0 < 6 < 1:
ol -1 S lo@)llx ), (4.52)

IU™20lzs S lo@®)llx) < Ilo@)lxe), (4.53)

_94 50 . —
V1725 ocr (t) )l o S min(L, ) o(6)] x ),

0 e 1 (4.54)
[IVPvz1()l e S min(@™, 7)) [Jo()]] x -
We have the following Strichartz estimate on U lv:
_ _3
U™ o (@®)llzs S 075 lv®)llx ) A
B ; (4.55)
U vl 2ey S lvllxnse)
2. 1
V)3T o)l 2e S 732 o) l|x - (4.56)
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We have also Strichartz estimates for ¢ in terms of the norm of v in X N S.

Proposition 4.7. We have the following estimates:

womty S vl xs
1@l oo (rrry S ll0llx (4.57)

lellzzmrey S llvllxns-
Proof: Let us recall that [V;, Ji] = §;4 and [(V), J] = —(V)~'V imply that:
[ITVu(@)l[2 < [V, JJo@)llez + IV o)l 2 < [[o@)llz2 + [|To@)] g,
[T (V)o@ L2 < [lo(@)l2 + [[Tv(@)]] g
Control on ||[U 1 v|[z2 or ||v||g-1
By Sobolev embedding and Holder inequality for Lorentz space we have since % € L3>
G+h=9:
@l -1 =l o)l - < e Ho@)l] ¢ S llze™ o)z = 1002 S lo@)llx@)- (4.58)

In particular it implies a gain of regularity on v in low frequencies.

Control on ||[U2v||z6

IU20llzs S ol + ol S N 0l S Jlv(®)llx - (4.59)

Gain of time decay on v via X

Using the lemma withp=6 and 8 =0 (0 = %), Holder’s inequality in Lorentz space , the
fact that J(V) = (V)J + (V)"'V and LP = LP? for 1 < p < +00 we obtain:

VYU e eitfy(t)|| o < [le™ (VYU 50 (8)|| 1o,
StV )] g o,
<2 e Ve o0 12, (4.60)
St o™ (V) o (t)] 2,
ST VYo@)lze S @) + o) 22)-
Combining (4.53) and we get by interpolation (6(—3) —2(1—6) = —2+ %6) and the fact
that [||V] 725 ve1 (8)] 6 < [[U20]| o

_94 50 . _
IV~ 5 v () s S min(L, %) [[o(t)]|x0); (4.61)
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for 0 < 6 <1 where v.; and v>; denote the smooth separation of the frequency. Similarly we
have using the lemma [3.6{ with p =6 and 6 =0 (o = %), we have:

Vo212 (@)l o < e V1™ (Vv (#)] s,
1 .
ST Ve v (D] g2,

SV o ()

HL%’Q’

) ' (4.62)
< t”H;HLmHl’(V>€’tHv(t)HL2,

Stz (VYo (t)] 2,

SOz ST + o) 22)-

Using (4.62)) and the fact that |[vi>1][zs < [[v]|x () by Sobolev embedding, by interpolation and
since |||V|%v>1(t)||zs < ||[V|v>1(t)| s we obtain:

V17021 () s S min(t=", =)o)l x ) (4.63)

for any 0 < 6 < 1. In particular we deduce 1) by using l’ with 8 = % and 1} with

0 =0:
_ -3
1T o)l s < ()7 o) x ), (4.64)
1T~ o ()] 2y S o]l xns:
We obtain in a similar way the Strichartz bound on ¢ = vy + U Ly,
o < |lU v < |lv ,
lellz (HY) S | e Sl ||X(t) (4.65)

el 2oy S MU 0l 2oy S lvllxns.

4.4 Initial condition on ¢(0) and equivalence of ||v||xns and ||Z| xns near zero

The goal now is to show that smallness on Z(0) in X (0) N S(0) ((x)Z(0) small in H'(RY)) is
equivalent to (2.15). On the other hand we will also prove that the following map

XNS—-XnNS§,
v = Z =v+b[p1, 1] + Balpz, p2] = v+ b(e),
is a diffeomorphism in a neighbourhood of 0 (in particular it will be ensure the equivalence of

the norms ||v||xns and || Z|| xns when they are small). This last property will be useful to work
indifferently with ||v||xns or || Z]|xns-

Equivalence of ||v||xns and || Z||xns
In this section, we derive decay estimates on b(y) with:

b(p) = —((&1,&)) 2[e1, 1] — ((&1,&2)) 22, @2)-

First we have:

_ 1+ €112 4 [&2]? + 261 - &

B 2
(Id — A)((&1,&2))) " “[f, 4] ((€1,62)))?

£, g].
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Using lemma [3.4] and the fact that:

a6, @UEE @U@ (e
<(£1,£2))>2[ ,g] N <(§1’£2))>2 [fv g] = <(£17£2))>2[URJC7UR9]’

hence using the bilinear estimate (3.34)), by interpolation and (4.52)) and (4.55)) we get:

(€1)(&2)

o() 20 SNU 0o [T 0llee S NU 0 201U 0] s,

30 (4.66)
S 75 o1
for 0 < 6 < 2 where: ;
1 1 1
—=1—-s=—+4+—, 2<p1,p2 <6. (4.67)
P 3 ¢ p2
In particular when we choose 6 = % we have:
_9
18(2) Dl S N0() )l 20 S () 005 - (4.68)
Furthermore we have: )
103600 2y S ol o (4.69)

We consider Jb(yp) in Fourier space, using the notation in (3.23). It is given by a linear
combination of terms of the form:

F(Ib(p)(€) = e MOy, / HHOFHMERO) By ¢) Fut () Fot (¢)dn
E=n+¢ (4.70)

= F[(VPB +itv"Q - B)[vE,v*] + Blv*, (Jv)F]],

with B = ((£1,£2)) ™ (when we consider the term —((£1, £2)) ~*[i21, ¢1]) or ((§1,62)) 72U (&)U (&)™
(when we consider the term —((&1,&2)) ™22, 2]) and:

Q= H(€)+ H(n) £ H(C), V"= VH(E) £ VH(Q). (4.71)

By the bilinear estimate (3.34]) and the LP decay (4.53)), (4.55) and (4.56) we have:
_ _ _3
IV Blo®, v < U 0l s 1U 206 < ()70 o)1k,
1 1
16V Q- Blo®, o]l S 12U 0l24 < ()75 |lol1%, (4.72)
_ _ _3
IBlv™, (o) 5[l S NU 0]l s |U Toll s S ()30 |lo]|%-

~

Thus we obtain: )
1T6(@) Ol S (B8 vl X - (4.73)

This shows that ||v||xns ~ ||Z]|xns provided that these norms are small.

Smallness assumption on ¢q in terms of %

It suffices here to verify that we can translate the smallness condition on Z(0) in terms of
smallness condition on ¢g as in (2.15]). We have seen that the smallness on Z(0) in X (0) N S(0)
is equivalent to the smallness on v(0) in X (0)NS(0). It suffices then to show that implies
smallness on v(0) in X (0) N .S(0).
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In particular since we have seen that || Z(0[|x () is equivalent to [[v(0)| x (), and by Sobolev
and Holder inequality in Lorentz spaces, we have:

ez S IVe(0)l s < 12Ve(0)]| 2 < 6. (4.74)
Hence we deduce that:
leO) 1 + 21 ()| L2 + [[2Ver(0) | 2 + [V a2 S 0. (4.75)
Furthermore by using the commutator [z, U] = F~iVe, U(€)]F = iVU(D):

{V)Us2|| 2 < [{(V)Uzp2| 12 + (V) [2, Uz 12,

(4.76)
S V) Uzgs|| 2 + (V) VU (D)pal| 2-
Indeed we use the fact that: o;U (&) = §l(|£‘ et (2+:§|2)%) and (£)o;U (&) = %ﬁ which

implies that (V)VeU(D) = 2R;(V)~! which is a bounded operator in L?. Furthermore we
recall that (V)U ~ V<; + V>;. Hence we have:

[{2)v(0) [l < 0 (4.77)

This is sufficient in our context since it ensures the smallness condition on v(0) in terms of d.

4.5 Dispersive estimates, Stability of the space S

Proposition 4.8. We have the following estimate for all 0 < T':

t
| /T TIN5 7,00y S (T2 ([0lFens + 1ol kns): (4.78)

Proof: We recall that:
Nz(v) = Bs|vy,v1] + Balve, va] + C1[v1,v1, v1] + Calva, vo, v1] + iC3[v1, v1, v9]
+ iCy[ve, v2, va] + iQ1 (u),
S = L®(HYY N Us L2(HS).
For the sake of conciseness we are going only to deal with the term f; e~it=s)HpB, [vg, v2]ds for

T > 1 as it contains most of the difficulties. Using the Strichartz estimate of proposition
gives:

1 t
WU | e I By[vg, valds| g2 ey S | Balozvalllza_ s
T )

t (4.79)
I e By, oldsle oy 5 1 Baloa vall gy
We recall that By[va, va] = UB)[ug, uz] and more precisely we have:
(€1)(&) vz 2
By = 22U(8) (77— 3) 8162
e ep)
It means that in particular By[ve,ve] = —2UBJ[Ruvs, Rvs], with R the Riesz operator and

Bl = <ég>§<§§>>2 a continuous bilinear operator according the lemma We shall use in a crucial

22



way the additional decay estimates due to the control of the pseudoconformal transformation
Ju. We have by Hélder’s inequality, interpolation and (4.55))

[Balvz, va]ll g1 vy S 1 B1[Rvz, Roa]ll oy
S [[Rvellps H13)||R’U2H

L (L6)
Sl ([ Ioelipods)tf T ual o)t w50
+ +
ol ([ Elsvallueds)i( [ lsvalliods)}
Slvalliee (] 2 llsvallire o GEisvalie
S3

1 3
5 EHUQHIQ,?;T(HI) HSU?HIQ/;);T(HLG)‘

Remark 12. In order to estimate the term ||Rvgl| 4 .. it requires to have additional time
t>T
decay which are given by the space X. Indeed Strichartz estimates allow only a control in Lf>T

which is roughly speaking weaker in long time.

And we have by (4.54) for ¢t > T

[l(v2)<1@)lze |HV! 3 (v2)<allps < *HUHX(t
[(v2)>1 ()]s < HUHX(t vl x 2y
1IV](v2)<1 ()]s < l[(v2)<1 ()]s < *HUHX )

IVI(v2)21()l s < *IIUHX(t)

In particular it implies that:
3
2 < 2
HSUZHL;;;T(HI,(S) ~ HUHX(t)

We have finally:
1
IBios, vl S ol (4.81)

In the case 0 < T < 1 we can apply a classical Strichartz estimate (indeed we know that we
have existence of strong solution in finite time, see [16]). We have then by using proposition
(4.54) and the fact that the Riesz operator is continuous in LP with 1 < p < +o0:

U2 Balvg, valll 44 S Iollpeoqam vl g :
Licicy(H2) Ly (L9)
Sllollzoecamllolizz _,_ o). (4.82)
S ol

And we proceed as in the previous case for ¢ > 1.
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4.6 Weight estimate on X

Following Gustafson, Nakanishi and Tsai in [29] we are left to estimate fg =91\, ds in the
weighted space X, we start by rewriting the system (4.41]) in terms of Z, it gives :

i0Z — HZ = Nz (v) (4.83)
where:
v= 27— B'lui,ui] — B'[ug,us] = Z — b(p),
with:
Nz(v) =Bs|Z1, Z1| + B4|Za, Zo] + Ci[v1,v1,v1] + Calva, v2, v1] 4 iC3[v1, v1, va] (4.84)
+ 1Cylvg, v2, v2] + C5 +i1Q1(p) + Q2(p). ’
Here we have:
Cs5(v,v,Z) = =2B3[b(p), Z1], Q2(p) = Bs[b(w), b()]. (4.85)
let us start with the bilinear terms.
Bilinear terms
We have: .
By, 23] = ;(Bs|2, 7) + 2Bs(2, 2) + By[Z, 7). (4.86)

Applying J to the bilinear term Bs3[Z, Z], we have in Fourier space:
F(J /Ot e I By[7, 7)) =
—itH(E) / / d < SCHEOFH=HE By(n ¢ — ) (e~ HO Z () (e HOZ(C)))dc,
R
=19 [1 [ (06 ) 206020 )

with Z(s) := F(e 1 Z)(s), Z(s) = F(e=*H Z)(s). The same computation for the other terms
in formula [4.86] gives an expression of .7-"(J ft —it=s)H B, 7, Zl]). We are reduced for the
bilinear terms to study terms of the form:

o itH (€ / /R d ( is(HE+Hm=HEN B (5 ¢ — 1) Z(s) 2(5))dgds, (4.87)
o—itH (€ / /R d ( is(HE+H+HEN B (5 ¢ — 1) Z(s) Z(S)>dgds, (4.88)
@ [ [ (et M gy ¢ - 2020 ) dcds (489

There is three different phases to study:

Q=H() £ H(n) £ HE—n).

24



Each exhibits a different behavior in terms of space and time resonance. Since the case ZZ is
the worst, we will only consider the phase Q1 = H(&) + H(n) — H({ —n). Depending on which
term V¢ lands, the following integrals arise:

Iy = mitH(E / /R N( H()+H (n)— (»zn))vgﬁgj(n,g_n)Z(s,n)é(s,g—n)>dnds,

FIp = e / / ( HEO+HED=HEE) B, (n, € — ) Z (s, )VE")E(&&—W))dnds,
RN

Fly = ) /0 /R N ((vgei“mﬂ”w‘H@‘””Bj(n,5—n)Z<s,n>Z(s,5—n>>dnds.

with: .
(‘]/0 e_i(t_s)HBj[Z, Z]) =0+ 1+ Is.

How to deal with I;

Let us observe that: .
I = / eV, B,(Z, Z)(s)ds.
0

We want to estimate I; in L(H'), since V3B, is a bounded multiplier, we can use the
Strichartz estimate as in the previous section.

How to deal with I

We observe that in this case a short computation shows that:
t
Fly = e tHE) / e“H &) F(B,[2,TZ))(¢)ds
0

= te"(sft)H (12, (JZ)](s)ds.
7/ B,(2.072)|(s)d

It suffices then to apply Strichartz estimates as in the previous section, for example using
estimate (4.54):

B; JZ ;s S|Z2 JZ|| o
IBAZTTZN 5 gy SI204 e [T
9 +o00 1 3
SHZHX(T *%dS)‘* (4.90)
S
1
< —1Z|%.
S 7%

We have still used the fact that ||sZ|| o (g16) S 1 2] x0)

We shall deal with I3 in the section which is the heart of the proof of the result of [29].
This is the part where we use in a crucial way the structure of the nonlinearity which will
compensate the space-time resonance in £ = 0 of the phase Q; = H(&) + H(n) — H(¢ — n).

25



Cubic terms

Let us deal now with the cubic terms. We have different terms of the form C;[v, v, 7], C}[v, v, v]
which can be treated essentially in the same way (see for more details the section . Let us
deal with the case Cj[v,v, 0] which can be expressed as follows:

t .
f(J/ B_Z(t_S)HCj[U,U,l_J]) =
" t (4.91)
— it Oy, / / / 90 (61, 2, £3)D(5, £0))0(5,2))T(s, £3)déy dEnds,
0 E=£1+E+E€3

for 1 < j <4, where Q = H(§)+ H(&1) + H(&2) — H(E3). In the same way than before we have
for j =1---4 three case:

t
(7 / e = Cilv, v, 0])ds = Jy + Jo + T,
0
with:
t
Ji = e_itH(é)/ e_i(t_s)HV3Cj[v,v,@],
0

t t
Jy = e ) / e_i(t_s)HCj [Jv,v,v]ds + / e_i(t_s)HCj [v, Ju, v]ds,
0 0

. t .
FJy = e tHE) / / / V(@) (61, €, £3)0(s, €0))5(5, E2))0s, £3)dErdEnds.
0 E=61+E2+E3

(4.92)
For the same reason than in the previous case, we are just going to deal with the cases J; and
Jo (we refer to the section for the term J3). We can bound J; in the same way as before
by using the previous estimates on the dispersive part and the fact that V3Cj is a bounded
multiplier.

In order to estimate .Jo, we have via the Strichartz estimate to control ||C} [Jv,v,@]HLQ(HLg)
and ||Cjlv, Ju, 17]HL2(H1’%) . Its contribution is estimated by using the estimate (3.34) and the
estimate (4.49) on the cubic terms:

1Cs10, T, oy ppr.gy S NI U0l 2o [0 0 oo o

£2(
+ IVU Jol ey 10l £220) 1U 0l oo s + [0l oo g U™ 0l 226y IU T 0] poo g
F MU ] oo g [0l 2226 1U ™ T0] oo 6 4+ U™ 0l oo 1U ™ 0| 2oy || J0 | oo 16 (4.93)

S HJUHLOO(Hl)|’U71UHL2(H176)HUﬁlUHLOOLG + HUﬁlU”LOOHI”’UHLZ(HLG)HUﬁlJUHme,

S lolikns-

where if the derivative in the H"5 norm lands on Jov (with large frequency), it is dominated by
the first term on the right, otherwise we use the other term. We refer to for the L2(H 1)
norm on U~ 1o,

For C5 we have just to replace the last v with Z in (indeed we have b(u) = Z —v), hence
the final bound in is replaced by [|v|%nsllZ]lxns- To see this it suffices just to use the
equivalence of norm between v and Z which is proved in section [4.4]
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Quartic terms

The quartic term Q;(¢) with j = 1,2 are smooth, it is then natural to use the physical space.

We are only going to deal with B[y, |¢|?¢] = m[w, |o|?¢]. Since we have:

t t
J/ e Qi (p)ds = / e =M (V2 Blp, o] + BlJg, loP¢] + Ble, J(l¢l*0)])ds.
" " (4.94)
By Strichartz estimates it is sufficient to control (VaBle, |¢|?¢]+B[Je¢, [¢|*¢]+Ble, J(l¢[*¢)])
in LQ(Hl’g). The term fot e~ "=, By, |p|?p]ds can be treated as in the section and the
fact that Vo B is a bounded multiplier. Let us focus on the second term fg e =S By, |p|>¢]ds.

Since H(§) = /|£1?(2 + |£|?) and Jo = xp+itVH(D)p we have Jjp = xjg0+itRj(2Id—A)%go+
t0;Up. We have to estimate the following term by using Strichartz estimate and by (3.34) and

propositions [4.6] and [£.7}
¢
H/O e UM BV H (D) [oPelds|| oo gy S I BIitVH (D), el ,

< H <§1>2
Y24 €2+ (&

(Hl,g)’

it(2 = 8) (V) HD)p el 8

(E)(E) (4.95)
gl 52 . _1 _1 2
T g Sgr e~ AV HD (D)2 - ) el
1
Stz eopolllloe s lellzoze S vl xns:
Let us deal now with the term involving xp. Since xp = Jo — itVH(D)p we have:
2
1Bl kPl g, S
(€1)(&2) 1 1
||2+ ‘5’2+ ’§2‘2[<v>(2 A) 2z, (2 A) 2’80| SO]HLQ(Lg) (496)
(€1)(&2) _1 1
—= 2t [(2—- A (VY (2—-A
g ge Lge @~ A hze (D@ - 8 ekl
On the other hand by using proposition (4.6 we have:
1Tl g + (Ve @lle S 1Tl + 10 ol S o) llx . (4.97)
so that by proposition and
(€1)(&2) 1 ST
——=" (V)2 —-A)"2Jp, (2 - A
55 e T = A b 2 - A el
1 1
S HJSOHLOO(L‘S)”<t>2‘PH%,°°L6H®UHL2(L3)
1 1
< HJSOHLOO(Hl)H<t>Q(AOH%OOLGHEUHL%L?’) < ollsnx (4.98)
(€1)(62) _1 1
——= 2= (VY2 —A) 2tVH(D)p, (2 — A
55 gD - A VD 2 - 8) Helell )

1
SIVHD) @l poe r2) 6 2wl Lo o llull 22y S N0ll§nx

The same arguments work for Hﬂﬂgl&[@ - A)_%aﬁcp, (V)(2— A)_%W\Z(P]HLQ

€7+ (%)
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4.7 Estimate on ZZ

We are going to deal with the bilinear terms by using integrations by parts and decomposing
the space in non space and non time resonance regions. We will only focus on the term B;[Z, Z]
which corresponds to the phase Q; = H(§) + H(n) — H(§ —n) (the other terms can be treated
in a similar way):

. t . o ~
Iy = e tHE) / / (ingQ(ﬁ,n)e”(H“)”H(”)_H“_")Bj(n,f —mZEm)Z(& - 77)) dnds.
0 JRN

This term is quite hard to deal with because of the factor s, in particular we lose some decay
in time. In order to "kill” this factor we should exploit the non-resonance property through
integration by part on the phase in space n and in time s.

We will use integration by part in space and time by rewriting €*** under the form:

eisﬂ — VWQ .V eisﬂ
is| vV, T
. 1 4
9] 152
e = —04e".
iQ°

Definition 4.1. A region is space non-resonant if V,{2 does not vanish. Similarly a region of
the space is time non-resonant if €2 does not vanish.

Remark 13. Let us emphasize in particular that the intersection of the spatially resonant and
temporally resonant regions is only at & = 0. This is generally a major issue, in our case it
will be compensated by the cancellation at & = 0 of the symbol of the bilinear forms B; (let us

recall that |B;(&1,62)| S U (& + &) = U(E)).

To do this we have to decompose the bilinear terms B, in two parts:
_ pX T

such that BJX is supported in (£,7) in a spatially non-resonant region, and B]T is supported in
a temporally non-resonant region.

More precisely we are going decompose each B; (j = 3,4) by using the Littlewood-Paley
decomposition such that:

Bite = x* (X" (Mx“(O)B;(n, Q) = By ¥ 4 Byet (4.99)

with a,b,c € 2% with |¢| ~ a, n ~ b and |¢ — | ~ ¢. The smooth decomposition into B;L’b’c’X

and B;’b’C’T will be given in the section 77.

Spatial and time integration of phase

In this section we treat I3 in the non space and non time resonant regions |V,| > 0 and |Q| > 0
with Q = H(¢) + H(n) — H(¢ —n) the phase.Let us deal with B;-l’b’c’X that we decompose in
dyadic shell by setting;:

BN =X (xP(m)x“(Q) B (n,€),

Let us recall that:
isQ) VUQ

1592
_ .V 4.1
sV, (4.100)
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we must estimate

. t . o ~
FrobeX _ it /0 /R N ((Vge’s(H (O H=HE=) pabeX (n ¢ — ) Z(s,m) Z(5,¢ —n)) dnds.

An integration by part in space gives:

t ~
It = = FY( (e““f) / /R (POENBILEN (.6 — ) - V[ Z() Z(E ~ )]

+B§fcx(n,§—n)Z(n)Z(é—n))d8> (4.101)

t .
:_/ M (BYYoN T2, Z2) - BN (2, TZ) + By (2, Z))ds.
0

with:
a,b,e, X VEQ vQBach BabCX*V V§Q VQBach
1,j B V., Q2 J V., Q2 J ’
We are now interested in estimating I3 2T i1 the non resonant time region, it means when {2
does not vanish. Let us recall that:
1 . ,
=9 esz — esz.
i’
By an integration by part in time on I3 we have:

et = — F- (‘”H / /R N (Nfg s pabel(y ¢ —n)Z <>Z<£—n>)dnds)

—F! <—th //RN <stgQ ZsQB;z,b,c,T( €= mau (22 - n)))dnds>

t
+ [J:-—l(<e—itH(§) / <w‘vQ£QeisQ(§,77)B;‘l,b,c,T(n7£ _ 77)83 (Z(n)Z({ _ n)))dnds)]
RN 1 0

t
= — / etsH (Bg’b’c’T[Z, Z)ds + By [sN 2, Z) + BT 2, sJ\/Z]) ds
0

s (Z,b,C,T 711t
+ [e* By 52, Z]]
(4.102)
with: 9.0
abcT &
By O ——DB;j,
with 7 = 3, 4.

Remark 14. Let us mention that the second and the third term are due to the normal form.
While they seem delicate to deal with because the factor s is still present, the nonlinearities
are now at least cubic. In particular we know that in low frequencies the behavior of the cubic
term is better for long time estimate so it will cancel out the s growth.

We are now interested in dealing with the terms B;[Z, Z] with j = 3,4. Classically we use
paraproduct estimates to distinguish the three region:

a<<b~c, b<<a~cc<<a~b. (4.103)

In the sequel we are interested in using the lemma in order to estimate the terms on the
right hand side of (4.101)) and (4.102). To do this Gustafson, Nakanishi and Tsai proved the
following lemma in [29].
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Lemma 4.2. Denoting M = max(a,b,c), m = min(a,b,c) and | = min(b, c) we have:
o If M << 1 then for e > 0 small:

||B‘11:b,C,X||H1+€ 5 l%—2e’ ||B(217b7C7XHH1+€ 5 l%_2€M_1, (4104)

o If M > 1 then for |¢| > 0 small:

IBYP X spe ST )™ BN gy, ST @) (4.105)
Lemma 4.3. )
3 g, \_
1Bslliar) S (5 77)°12%(a) ™. (4.106)

M

Remark 15. As mentioned in the remark [I0] we are going to use lemma in high frequencies
we observe that we are going to work with s = % which corresponds to the classical Strichartz
estimates (it means that we can deal with the problem in high frequencies only with Strichartz
estimates which corresponds in some way to the local existence of strong solution). In low
frequencies the things are different, indeed roughly speaking the existence of global strong
solution is related to the behavior in low frequencies (low frequencies control the behavior in
long time). In this case the situation is different since we have a loss of one demi derivative,
we work with s =1+ €. To comp ensate this loss, we need better long time decay, it is exactly
at this point that we shall work with the || - || x norm.

A simple way to explain this fact is to observe that the Strichartz estimate are very good in
finite time since for N = 3 we get a control on L?(L%) whereas when we use punctual estimate
we have only a control on u(t) in L® with a time decay in % (what is very bad in finite time,

modulo that uy € Lg) Conversely in long time this decay is very good compared with the
L? decay. It will be exactly what we shall use for low frequencies, Strichartz estimate in finite

time and || - ||x norm for long time estimate (indeed we recall to use weight is a way to come
_N(1_1
back to the classical estimate ||u(t)||zr St 2 G =) ol ;o )-

Before giving some arguments of the proof of the lemmas [£.2] and let us setimate I3 in
the case B;[Z, Z] with j = 3,4.
Estimate of I3 in spatial non resonant or time non resonant region
Spatial non resonant

We have now to distinguish the regions when a <b~c¢, b Sc~aorec<an~b Let us start
with the case b < ¢ ~ a, it gives by Minkowski inequality and Bernstein lemma:

t . —_ —_—
|y /0 el (N Brbe17, 7] - Byl 7, TZ))dsl|

b<c~a

t
<D (e /0 M (BYJZ, Z) — Bi[Z,TZ))ds| 2.

b<c~a

(4.107)
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Since ¢ ~ a means that for some K > 0 we have % < a < Ke, for fixed a the sum over ¢ involves
a finite number of terms that have all a similar contribution, and thus >y« _, [B*"||igs <

>0 2b<a ||Ba7b7aH[H]s. And we have for 0 < & <

t .
S (o)l / M (BIV T 7%, 7% - Bi[2*, T Z4))dsl| 12 <
0

b<c~a
t
< S @ / CH B SU577, Z))ds) 12
bla<<1 0
t
- 3 @ / el BV S U—5 7, T7)) ds | 2)
bSa<<1 0
t - € € € —_—
+ Y (] [ B (©) T IZ U ) ) 2] s
b<a,a>1 0 (4108)
t
+ > {a)(l /0 MBI UEU (V) THV)Z, (V)T (V) 78T Z))ds| 12)
b<a,a>1

£ a,b,a —£ —
S D mAB sl U321 o ggenU~02) o,
b<a<<l LPL2™6 L7 (L)
£ 1 1ra,b,a —1+£ 14+ £ _£ _€
+ > U(m)2|BY; II[Bg]<a><b> a2 UV 2T
b<a,a>1 LeL2™
< UV zZ| .

Li+E (L)

aAm

Indeed we are in the conditions of the lemma since:

1 € € 1
R [N I
+o0o + 4 4 p’
11 1 e 1 €
qs) 2 3 3 6 3
1_1+1 1 6+1 1+e_1+e
¢ @ @ qs) 2 6 6 6 3 26
11,2 2 1.2 2 ¢ 1 ¢
g 2 N Np 2 3 3 6 2 6
Next we have by Sobolev embedding:
ey U220 o SITZ e (4.109)
L>®L276
and by Sobolev embedding;:
() 50-502) o S 2] e ey, (4.110)
L>®L276
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Next we have by using (4.60)) and the fact that

——14>1 be integrable:

m

!

_1 _
I;U—sZ|| s +|UV)Z)| S
1(L%) L4+4(L6)
SN2l ey + U5 2] o +U=32]| ; (4.111)
Lt>1 (H1-) Li‘;“(HlG)

_1 _1
SWUTZ| | p2eaey + U3 Z| oo 16y S 121 x0s-

In the same way we deduce that:

_1 _ 1 1
Wbzl .+ Uz wmde 15)
L L s T

Remark 16. We observe that for the long time, we need to use the control in X in order
to bound the estimate. Roughly speaking the symbol is less regular in low frequencies which
implies to have better time decay in long time in order to bound the estimates.

We start with the case M << 1, we will use interpolation estimate || ||[p1+e < [| - ||

so that it is sufficient to perform estimate in [H'T] for any small enough €. It gives

Gtk
%
||[H1+%

by using the lemma

Z mg”Bi’?’a’[HHe’] S Z Zbéb%*%’

b<la<<1 a<<1b<a

S Z aza2 ™% <1

a<<1

(4.112)

Let us deal now with the case M > 1, we have for |¢/| > 0:

Zcmww#m%@w*ﬂw%sZZwm@*%*@%i

b<a,az1 a2l b<a
S (T Y 0 § S Tl 51
azl b<1 1<b<a azl azl

(4.113)
We proceed similarly in the region ¢ < b ~ a. Let us deal now with the case a < b ~ c.
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Using Bernstein inequalities and interpolation in Besov spaces we have for ¢/, e > 0:

I Z/ il (Bihel12, Z) - B\ (2,7 Z)) ds||H1<ZZH/ sH(BYY1JZ, Z) — Bi(Z, TZ))ds|

aSb~c b a<b
<3 H/ isH (b4 112, 7] — Bu[Z, TZ))ds| 1
b a<b
SN[ S (B0 2.2~ B2, TZ sy,
b a<h ’
SZH/ e S a) (B2, 2] — By|Z, TZ))ds | g
asb
<Z ||/ stZ “baJZ Z) - Bl[Z,ﬁ])dSHLz
a<b
t .
<SS / e (S (VB US U502, Z)) ds | 12
b<<1 a<b

+\/ SN Na)BYY U U2 2, TZ))ds| 12
a<b

FX07 [ (S Bt @) 2, ot @) 9 2 sl

b>1 0 a<b

+| / S (@B U UTH (V) THY) 2, (V) THV) T Z)) sl 2)
a<b

£ bb
S D MDY (a)B pelUT20Z) (U
b<<1 a<h LeL3§ ~1(LY)
! ,b,b — _ _€
+ Y (MTUM)E|| Y ()BT ) YOOIV IZ| L [UTY)Z)| :
b>1 a<b LPL276 L4+4 (L°)
(4.114)
Next we have when M << 1 and for € small enough by using lemma {4.3| (indeed we recall the
interpolation estimate || - [[jp1+¢ S | - H ] Il - H2 L) )
b,b
Z M2||Z iLJ [H1+e'] ~ Z b2 5up >||B H[H1+e]
a/\/
b<<1 a<b b<<1 1 / (4115)
<) b <L
b<<1

Indeed we recall that since the y, have disjoint supports:

a,b,b abb
H Z<a>81,] ”[H1+5/] = H Z<a HLoo H1+€ )+LOO(H1+5 )

a<b a<b

< H Z Xa Xb XbBLjHLoo(H1+5 )+L00(H1+6 )

a<b

< sup(a) |87,
a<b

/},
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In the same way we have for |¢’| > 0 by using lemma

DMUMD (a)B e (B)7H 0

b>1 a<b
< ZMG’U<M>%S< D(a B Ny ver 0) (D)
b>1 ash (4.116)
<D MU 0) T o) S Y )
b>1 b>1
<1.

Let us deal now with the term By, we are going to proceed in a similar way than the previous
case. Let us start with the case b < a ~ ¢, we have then using Bernstein inequality and lemma

B.7
”/ isH Z Bach st”Hl < Z H/ stBabaZ Z]dSHLQ

b<ar~c

1 1 aba 1 1/6
S X @UOU@O ) B sl U Zleann 02N )
bSa<<1
1 — - a,b,a
+ > (@U®U@0) @) 1B | g 10 Zl ooy IU YO Z| s
(B2]
b<,azl
By using proposition [4.6, we observe that:
1 1/6 2
AITES Z <||Z . 4.11
0 D020 S 12 s (1.118)
Let us deal now with the case M << 1, by interpolation and lemma 1.2 we have:
1 aba — 1,1 92¢
Y (@U®OU@E ) Ha) B ey S Y Ul@)sa™ Y UD)(b) 10772
bla<<1 a<<1 b<a (4 119)
Y vwhe X g Y vwheed ¥ 51 |
a<<1 bla<<1 a<<1
In the case M > 1 we get by interpolation for |¢/| > 0 and lemma
1 a,b,c 1 — 1y —¢
Y (@U®U@)E ()~ a) "By ] S Ul@s(@™ Y U®)b) b
b<,azl a>1 b<a (4 120)
S U@HA (TH s Y ) S Y@ 51
b<1 1<b<a a>1

azl

The case ¢ < a ~ b can be treated similarly. Let us deal now with the case a < b ~ ¢, we have
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then:

|| Z / st abc Z:l: Z:l: dS”Hl < Z ||/ st abc Z:l: Z:l:])ds”L2

aSb~c aSb~c

‘/ st BabC[Zi Zi dSHL2 < H/ isH Z Babc Zi Zi])dSHLQ

a<b ~C a<b~c

t .
<1 () / ST (BEY<( 7%, 74)) ds | 12

aSbre,M<<1 0

Y (e / e (BYPe( 2%, 7)) ds 12

aSb~e,M>1 0

m\»—A

<Y UBUGED) 2D (@B i |U 2| ey U0 2]

b<<1 a<b

1 abb
F U @B 10 2l e lUZ) g
b>1 a<b

Li- e/2(H1 6)

L3 Hl 6)

(4.121)
Let us deal now with the case M < 1 and working in [H 1+€,] by interpolation. We have then:

ST U®GUEEE) D (a)Br

b<<1 a<b

S 2 UBU®)© ) sup a)B15 e

]

< ST U®UE®)E )220 ) (4.122)

Let us deal now with the case M > 1 and we are going to work in [H'*+] by interpolation. We
have then:

D UGUO)S )2 3B gy S S UOUBS B2 3251

b>1 a<h b>1 b>1

G:\H

(4.123)
This conclude the part on the non resonant space region, let us deal now with the non resonant
time region.

Remark 17. Let us observe that in the previous estimates, we need to distinguish the case
of the low frequencies and of the high frequencies. Indeed it is due to the fact that in low
frequencies when M << 1 then the symbol is less regular that it is why we fork only in [H €]
but this is compensate by an additional regularity on Z and JZ due to the control of the norm
X. It is of course the opposite in high frequencies. Let us mention in addition that the case %
corresponds to the classical of Strichartz estimate for un product.
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Time non resonant

Let us start with dealing with the first term on the right hand side of (4.102)), we consider for
beginning the case b < a ~ ¢ and we have then by using lemma

||/ 1S By (7, Z)ds| i <

b<ar~c

< Y U®U@)s (a)(d)Ha) 1B,

b<a,a<<1

+ Y U®U@)E a) () Ha) 1B

b<a~c,azl

—1 1/6
Dl U720

31U 2l [0 Z v

(4.124)
Let us treat now the case M << 1 we have then by interpolation:
> UOU@s @) ®) ™ @) IB5 e S Y Zbae ey,
bSa,a<<1 1 i a<<1bZa (4.125)
Y Smbe e Y ai i s Yt s
a<<1b<la a<<1 b<a a<<1

We are now going to treat the case M > 1 using again interpolation and we have with |¢| > 0
small enough:

S UOU@H@® " a) B g S D0 D UGG )

b<a,az1 a>1b<a
<D la)” (§ D D S B
az1 b1 1<b<a

(4.126)
We proceed similarly to deal with the case ¢ < a ~ b. Let us treat now the case a S b ~ ¢
which follows the same lines than in the previous case B; with ¢ > 0:

IS [ ez 2 asln £ S0 [ e (501, 2)dsl

a<b~c b a<b

< ZZ ||/ st ab,b[Z’ Z])dSHLQ

b a<b

”/ lSHZ Babb Z Z])dSHL2

b a<b
<Y /0 H (B 7 Zdsl 2+ | S () /0 ¢ (B2, 7)) ds | 12
a<b~c,M>1

aSb~e,M<<1
1 abb
S D UOUEFH 1D (@B lpra U 2| e U0 Z]

b<<1 a<b

2 UOUE) B2 (0B

b>1 ash

1= e/Q(Hl 6)

107 Zl ) [0 Z sy

(4.127)
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Let us deal now with the case M << 1, we have then:

l 1 a
ST U®UG)s )2 (B g S Y UGU D)5 sggwa)slfvb

b<<1 asb b<<1
P - l - b € *—E
< 3 UOUGH B sup (@B ey £ Y0 UEUE 6y
b<<1 ash b<<1
<Y i,
b<<1
(4.128)

In the case M > 1 we have for |¢| > 0 small enough:

1 [l 1 (l El
D UOUE)S )21 @B13 3 S D UGUE)F sww>?m%y

b>1 a<b b>1 ash

<> UGUEG)H gy@@?;WNZU

b>1 @ b>1

52@%w%51
b<<1

m\»—A
/\
/\
@‘ =
S~

S tep—e
LA (4.129)

Let us deal with the second and third term on the right handside of (4.102]), we have then by
applying lemma and Bernstein lemma in the case b < a ~ ¢:

’/ ”LSH Z BabCSN’Z Z] +B3[Z SNZ})dSHHI

b<an~c
< 1 -1 1 aba -1
S X VOO N o gl TIN
~ . (4.130)
X\ UHUV)Z || Lo (12
1
< 2 -1 a,b,a
S X U@ N g1 g HONG
< UM Zl e 12
Let us deal now with the case M << 1 which gives:
1 a,b,a l _ <CL> R _
Y. U®U@G) B g S Y > U®)2U )b )
bla<<1 a<<1b<a
1 B S —€ 1—e€ —e 1—¢€ (4131)
S Y braa b Y @) b S ) a9 S L
a<<1b<a a<<1 b<a a<<1
and for M > 1 we get with |e| > 0 small enough:
1 aba l — <a’> EIp— —
b<z>1U( )2U(a) ()| By i34 N;;U )2U HEERTD )
~h = B Lo (4.132)
<SS @S UG) ) S L
a>1 b<a

We proceed similarly in the case c Sa~band a <b~ec.

It remains to estimate the normal form A7, it means the part U -3 (V) tN7. Let us start with
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the bilinear terms with j = 3,4, we have then by using proposition (3.4]) (indeed we recall that
the bilinear Fourier multiplier U *1Bj verify the hypothesis of proposition (3.4)))

U2 (V)tB;[v*, vF]|

_1
« L S|U 2Bj[Uivvi]”L2(H1,3),
n

ter)(L?) (4.133)
S ””HL2(HL6)HUHLOO(US)-

1
1—€/2
t<T

B 1
SN2 82B, ot o H a1 2
NLY>r (4.134)

t>T
~ 25 t ZOO(HLG)?

It remains to deal with the cubic terms and the quartic terms. We have then for j = 1,2,3,4
using , the proposition the fact that by Sobolev embedding (]71(1’7[1 NnHY) c H'S
(indeed we have U 7%H L, cC H_ 7 3 1 by Sobolev embedding en low frequencies and U™ 2Hif’ =
HY 1 )and by Sobolev embeddmg

E = 0F vF < [T— 5400 T E o o F ‘
U™ 2(V)tCj[v ) U ]H(Ll—ile/szz)(Ls) S NUT 20w, v™, vl (par2)(a3)
S Hth[Uia'Ui"Ui]”(leLQ)(HlmHl,iﬁ’), (4135)

S ”tUHLOO(HLG)”U_lvH%OO(Hl)mL?(HLG)

For the quartic term we have using that U (H'n H'3) c HY? and the proposition since
we have

_ o G)(&) A3 AV-R (2
Qi) = ~2 e S [(21d — A)Hun, (20 — )7 ()]
-2 S ora - ) g, (2ra - ) H(uPu)]
we get by Sobolev embedding:
e S ol N s

Q1) rrnmnsy S llullzs < )72l

It concludes the estimates on Nz. Let us finish now by dealing with the time boundary term.
Using the corollary with s =1 and s = % we have in the case b < a ~ ¢:

. a 1 _1 — a
IS Bz 25 5 Y VU@ @o) b e
b<a~c bla~c (4137)

x U5t Z|| g6 |U Z] g,

4.8 Decomposition in non space-time resonant region, Proof of the lemma

[4.2] and 4.3

In this section, the most important of the proof of the theorem of [29], we describe the
decomposition of the space in non space and non time resonant regions used by Gustafson,
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Nakanishi and Tsai in [29] for the phase Q = H(£) + H(n) — H({ — 7).

More precisely we are interested in proving the lemma and let us recall that By, By and
Bs depend on the phase Q = H(£) + H(n) — H(¢§ —n).We are going to deal with the bilinear
term of the form e B;[Z, Z] with j = 3,4. Let us recall that:

e"MB;(Z,2) = F! /eitQBj(mé —n)F(Z)(n)F(Z) (& — n)dn. (4.138)

In this case we have:

v = VH(E) - VH(E - ),

(4.139)
Vpt=VH(n)+ VH({ —n).
Recall the notations:
~Y 5 ~Y b ~Y 5
€~ el ~ bl e | i
M = max(a, b, c), m = min(a,b,c), | = min(b,c).
We note as in [29]: A R R
a=[C—¢, B=C+nl, n-=—-ExExn. (4.141)

Remark 18. « corresponds here to an angular estimate between £ and (.

Gustafson et al in [28] decompose the (£, 7, () region (with ( = £ —n) into the following five
cases where each later case excludes the previous ones:

L. |n| ~ €] >> [¢| (or ¢ << b ~ a) temporally non-resonant.
2. a > /3 temporally non-resonant.

3. |¢| > 1 spatially non-resonant.

W

. |n*| << M|n| temporally non resonant.

5. Otherwise spatially non-resonant.

Basic backgrounds

Let us recall now that for H(§) = G(|¢]) and we shall note the radial derivative H' = G'.
Furthermore elementary computations show that:

ro 2(1+72) _, B 2r(3 +r?)
G'(r) = T G"(r) = i (4.142)
For the difference we have for any r > s > 0
G(r) = G(s) ~ (r)(r = s), G'(r) = G'(s) ~ \/11—702(7“ —5). (4.143)
Furthermore we have using for [&| > |n]:
V() = VH) = (|6 (€l) g~ G ) 2 )
= G (JE)E ~ &' () )

~ |G/ (€)= & (InDI + G (1n)IE =7l

~ i~ ] + (e -
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We have used the fact that for any » > s > 0 and unit vector «, 5 we have |[ra — sf| ~
|r — s| + s|a — B] which follows from the identity:

lra — sB> =12 + 8% — 2rsa- B =1r? + 5% — 257 + srja — B2 = (r — 8)* + +sr|a — B

Furthermore we verify easily that for the higher derivatives, we have:

§
VEH(O! S i (4.145)
for any £ € N. And by Taylor formula when |£| > |n| we have:
EIE—n
IVFH(&) = VP H(n)| < W (4.146)

Indeed we have:

& €]
rWH@—mes/|WHmwws[S+%a

I T
Inl +1 ()
< — < _ S
< (¢ |77D|€H77|’“‘1 < ([¢] |n|)\§Hn\k‘1
Finally we have: ) ,
2 [nl* = (€] = [<])
= . 4.147
. €lic (4140
e (161 + 2 = I¢ — P
2 A0 | 4148
o €I (4.148)
Let us recall that in the sequel we will have:
VaBi(n.¢) = (Ve Bj — Ve, Bj)(n,¢) = U(§Vy Bj(n,¢), (4.149)
V¢Bj(n,¢) = (Ve Bj — Ve, Bj) (€ = ¢, ¢) = U(§) V¢ Bj(n, (). '
Furthermore we deduce that: ]
k !
IVaBi(n, Q)] S m (4.150)

Temporally non resonant cases, estimates for B3 in these cases

Let us recall that in this case we have:

_ Ve

Bs3 a

B;.

1. Let us start with the first case |n| ~ |£| >> |C|, we shall verify in a first time that © does
not vanish in this region. Indeed we have:

Q) =Q=H(&)+ H(n) — H(C) = HM) ~ M(M). (4.151)
We verify that:
VEQ = —VFH(Q) + VEH(—1), VEVQ = —VIRH((), (4.152)

40



and we have from (4.145|):

IV S [VH()| 5 (M),

iy g (70, OD) ¢

(m < " < (4.153)
VOIS IVH(E) - VH(Q)| S (M),
k (U)Q < @
We deduce from (4.49) and (4.153)):
VEW)Q abC VQ a b ¢(O\B. <M> M 3
I=q=85" leewe) S HTX X (MX(Q)Bj (0, Ol g2y S oD an™
(4.154)

where m> corresponds to the square root of the measure of the dyadic shell of size m.
To estimate the H é norm we compute:

V(W)Q \V4 V(W)Q V(W)Q V-0 V(U)Q
13 ab,cy CVe a,b,c 13 ¢ a,b,c 13 a,b,c
Ve(—S— Byh) = S Bt S B 4 (<5 B,

We have then:

(n)

Q HL‘X’ L2) m M<M> <
vén)Q ) VCQB(L,b,C < M
0 () U(M)

3 a,b,c < Y)s <

I\J\w

We proceed similarly in the case of Vg(%B}l’b’C) and we obtain finally:

(M) m3 M

V§Q abc
< _
HLOO(HS) M<M> ms <M>

[ = m3 (M), (4.156)

for 5 = 3,4 and s = 0,1, 2 which implies(4.106)) in this case by interpolation.

. Let us start with the second case a > /3 where we exclude the case 1.
We cutoff the multipliers by:

X[a] = F(g_ E): (4157)

for a fixed I' € C*°(R?) satisfying I'(z) = 1 for |z| > v/3 and I'(z) = 0 for |z| < 2. By
excluding the previous case we must have |(| ~ M since we are in the case a < b~ ¢ or
b<c~a. Since o > /3 > % we have by using (4.147)):

il = I¢I% > 1€l + glel gl (1158)
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and we deduce that we are working in a region of the form Dy (&) = {n € RY; |n| —[¢| >
(1 —29)[£|}. We have then:

> &-n > &-n §—1
|V7IX[04]‘ = ‘V’II?]X[OL](g - H)’ = ‘VX[a]<§ - ’f — n|)v7](_|€ — 77’)’
1 (4.159)
S, ﬂ S.; M717
and similarly we have:
Vi X[a)| ~ MF (4.160)

for any k£ € N.

Let us prove now in this case (4.106). We have since o« > /3 > % we have by using
(4.158)) |n| — |¢| Z €] and since |¢| ~ M we deduce that m ~ [£|. We have then to check
that Q does not vanish:

Q] = Q= H(&) + H(n) — H(C) = H(n) — H(C) = (Inl = I<N{Inl) + [CI(Cnl) = (<)),
> (M)[¢] ~ (M)m,
(4.161)
and from and the fact that V,Q = VH(n) + VH(() = VH(n) — VH(=() we

have: M
\W@gmwu@m

920 < e = i+ s < e+ s .

S0 S0

From a > %, it yields 8 < ¢ < 1 indeed we have:

Sn
il
€C_, ¢
€ =2 %l e

B2=2+2
a?=2-2

and we have: ¢ Ikl
-n 2

25 _ (g 42 _9lShISL

il = 7 2

9

2oy Bl 2
Fr=20 =) )

Since 8 < ¢ < 1 it implies that sin( (Cé")) ~ 1 and we recall that:

— —

69\ 4_ (n,¢)
5 ), B =2cos( 5 ).

By using the sine theorem and the fact that sin((%n)) ~ 1 we have:

a = 2sin(

2

I-
|

|
Vv




thus 8 < 22 ~ . Thus we get by using and the fact that 8 < 7

Mm  (M)ym _ |Q]

M2
|v§"’ﬂ| S o (m) S (M), (V9] S T 4 i < T

(M) an My MM (4.163)
k 1+k
IVaVeQ| = [VITRH(C)] S S
By (I110) we get:
Mym Q
V2| = (V2H(n) ~ V2H(Q)| = [V2H() - V2H(-0)| £ S < B 46
We get finally:
(m) 3 3_ 3_
Ve (M) M2 m  M:2"% _[27°
£ abC < abc . < — < 4 ].

for j = 3,4 and s = 0,1, 2. Indeed let us deal with the case s = 0,1. We have then from
(4.161)), (4.163):

(77)9 3
M 3 [2
—5— X[ B; ”L?(L%)Sni“\;)M?U( ) < @ (4.166)
(m) 3_
V Q <M> 1 3 12 1
Hiv (X[ BS" LE2) S () o MEU(m) S @ (4.167)

We proceed similarly for the other term of H% Finally this shows (4.106). The case Hg
is similar and we conclude by interpolation for Hg .

a,b,c

Remark 19. The choice of the normal form is essential here as for general B we
would obtain in equation (4
(U)Q » l, »
| —5—X(a| B}’ C”LOO (£2) S *”Ba CHL;O(L;% (4.168)

and the term % may blow up in Lg° norm when m = a which prevents any [H?] control.

In our case B;-l’b’c compensates this issue by exhibiting a U(m).

. Let us deal with the case M ~ |¢| 2 1 and @ < v/3 where we exclude the case 1 and 2.

We will prove estimates (4.105)) on:
abe Ve V0

e _ 7Bq,b,c
v,QR T
4.169
a,b,c vnQ ’ VEQ ’ Bj%b’c ( )
I A T
From ((4.144), we get by (4.144):
IVIQ| = |[VH(E) — VH(Q)| ~ 1] — €]l + (€)e. (4.170)
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Furthermore we have:

V,Q=VH(n)+VH(() =VH(n) — VH(—-(). (4.171)
Using we have:
[V Q2] ~ lgl\Cl = nll + mB ~ [I¢] = Inll + (m B (4.172)

Furthermore, we have:

€12 = [1¢] — [l + 20¢Inl X+ C-7) = [1¢] — [l + <]l B2,
nl? = [1¢] — €112 + 21¢/1€1(1 = ¢ - €) = [I<] — €] + [€][¢]e.

From the second equality of (4.173) we have ||¢| — [£]| < |n| and if |¢] = 1 then (¢)2a? <

I€]|¢|a? < |n| while for |¢] small |n| ~ [¢| 2 1, so that again (¢)a < |n|. Using (4.170)) we
get :

(4.173)

IVEQL < Inl. (4.174)

To bound from below |V,Q| we use the first line of (4.173): if |n| << [(| then [£] ~
[ISI = Inll, if In] ~ I¢] then [ ~ |I¢] = Inl[* +[C][nlB* ~ [IC] = [nl[* + (n)?B?, in either case

Vo Qf ~IC] = [nll + (m) B Z [€]- (4.175)
For the higher derivatives, we have from (4.145]),
IVEVIQ| S (NI ~ ME, (4.176)

We recall now that:
IViQ| = |V H (n) — VFH(=()].

We deduce from (4.146)) and the fact that |(| 2 1:

¢ _ _
VRIS STl I S Jel . (4.177)
We are going to prove:
(n) 3
V-V, 0 plts 5,
HWX{%]BJHH;; ~ ||Bl,jX[c;]|||H5 N WU(G) =12"%(a)" ",
n
v,0- v
IV (i B g ~ 1Bl
v, v0 . v,0 v (v,0)2v20
S ap—  Bixfa) la; + (= ( ni T By (T
Va2 7 V.9 5
(n)
vov, 0
¢ “Vin c
+ ||(an[3jx[aﬂ)|lyg,
< b% 35 -1
N%U(a):“ (@)™,
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for 7 = 3,4 and s € [0,2]. Let us deal just with the case s = 0,1, s = 2 is similar
and general s is obtained by interpolation. Here using (4.150)), (4.159)) and the fact that
X[(’;] =1 — X[o] We have:

(m)
Ve Q- v,0 ) o
3 n C b .
||WX[Q]BJHL% S aU(a)bz = 12(a)
(n) (m) 9w
an Q- VnQ Vg Q(VWQ) vnQ
I(—% B s + I Bl
Vit e v,Qp iX[a)) 1123
v|(">n9; 2 o (4.179)
3 n
i H(WVW[BJX[%]DHL%,
1 LN s bU(a),s _ b2
~a a2’ b - < 22
S ZU(a)b2 + —brU(a)b? + ——=b2 S a3

Remark 20. As for the second zone, the term |V,Q|~! < 1/|¢| is compensated by the
estimate |B;(&,1)| S U(£).

. Let us deal now with the case |n*| << M|n| where we exclude the case 1, 2 and 3 which
implies that:
1>>M~C], a<V3. (4.180)

Furthermore we have: o
| = Inll sin((n, )] << Mlnl,
which gives: -
[sin((n, §))| << M.

— —

Remark 21. These conditions give that (n,§) is close from 0 or 7, and that ((,§) is
included between [—%’T, %’r] It gives essentially to case (n,&) is close from 0 and in this

case |n| 2 €] ~ |¢| and the second case (n,&) is close from = with |£| < [n| ~ [C].

To do this we cut-off the multipliers by :

(M)]n x €]

with x € C3°(R) satisfying x(u) =1 for |u| <1 and x(u) = 0 for |u| > 2. Furthermore it
gives:

k k (M) x 1k (M) \k
Vx| ~ 1V X[LH(W) 'V (In % 7])|" + smaller terms < (m) , (4.182)
for all k& > 1. Let us prove now (4.106]) in this region. First if M # |¢| then Q =
H(&) + H(n) — H(¢) > H(m) 2 m and:

|V’“V§")Q| < Q < |77|1_k
n ~ ~ )
< M " (4.183)
k+1 — k+1 _ wk+1 _ <
Vil = (V) - VI H-O1S 3w
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for k > 0 by (4.145) and (4.146)). For the case k = 0 we have |V§n)Q| =|VH({)-VH(()| <

% by the mean value theorem.
We obtain in this region:

(m) 3
1Y B < U
g XX H3 = M (Mb)*

Njw

<1

(M)~ (4.184)

for j = 3,4 and s =0, 1,2 where x[% is due to exclusion of the case 2. We are going only
to deal with the case s = 0,1 (the case s = 2 is similar, and we conclude for general s by
interpolation):

vn b é
é CL, ,C 2
== XX By Iz S U@ s

mMa < b3, (4.185)

To see this, it suffices to consider the case where m = a or b. Similarly since M << 1

vnv(n)Q 1 l%
£ C pabc
| %) X[1)X[w B; ||L% S meZa S Ml

We assume now M = |(| which implies since (&, 7) is close from 0 or 7 that (£, 7) is near
from w. We denote by:

(4.186)

A= [&l+ Inl = [¢]- (4.187)

Then we have since ((E\n)) =7 — ((Z\n)) - ((E\C)) and the fact that (£,7) is near from
7 and (¢,n) near from —7 we have:

] = |sin((& m)) [0l = Inll sin(r — (& m)) — (€ O)]

—_—

= Inllsin(((¢, m) + (& )| = Inl(Isin(((C, m))) cos((€. €)) + cos(((C.m)) sin((€,O))|
~ lnl(| sin(((C,m))] + | sin((€. )|
i sin(C o C 55 E D ED
~ |nl(a+ B).
- (4.188)
As a byproduct, the argument gives (§,n) — 7 ~ a + 3, we deduce
s PP —le =P 2l eos(@m) _ 2ellet B

€1+ [l + [¢] M M
<\77L!>
~ m
7]
so that by assumption A << M?m
Now 2 can be estimated using the identity:

—Q=[H(¢] + |n) = H(E) = H(n)] + [H(§ —n) — H([E] + [nD)], (4.189)
for the first part of the right hand side Taylor expansion gives

e+ ) e,

H([§] + nl) — H(&) — H(n) ~ €+ (n)
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Secondly, using |§ — n| = [£] + || — X implies
H(&—n) = H(lg] + |nl) £ A << M?m,

so that —Q ~ M?m.
We have then, using the sine theorem |n|5 ~ |£|a, so that

max([¢]a, |n]8) ~ min(|]a, [7]8) S m(a+ B) << mM ~ |€]|n],
we deduce from
IVeQ| = [VH(E) — VH(Q)|
SCHIC =€l + IS — €] ~ Mn| + a << |nl, (4.190)
IV, S Mg+ 8 << [¢].

Concerning the higher derivatives we have due to (4.145l4.146))

VEVIQ| < MR, VTR = VR E(p) - VITUH(Q S M‘i'”k. (4.191)

Moreover, since 7 is confined in a region where sinﬁ << M, this is essentially a cone
of angle smaller than M and length b, which is of volume M?2b?, we get by integration

ab(M2p3)1/2 4

< —— - <] 4.192

2" Mem ~ ( )
n

Y

VEQ C pab,.c
H QO X[J—]X[G]Bj

for j = 3,4. As previously, the estimates for s = 1,2 are done thanks to (4.191)) and
(4.106) follows by interpolation.

. Let us finish with the last case, for which:

15> Ml a<vEs 1< GO T iy 2y (4.193)

For the first derivatives, we have from (4.144)):
Va9 = [VH () = VH (=) ~ MI[¢] = [nl| + B, [VE"Q| ~ M]|¢| - [€]| + . (4.194)

p—

By using the sine theorem and the fact that cos((géo) 2 1 we have:

sin((n,¢)  sin((&,¢)

B a B a
ZSin(@CT) cos((n/;)) Bsin(@
_ b b
2sin((éa) COS(@) @
this gives the estimate on «
% ~ ||Z;Sin (("7’20> < ’|Z| (4.195)
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Clearly ||| - [¢]| < In] and from ([EIT3):

M€ = MPI[C] = [nl? + MP(¢Inl B2 S (M[C] = [0l + 8)” ~ [V Q. (4.196)
Collecting these estimates yields
V(W)Q
Ve € gm e 5@. (4.197)
Vo gl [V ™ g
For the higher derivatives, we use o < V3 = |nt| = [C A €| ~ [¢]|C — €] so that
€l < IClIgla < I¢lInlB. (4.198)
and (4.191)) gives
k vkv(n)Q
IVaQ ~ MnlF=18 ™ [nF2nt]" |[V,Q MEB ™ MEE 0t
We split the domain with the dyadic decomposition
It ~p e {ke2? k> Mb}, (4.200)

the volume |{n : [n| < b, [n*| ~ u}| is of order u?b (it is contained in a cone of length b
and angle ~ 1 /b). By integration this gives:
v(ﬂ)Q . 1

v,Q bub2 5
1Bl == g XexTBillay € 3 TomaSBM. (4201)
K 124> Mb

Slmllarlyl H31 JX[a bod ’H2 < IYV2M =1 and (4.104)) follows by interpolation.
For By we have

Q-vo
n
1Bz ixIxylllgy = 1V5 - (W BXOXD) N2

viveel L vOoviel L
< HWBJ'X o)z + ”M—QPB]X[“ 1l
IV, VEPQ|v2e) VIQ[v,Q -
H |vnQ‘2 B]X[a XJ.)HLQ va [ jX[a]XJ_])HLQ
Vo V2o IV, 0Q[v,0]
o vl XX L) g + | ’v o VBl
1
S Y Trasiar
1z
(4.202)
for j = 3,4 and similarly | BajxTx{ylllgz2 < 171/2M 72, so that (4.104) follows by in-
terpolation.As before X[(;;] = 1~ y|y and Xﬁ_ | = 1 - xpu are excluding the previous
case.

3The argument does not work directly in H* since the sum ZH b3/2 appears, which can not be bounded by

48



4.9 Multiplier estimates for ZZ and ZZ

We are now interested in dealing with the bilinear terms which involve the product ZZ and
Z 7. The main difference with the previous case is that the phase change. Indeed the phase
corresponds to the two following cases:

0 = H(&) + H(n) + H(E —n),
Q= H(E) — H(n) — H(E —n),
The proof to estimate I3 is similar to the previous section (that it why we will not recall the

computation, see [29]) and use the two crucial lemma showed by Gustafson, Nakanishi and
Tsai in [29].

(4.203)

Lemma 4.4. Denoting M = max(a,b,c), m = min(a, b, c) and | = min(b, c) we have:
o If M << 1 then for e >0 small:

IBE N e S 1372 |IBY | e S 13726M Y, (4.204)

o If M > 1 then for e > 0 small with m # a:

IBY* I g ST @)™ +m IBS] g0, ST @)™ +m 7, (4.205)

H§+e ~

~

Remark 22. Let us mention that in the previous lemma we are never in high frequencies in
the situation where a < b ~ ¢ is spatially non resonant, indeed in this situation we could not
deal with the term m™¢. In fact we are in this case time non resonant.

Lemma 4.5. o)
1Bslimrs) S (W)Sl%’s<a)*1. (4.206)

4.10 Estimates of the Cubic term J;

Let us prove the control of the cubic terms in the part ||JZ|| x. We are going to use paraproduct,
more precisely we have v =), Ajv, thus in Fourier space we have to estimate:

t
Z / sVeQeH O A vF, Ayv®, AyvF]ds (4.207)
11,0203 70
where:
O=H()* H(& )+ H(&) £ H(&), VeQ =VH(E) £ VH(&), (4.208)

In the case j = 5 we have to replace one of the v by Z.

Remark 23. In the cubic terms we have in general a large region of interactions which are
both space and time resonant, that it is why it is not possible in general to integrate by parts
as for the bilinear terms.

However when we are in a region which is both time and space resonant, it is possible to bound
simply |V in L norm and this is sufficient since sCj[v*, v*, v*] have sufficient time decay,
essentially because we have a cubic nonlinearity and not only a quadratic.

In the other case we can apply a integration by part since the region is non time resonant or
in other word |2| dominates |V¢£2|.
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We start with the case I3 > max(la,l3) and we work with the smaller &, &3 as integral
variables. The other terms are treated similarly.

If I, <1

If I; < 1 then |VH(&)| are obviously bounded, hence using the lemma since the Fourier

transform of >° ., 1)<i fot se*HvQ(&)C;[A, vE, AjyvT, Aj,vF] has his support in dyadic
shell and Strlchartz estlmate, we have (here we put just consider the case where C; has a

“1(&)) :

H/ VQ(f)Cj[Allvi7Alzvi,Alsvi]dsHLoo(Hl)

max(lg,l3)<l1 <1

SIS / HTE) Ao, S, Sy v ]ds | e i),

151

s > se’SHVQ CjlALvE, SpvE, Sy oE]ds| e 2)) 2,
(£2)

1151 max(l2,l3) <l

N|=

' (4.209)

SO [ e 80 S sl )
<1

+ - 41112 3
;’tcj[Allv 7Sl1v 7Sl1v ]HLQ(L%))2’
15

1

< (ST Aol 108102 1 1651, 02 1)) 7
151

S g Iz2(8g,) 1T [l oo 2y |00 oo (26
Using 1) we observe that by Besov embedding in low frequencies By g < BgQ:
0tz ) S 10000

||U_1U<1‘|Z2(Bg’2) S ||U(t)||X(t)a

10 vt 2y S 0 @)xco

If 1 << l; ~max(la,l3)

In this situation we have |V¢§| < max(l2,l3). Hence V¢ has to be considered as un multi-
plier of order one in high frequencies, that is why by using the fact that the Fourier support
of f(f 3V§Qei3HC'j [AvE, ApvE, Aj,vF]ds in included in a ball, using lemma E and Besov
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embeddingg via proposition [3.1] we have

t
I Z /0 sVeQeH O [A vF, Ay, Alsvi]dsHLm(m)
)

1<<ly ~max(l2 3

t
S H Z 8V£Q€ZSHC]‘ [Allvi, Allvi, Sllvi]dSHLOO(HI)

1<<li~le 0

t
+Y sVeQe* T Cy[Av™, S, v™, Ay vFds| oo ()
1<<ly~dy 70

t
<S> l‘f||/0 s M Cj[AL ™, Aot S, 07 ]ds || F oo 12))

1<<ly

N[

NG

t .
+( Z lil||/ SeZSHCj[Allvi’Sllvi7Al1Ui]d3”%0°(L2))
1<<ly 0
1
5( Z l‘fHSCj[Azlvi,Allvi7SllAlgvi]dsHiQ(Lg))2

1<<ly

4 + + 170112 3 (4.210)
+ (D RlsCiALvE, S,vF, Ay Jds?, )
1<<y
1
S (20 IsCilnane® iy e®, Suot2, )2
1<<ly
1
+ ( Z HSCj[hAzlvi,Szlvi,hAzlvi]H;(Lg))Q
1<<ly
1
S0 s AL v |G oo roy 1AL vF T2 16y U St 05 7 12)) 2
1<<ly
2 2 “1q . £(2 3
+ () st ApvF ]G oy 1 AL vF 72 16y 1T St 05 |7 e (12))
1<<ly
1
S Z ||S/U:|:||2~oo(Bé )HllAhviH%Q(LG)”U_lv:t”L"O(LQ))2
1<<ly =

<l ey 10 a2y 100 o2y

The only point here is that we do not control a priori the term ||v¥|| L2(BL,)- In fact it suffices

to come back to the proof of the estimate (4.54) in applying the same idea in frequencies, in
particular we verify easily that doing the same we have:

AU 50(8) 6 S 7 e de™ (Tyo(t)]| 12,
But we have zA; = Az + %ch(%) and we deduce using the fact that J(V) = (V)J +(V)~'V
AU =S 0(t)]|zs S 1ALT0(E) |22 + [Aw(®)]| 2.
Taking the norm [? then the L norm we have:
[V)U 30| g,y S 10l ooy + 0] oo z2)-

In order to show that |[v™|| L2(BL,) is bounded it suffices to follows the same proof than the

proof of proposition
When j = 5, we just replace v by Z.

o1



If [{ >> max(l, lo, lg)

Let us start with dealing with the phase of the form: Q = H(§) — H(&;) £ - -, then we have:

1
Ve = F(66a+ &) (€2 + &), Flen) = [ VPH(E - on)a. (1211)
0
In the region [£1| >> (n), following [29] we observe that:
1
VEVLPE )| S [ IV (E = on)ldo S 6 (1.212)
It implies that F' is a Coifman-Meyer multiplier. In particular we have for example for Ci:

I(/t SV&QGiSHC1 [Allv, Al211, Algv]ds)(f)
0
t —_—
=) [ 1O [P Bun(€) F (A ody o)) ds,
t . —_—
= U(é)/o e'*H ) /RN F(&1,m) - n AL v(§) F(A,0A,0) (n)dn ds, (4.213)

= / t U(€)e“HOFF . [V(Apviyv)), Ay v](€)ds.
0

t . t .
/ sVeQe™ O [AL v, Ayyv, Apv]ds = / se" AU F - [V(ALvALY)), Ay v]ds.
0 0
Similarly for Cy we have:

t t
/ sVeQeH Oy [ A v, Av, Ajvlds = / se U F - V(U AL) Ayv)), U LA, v]ds.
0 0

(4.214)
We proceed similarly for Cs, Cy4, Cs.
Hence using the Coifman-Meyer theorem since [3.32 is verified for F', Strichartz estimate and
lemma [3.2] allow us to deal with the following term

¢
| > sVeQe M Ci[AL 0™, Ay, o™, Aot ]ds]| oo (1),
max(1,l2,l3)<<ly 0
Indeed roughly speaking we put the I! which comes from the derivative H! with A;1v* and

we use the fact that V¢ has a behavior of Coifman Meyer type (in particular the term
VeQC; AL vE, AvE, A vE] behaves like a cubic product in LP spaces).

Following [29] let us deal with the phase of the form: Q = H({) + H(&1) £ -+ when [; >>
max(1,[2,13). We have in this situation:
VeQ 1
212 8, Vel Sh, =51 S 7 (4.215)
1

so that we can integrate on e**

Ay, Ay, Ay, like:

in s since we are non time resonant. Thus we get terms in

LVeQ
/ %e”H(Cj (A vE, ApvE, A v 4+ sCH{ALNE, AyvE, AvE])ds
0 (4.216)

Ve
+ [%dSH‘SCj [Allvi7 AZQ Ui? Al?’vi]] f]’
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Following [29], by using the Coifman-Meyer estimate, Strichartz estimate we can control each
term of the following form (because max(ls,l3) << I3 and the fact that we get a gain of one
derivative since \%ﬂ| S %)
, + + + + + +
HC][Allv ,Sﬁv ’Sul)ﬁv ]”LQL% +HtC[Al1Nv ’S%U 78%1} ”|L2L%+L

+ HtC[Ahviv Slilviv Slilvi] HLC’Osz
1000 1000

4 3
3L2

[
+ [| AL v oo ) 12U 0 |17 o 16
(4.217)

<AL gl U™ 0% g + (IBGNE o

with ¢ € {2,3} where the norm on N, is bounded by L2(H1’g) + L%(Hl’%) < L2[? + L3 L3
(see the section . In particular since L2(H1’g) — L*(B} ,) and L%(Hl’%) — L%(Bé ,), it
57 29

implies that:
1AL Nl

<
L2L2+L%L3 ~ Cll’

with (¢, )1,z belongs in 2. Tt is enough to conclude using the lemma as in the previous
case.

4.11 Proof of the theorem [2.2]

Following [29], we recall that Bethuel and Saut have proved in [9] the existence of global strong
solution with initial data in H' with ¢ belonging in C(R, 1+ H'(R?)). We just want to choose
an initial data such that the solution remains in X in order to apply the previous estimates
of stability. To do this we are going to take % € H? N (z)"*H! such that 9§ converge to
1o in norm defined by . It suffices then to apply a fixed point argument in order to
show that the solution " remain in X on an interval [0,7]. We can apply the fixed point
argument using the following estimates (indeed the pseudo conformal transform ensures that
T+ 20tV = etPxe A):

1
Il o a2y S (T2 + Tl oo a2y (1 + [l oo (a1y),

(2 + 2itV) ol i < |l(2 + 2itV)N,| (4.218)

6
L2(HY5 +L1(H)

1
S (T2 4+ T?)([|zul ooy + ull oo a2y (1 + lull poo (1)),

where the nonlinearity N, = ¢? + 2|p|? + |¢|?¢. Thus we control on [0,T},] the ||¢n]x, by
Gronwall argument we can extend globally this control. Now we can apply the previous estimate
to ¢™ on any interval [0, 7] such that we have with v™ = Re(¢") + iUImp"™ we have:

[v"lxns + 12" | xns S 10"(0) ] x(0) S 6.

Indeed the initial data v"(0) is uniformly bounded in X (0) by §. We conclude the proof of the
theorem by passing to the limit via compactness argument (see for more details the section

)

5 A subcritical version of [2.1] (N > 4)

As for the proof of relies on a normal form, however it is remarkably simpler as the
time decay is stronger for N > 3. This section describes the argument from [29], however we
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will only prove well-posedness and scattering in H®, s > % — 1 (subcritical regularity) as it is
sufficient for our purpose. This allows us to use simpler spaces with more usual product rules.
We recall the same diagonalization process as in (4.41): v = 1 +iUpy = Vi, so that v is
solution of

0 — Ho = Ut + @3+ loPe1) +i(20102 + |0 p2)
= UGB+ U )2 + [V lu) +i(201U tog + [V o2V Luy).

Since N > 4, quadratic terms are not supposed to be an issue (the Strauss exponent in dimen-
sion 4 is ~ 1.78) and the only thing to be handled is the singular multiplier U~!. The remedy
was given in [29] thanks to a change of normal form z = v+ P|u|? where P is a Fourier multiplier
localized near & = 0. The choice of P was refined in [30] by taking P = 2(2 — A)~! = 2/(V)?
(this leads to B} = 0 in[4.44). We follow this choice and set

1 1

2 2
= = U
Z2=v+ <v>2|90| w1+ Upa + <v>2|90| )
which satisfies the equation
21 H
0z — Hz = i0w — Hu+ —=5Re(udpu) — =5 |ul?
104z z i0pv v+ e e(udu) <v>2\u|
2 2 - div 2
= UQ2¢7 + el 1) — ZW [401V2 + V(|¢[*¢2)]
. div

= U202 + |V "1|?v) —i (401U Vg + V(U 02U )]

(V)2

We underline that the only terms involving singularities at low frequencies are now cubic.
This will be sufficient to perform a fixed point argument. Finally, since H® bounds on z =
01 + iUps + (V)72|p|? do not imply bounds on ¢ (even for small data), we will work on
Z=U"12=U"1Yp) +ips + U H{V)72|p|?, solution of

) U~ div
i0Z — HZ = 203 + |1 — R [401V 2 + V(|@|*p2)] = P(gp). (5.219)

Functional spaces As we work in subcritical settings s > % —1 we will not need to separate

1 1
low and high frequencies. Set b =1/q = 3T W 1/p=1/2—-1/(2N) so that (2,q), (4,p) are
admissible Strichartz pairs. For s > N/2 — 1 we define the space

X = L®RY, HRY)) N L*(R*, Bj,(RY)).
In particular we note that by interpolation

lullzess, S llellx- (5.220)

Mapping ¢ — U~ 'V¢ — Z:  Using Bernstein’s inequalities we have

. L1 1
1T Flsz, S Ul i == —+ 5 <1, (5.221)
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so that the product estimates from proposition [3.2] yield
s R T TP 1 (5.222)
U2 P Bz, S 172 e S el fligo, | S el flBs ,, (5-223)

6N/(3N+2),2 3N,1

From a fixed point argument, the application w — w-+U~!|V ~'Uw|? is Lipschitz with Lipschitz
inverse H* — H* on a neighbourhood of 0. In particular for some ¢ > 0,

1Zllzs <8 = 1 Z]lm= ~ 10" Vol s,
and provided ||Z||x is small enough

1Z]x ~ 1T Vel x 2 llellx. (5.224)
Fixed point argument (sketch of) Scattering for Z is equivalent to solve

t
Z(t) =M 75— / e =DH p(o(7))dr.
0

From the Strichartz estimates [3.5] we have
t
le™* Zo — Z/ e IP(p(m)drx S | Zollas + 12 22,
0
and we first check [|P(p)]| 2 B, | < 11Z||%- For example, the term ¢ can be estimated as follows

leillzass, S lerllensllenllzen; < lerlk S 1Z15%

The cubic term U~YA(V)~2(|¢|?p2) is handled thanks to the embedding (5.220)) (note that the
multiplier U~1A(V)~2 is not singular at & = 0)

U= ANV (el e2)llLeps, S Nleleallien:, S Ml llznslelin:

Il 1l e e

S
< Nzl

The other terms can be dealt with similarly, this gives

t
e Zy — i /0 e~ DA P(o(r))dr||xy < | Z0llms + 121% + 1211 -

Contractivity can be obtained by a similar argument since P(¢) is essentially polynomial, and
the fixed point theorem can be applied to obtain a unique global scattering solution.

6 Proof of the theorem 2.5

In order to prove the theorem it is enough to prove that the global strong solution ) of
(GP) obtained by Gustafson et al in [29] does not vanish, or in other term that ¢ remains small
enough in LS norms. It will be the objective of the first part of the proof, in the sequel via
the Madelung transform we should propagate the regularity of ¢ on p— 1 and u = V6. It will
be enough to obtain the existence of global weak solution and by adding regularity hypothesis

on the initial data existence of global strong solution to the system ((1.1]).
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Control L*° norm of ¢ which should remains small

It may seem peculiar to bound the L> norm by using the embedding H*(R3) — L>*(R3) for
s > 3/2, especially since the Gross-Pitaevskii equation is known to be globally well-posed in
the energy space {u € H. (R3): Vu € L? |u®> — 1€ L*(R3)} (Gérard [22]).

Nevertheless, the L regularity is not propagated by the semi-group e”® which explains why
we need to use stronger spaces than the naive choice L> N H'. However, in order to exploit the
time decay we will split the analysis between short and long time. In long time using weighted
data ensures a L control In short time we will use a smoothing effect on the Duhamel part
in order to control the L norm with initial data in H/2-1/6+€ yather than H> **.

6.1 L* control on ¢ in long time ¢ > 1

Let us recall that we have via (4.54]):

_94 50 . _
V725 v () 2o S min(L, ¢ %) [o(t)]|x ),

0 e (6.225)
[IVPvz1(®)l| e S min(™, ) [[o()] x ),
with 0 < 0 < 1. In particular it implies that:
_ _ . _3 1
1T vaa @)llze + VU wz1(#)llpe S (min(1,¢75) + ) [[v(#)llxo)- (6.226)

Since ¢ = V~lv = Rev + iU ~Imv we have for t > a (which will be fixed in section and
by Sobolev embedding:

_ 1
HQOHLfga(HLS) SV 1”||L;3§1 H1.6) S EHUHX(t),

1 0
oy S = |lv —.
(L>=) ~ t% H ||X(t) ~ t%

(6.227)
llelles

t>a

This implies that ¢ remains small for large ¢ > 1.

6.2 L* control on ¢ in short time ¢ <1

It remains now to show that ¢ does not cancel on the time interval [0,1]. To do this we are
going to show that ¢ is small in L* by using a Kato smoothing property which gives us a gain
of one % derivatives on the nonlinear evolution term. This is a relatively well-known property
that seems to have been explicitly stated only recently by Bona et al in [12]. This was used to
prove a dispersive blow up result for Schrodinger and Gross-Pitaevskii equations. We include

their result in this section as it enlightens the fact that L>° is a “bad” space for initial data.

Theorem 6.1. (Bona-Ponce-Saut-Sparber [12])
For N >3, s> % —1/6, @o € H*(RN), let  be the solution of @ satisfying:

(2o = a0 (i)« [ 2o (i) »
Re(

)

(¢0)

_ ©o)
— AW <[m(%))+z(t, )
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with
B cos(Ht) U sin(Ht)
A(t) = <U—1 sin(Ht) cos(Ht) > .

For any T > 0 there exists €9 > 0 such that if || ol ms < €0

1. the solution is defined on [0,T] and

t
p(t) = "B Vg +/0 AN E(p)ds + g(t), 9/l oo rs+1 S ol s

t
2. / AR (p)ds e C([O,T],Hs"'%), in particular I € Cy([0,T] x RY) and there

0
exists a > 0:
1l cy o,y xrny < T (luollzrs + lluolls)- (6.228)

3. Moreover for any € < €q, there exists g € H*(R3) N C®(R3) such that ||po||gsnr=~ < €
and |lo(-, T)|| oo (r3) = +00.

Remark 24. e This is essentially is a linear result. The blow up of the L* norm is due
to the linear evolution part while nonlinear terms are controlled. It can be proved (using
invariances of the equations) that for any (xg,ty) € R? x R* there exists an initial data
leading to a solution blowing precisely at (xg,tp).

e Actually the result from [I2] only applies to N < 3, we include here a slightly modified
proof that works for larger dimensions. Also we chose to work directly on the original sys-
tem rather than the diagonalized one in order to avoid issues with the singular multiplier
UL

Proof. We first prove 1). Consider the Cauchy problem

{ i0p + Ap — 2Re(p) = (¢ + 1)lof” + 2Re(p)p = F(p),
Pli=0 = ¥o.
Since s > N/2 — 1 (the critical index for cubic NLS) the existence of a solution in St :=

C([0,T), H*) N L2([0,TY, Hs%) follows from the standard theory (see [16]). Indeed taking ¢g
small enough in H* ensures the existence of a strong solution on [0,7] (T depends on ||¢o|| s
since we are subcritical) with in addition: ||¢||s, < ||¢ollms-

We remind the notations:

Ht) U sin(Ht)
— JAII—A) U = /= - _ cos(!
H A/2—-A), U=+—-A/(2—A), and A(t) _U-tsin(Ht) cos(Ht) )’
the Duhamel formula reads
Re(@)) <Re(<po)> /t (Re(F(W(S))>
t) = A(t + [ A(t—s ds.
(1)) 0 =40 (i) + [ 409 (it
The linear evolution operator A(t) can be compared with the Schrodinger evolution group

Ag = < _C(;SI(I(—_AAQ) ig;i:ig) by using a Taylor expansion
[H(E) = [€* = 1]+ V(&) = D) =0((1€ + 1)), [V7HE) — 1] = O(min(|¢] 71, 1€]72)),
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We can deduce directly

cos 2 sin 2
e e ) R

(the singularity of U~! — 1 is harmless since there is a factor sin(Ht) which cancels at the
same order). The associated operator R(A,t) is thus continuous H* — H*"2 and setting

M(t) _ < cost sint

—sint cost
(Re(@) ) = Ag()M(t) <§§(900)> [t As(t— )Mt —s) <Re(F(<P(s))) ds -

> the solution rewrites
Im(p)

with

70 (G2 || % ool

For the nonlinear term of the second line we have ¢ € CpH® N LY H*?, for any admissible

(p,q). Fix 3]%]Y1 =q< % so that p > 2 and H*? < L*°. Using the rules on products (all

embeddings are far from being sharp here)

le?lgs— S Mlullge-allullze S llull st llul s,

~

[l S Ml llullFre,

~

so that putting these estimates in [ R(t — s)F(¢)ds

\KRWﬂ%ﬁﬁ&%D@ S IFE@ e

Hs+1
< T(p_g)/pllcpHL%OHs(||80HL§HS + ||‘P||i1;HN/2—1vq)

S TO2(llelE, + leld,)-

The estimate ||¢]ls, < ||vollms ends the proof of 1).

t
The first line of (6.229)) rewrites in complex coordinates as e’t(A_l)uo—k/ A DE(p(s))ds,
0

so that points 2) and 3) are precisely proposition 4.1 and lemma 2.1 from [13]|ﬂ

e—ix2/4

(1 + x2)m/2
belongs to H® for m > s + N/2 (and obviously C*°(R?) N L>°) and the linear solution to the
corresponding Cauchy problem e**“uq blows up precisely at time ¢, = 1, and at the point ; = 0
if m < 3. This follows from the explicit formula

For completeness we mention the argument for lemma 2.1: the function ¢g =

. 1 Ja—y[? 1 jla—ul® e W/
itA LT S
- - t dy = ———7 tdy e d
" po(x) Gimt) /M e 1 ug(y)dy (4imt)3/2 /R3 ¢! y(l + y2)m/2 ¥

4The smoothing property of from [I3] is actually stated for nonlinearities of type |u|*u but can be carried
out without any change to our case. There is also a condition [ + 1] > s+ 1/2 however it is only required to
differentiate the function u — |u|Pu, in our case the nonlinearity is polynomial so this is not an issue
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which holds for all (z,t) # (0,1) (it can be rigorously justified by oscillating integrals argu-
ments). For (z,t) = (0,1), 1/(14|z|?)™/? is not integrable iff m < N. This gives the condition
s+ N/2 <m < N and as expected L* blow up can be obtained while we remain below the
critical index s = N/2.

O

6.3 Global L* control of ¢

For e >0, g € H%"'e(R?’) and if ||eitAg00HLoo(R+XR3) < ||@ollzr < 1/4 by smallness assumption
on the initial data, the application of theorem [6.1] gives:

1
el oo ([0,1],Loe m ) < > (6.230)
In particular it implies that:
1
[Vt )| = 5 V0 <t<landVee R3. (6.231)

Combining (6.226)) and (6.231)), and for small enough initial data we obtain

1
[t )| > 5 Vt>0and vz € R3. (6.232)

Remark 25. It will sufficient in the following to proves that the solution (p,u) of system ([1.1)
has no vacuum for ¢ > 0.

6.4 How to propagate the regularity from ¢ to p and u

in addition ¢ belonging in C(R, H*(R3)) N L?2(H%). Indeed we have seen (see ( that
U-tv e L2(HY).

The theorem ensures the existence of a unique global solution ¢ to the system (|1.6) with
4.55))

Remark 26. In this section in order to prove the existence of global strong solution for the
system we propagate high regularity of ¢ on p and u. In particular we recall a some
classical results, assume that in addition of the assumptions of theorem o belongs in
H> 1€ Then using [16] we can prove that ¢ belongs in C((0,7), H*(RY)) (see theorem 5.3.1

p 146) for any 7' > 0 and next that ¢ belongs in C((O,T),H%H‘*'G(R?’)) (see theorem 5.4.1
p 146) for any 7" > 0. In particular by using Strichartz estimate we prove in addition that

N
e L%(BGZ,;FHG) for any 7' > 0.

Proposition 6.9. Assume that ¢ the solution of is belongs in C([0,+o0), H*(RN)) N
L3(Bg ) with s > & and that || = |1+ ¢| > 3 then we have:

q=p—1€LFHRY)NLF(BS,) and u e L=®(H'(RY)) N LE(B,). (6.233)
More precisely we have:

||qHLoo(Hs)ﬁL§_‘(Bg’2) S+ ||90||L;’j;)H%DHLOO(HS)HL?T(Bg’Q)v
[ull oo (mrs—1y S (1 + Crllllngs ) (L + [l oo (o)) 1ol oo o) (6.234)
Jull gty S (1 + ol )1+ ellzeqar) el
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Proof: We are now interested in translating the regularity of ¢ on p and u via the Madelung
transform which corresponds to:

i0(t,x)

Y(t,z) =14+ ¢(t,z) = /p(t,z)e 1 with u = V. (6.235)

In particular we are going to use a polar decomposition (used also in [I]):

Pt ) 1+ o(t, z)
T(t,x) = = —1)+1,
S e R TETears]
q(t, ) = 2Re(p) + |oI*, (6.236)
alt, 2) = VO(t,2) = 2T ([(— 2B ot 2) + Vet 2)]).
1+ @(t, )2
Let us point out that u is well defined on (0, +00) x RY since we have assumed that 1| > 1.
We have now by proposition and (since 2s — 1 — % >s—1):
||‘I||Lo<>(Hs)mL2T(BgQ) S+ HQOHLZ‘;)H‘pHLOO(HS)ﬁL%(Bg’Q),
1+ (¢ z)
ull oo (pre-1y S A+ (=777 = Vg IVellpe -y
1+ o(t, =)l
L+ otd) (6.237)
P, T
2T ) ez IVl oo ooty
S (L4 Crlllellng )+ llell oo o)) el oo ey -
In the same way we have:
lull 2z S U+ Cullleleg )X+ el Il 2 5251 (6.238)
O

6.5 Existence of global weak solution when N =3
Regular initial data

It suffices to follows the arguments developed in [I] and [15], let us first show the theorem
in the case of regular initial data (pg,uo) implying that ¢q is in H*(R3) with s sufficiently
large. Sufficiently large in the sense that involving the results of preservation of the initial
regularity (see Cazenave [16] Chapter 5) the solution ¢ constructed in the theorem remains
in C([~T,T], H*(R?)) for any T > 0. In particular taking s large enough by Sobolev embedding
we show that ¢ is in C¥(R x R®). It implies that ¢ is a classical solution of Gross-Pitaevskii
equation and we are going to exhibit a solution (p,u) of the system using the Madelung
transform. Indeed it suffices to set:

14+ ¢
11+ |?

p=1+¢p* and u = 2xIm(Ve )

Let us point out that u is well defined since 1| > 3 via the section In addition (p,u) is
in C*(R x R3) x C*1(R x R?). In particular by using computation related to the Madelung
transform we see that (p,u) is a classical solution of the system (1.1]) and in particular a global
weak solution.
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General case

Let us now treat the general case where (po,uo) verify the assumption of the theorem
with g € H %“(R?’) in particular. We set ¢ = ¢ * ¢, with 1, a regularizing kernel (with
[ n(y)dy =1, 0 < 4, < 1 and suppyp, C B(0, E)) such that ¢f belongs in H*® for any s
large enough. We are interesting in showing that ¢} verify the assumptions of the theorem @
Assume that (z)f € L?(R3) then we have by Holder’s inequality and Fubini theorem:

Jar1 [ 5@ —ventmastar < [@3([ 156 - P

<2 / () Pde)? + / 2z — yf? + [y ) / (@ — 1) Pen(y)dy)dady,

202 [ 17(0) P + ([ |aP 7)),

In particular we have:
[ @) (Reghl +[96pP)dn <2 | (@h(Regl + [Tz = 1. (6.239)
R R

In addition we have ¢ which is uniformly bounded in H %+€(R3) then taking ¢; small enough

it exists some sequence ¢, solution of the Gross-Pitaevskii equation via the theorem with

thn| > 5 (because we have [onllze < 3 see the section [6.3). Let us point out that the control

of the vacuum [¢,| > 2 is uniform in n, it is obvious since it depends only of the quantity d;
n

and ¢ HH% o) which is uniformly bounded in n (see theorem [6 and .

In addition setting p, = |1 + o, |?

and u, = 2kIm(V,, = ) then (pp,u,) is a global weak

2
solution of the system with initial data (pf, u() alrll-(g tl|ns by using the previous section
(indeed ¢p is in any H*(R3)). From the proposition we deduce that (p, — 1,u,) is uni-
formly bounded in L*°(H %JFE(R?’)) x L*(H Gt (R?)). Indeed it is easy to verify by proposition
that w, belongs to L*°(H %+6(R3)). From section (pn, pin) is uniformly bounded in
L®(RT, L>°(R3)). Since the solution ¢ and @™ are obtained by a fixed point argument, we
have continuity with respect of initial data in H 5+ and then we get for all "> 0:

Jm " = el CQOTLHS @) —

We deduce in particular that:

D =0 et =0
i =l e = O

It implies easily by compactness that (V\/;Tn)neN converges strongly in C([0,7T], H st (R3) by
using the proposition and the fact (2 o7 P ") is uniformly bounded in L>°(L*°). In particular
it yields the strong convergence of (V\//Tn)neN in L} (RT x R3) to V/p which is sufficient to
pass to the limit in the sense of distribution for the capillary term. We proceed similarly in
order to deal with the terms p"u” = u" + (p" — 1)u" and p"u" x u™ = u" x u" + (p" — 1)u" x u".
It finishes the proof.
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6.6 Existence of global strong solution when N > 3

In the previous section we have proved the existence of global weak solution for the Euler-
Korteweg system when N = 3 under the assumption of smallness (2.19) and the fact

that cpo eH %‘“(RS) With additional assumption on ¢g € H2 2 +14¢ we obtain new control on
¢ = p— 1 and u since we have shown by using proposition [6.233] that they belong respectively

mLﬁ@h+HﬂﬂB(Bﬁ"ﬁ(mmq_——)wdmLmGh+ﬂﬂﬁ(32).

loc loc
Our main taste is to prove now that under these control the global weak solutlon that we have

constructed is unique. Let us start with rewriting the system ((1.1)) following the change of
unknown introduced by Benzoni et al in [5]:

O¢lnp+u-Vinp+ divu =0,

. ) . 1 (6.240)
. . dive = ——
Oz+u-Vz+iVz-w+ ik Vdivz Iilpw,

with:
w=+/k1Vinp, a(p) =+/k1, z =u+iw.

It is proven in [5] (see the proposition 4.2 p 20) the following proposition using a gauge method.

Proposition 6.10. Let (L, z) be a H® solution with s > 0 of:

8L +v- VL + divo = 0,
{t ! v (6.241)

Oz +v-Vz+iVz-w+iy/k Vdivz = f,

on [0, T x RN. Assume that w = VL and L = In p with p verifying 0 < ¢ < p(t,x) < M < 400
on [0, T] x R3 then the following estimates hold true for all t € [0,T) and o € [0,1):

t
lz@)lFrs < llzoll7s +/0 (F =Nzl s + A llFrs)dr + w @ IE-a 2| Fp-1va- (6.242)

and:

I(vp2) )72 < IIvP=(0) 122 +/0 Iz 2 llvefll L2 dr. (6.243)

with:
A(t) = 1+ |D=(8) | -

The authors of [5] obtain the following corollary (see 4.2 p 23 in [5])

Corollary 6.0. Let (L, z) satisfy the assumptions of proposition then we have for C > 0:

Vdr max(1,s)
120l Lo (ars) S eCJo AT (1 o W]l Lo o) D(llzollazs + 11£ 11 L(H))- (6.244)

Remark 27. Let us mention that if z is irrotational, then we can extend the range of s to
5> —% (see the remark 4.1 p 24 of [5]).

In the spirit of the proposition 5.1 p 29 of [5] we obtain the following proposition.
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Proposition 6.11. Let N > 3. Let (L1 = Inpy,z1) and (Ly = Inpg, z3) be two solutions
of on [0,T) x RN in (L®(H**1) n LA(B:4Y) x (LO(H?®) N LA(BS,) with ¥ < s,
s # 3+ % and q = % Assume in addition that L; (i = 1,2) is bounded in L*™°. Let us
denote 0L = Lo — L1 and 6z = z9 — z1. Then the following estimate hold true for all t € [0,T]:

NBL(E). 820 o2 < (1 + o[22 ) | (BL0), 62(0) -

C Jo (14| Dz | )IDz2| dr
LOO

L>®°NB

N2

(1| Dw | +[| Dwz||
Loe Lo

nf2,

1

vf2,

1 1

i,

1

NnB nB NnB

‘w
‘w
‘w
‘m

oo [e'e] oo oo

2

—9

2

)

(6.245)

Z

—2

2

X e -2’

where w; = Imz;.

Remark 28. Let us mention that this proposition extends the proposition 5.1 p 29 of [5]
inasmuch as we need only a Lipschitz control on u, indeed Vu is in L}, (L>).

Proof: The equation satisfied by dz reads:
010z +uy - Viz +iVoz - wy 4+ iVdivez = Vop — (du) - Vzg — iVzs - dw,

with du = us — u1, dp = p2 — p1 and dw = wy — wy1. We observe that §z solves an equation

of type (6.241)) since p; verifies the mass equation d;p; + div(piu1) = 0. Besides p; = L~ (L
satisfies the mass conservation equation. Hence if s > 2 and s # % + 3, applying corollary m

. . /
we can estimate 6z in H® as follows:

t
t
182(8) o ’v<t>6”““+'D“”L”)d7<|réz<o>|Hsf b [ ol + 60 T2
0 (6.246)

+ |[Vzg - 5w”H5/dT)>,

max(1,s")

with v(t) =1+ leHLgO(Loo) .
It remains now to estimate the integrand in the right hand side of (6.246)). By proposition
sincewehave%g%Jr%glwith)\:NE [1,+oo],2§Nands’+1<%then:

N
ITouVael g S N0l Va2l y_i
g0 (6.247)
1T92,0ull o S [V 22 o[ 0u]] o
Similarly we have since s’ + %2 = &' + & — 1 > 0 then:
1B(V 22, 0wl g S 1V22ll oy ll0ull s (6.248)
2N
N-g%°

We deduce that:

6w - Vol o + | V22 - 0wl or S ||DZQHLooﬂ —2 |62 ot

Let us deal now with the term dp, we have then:

1
18l o1 S /0 1L exp(Ls + 76L) | jrusndr,

1
< / 0L (exp(L1 + 70L) — 1)|| 41 + 0L 1) dT
0
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Next for 7 € [0,1] we have using proposition s+1- % < 0 and the fact that
I, = ln(l + ql), Lo = ln(l + QQ) € L°°:

1T exp(zr4ror)-1)0 Ll gorer S NOL o [ (exp(La + 76L) = 1) 1oe,

|Tsr(exp(L1 + 76L) — 1) g1 S ||5L|!Bs/+1_g [(exp(L1 + 76L) — 1)||Bg ;
00,2 2,00
S 6L o ll(exp(Ly +76L) = )|~
2,00
SNOL|| pyora (1 + || +|L 2
SNOL[ grora (1 + ] 1HMB§M | 2IIMB§OO)

SIoLlgon @+l oy +lall oy )

NBy, mBQ?oo
| R(exp(Ly +70L) = 1), 6L) | gsr S I6Ll g |l exp(Ly +70L) = 1]y

2,00

< , 2
SHOLl e llanll | x Hlleall oy )™

2
NB,2., nB

2,00

Plugging all these inequalities in (6.246), using the fact that ||0L|| o1 < [[02] gor + |0L] 2 <
162]| o + 0L ]| o if " > 0 (here we have to choose s’ € [0, 5 — 1[ since we have seen that s’
is in | — % +1, % — 1[) and applying Gronwall’s inequality, we end up with:

162(&) | o S

t

PRI T

N=3®

t (6.249)
<ep(C [ (IO, + 1)y 1Dy, Jdr)ds
N—2°

t

OI8Ol + [ Lo (4 1)y + 12 )d7)

In order to close the estimate we have to deal with the term ||dL| . which appears in the
right hand side of (6.249)). In order to do this, we use the fact that L = In ps — In p; satisfies
the following equation:

OOL 4+ ug - VOL + du - VL1 + divou = 0,

and:
AL +up - VAL + Ay (u- VL + divéu) = [uf, A];0L.

Taking the L? inner product of the above equation with A;6L, performing several integration
by parts and integrate in time we get:

t
IABL(#)I[72 < | A Lol|7 +/ (A1 (0w - VL1)(7) || 2| A0 L(7) | 2
0

+|’Al5UHL2\Al(5w)(7)HLz)dT+/O (IABL(T)|| 2 || R (7| 12 (6.250)

+ ||divus (7)|| o [| A L(7) |22 ).
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We have set R; = [uJQ, A)0;0L. Using Lemma (since s’ < -5 = & — 1), multiplying the

N—-2
. . / .
previous equation by 2%*" and summing we have:

t
ISL@)1 7 S 10Loll, +/0 [Vua(7)]]

vz
\

LeeNB

‘w

o 8L dr

-2
t
+/0 (6w - VL ()| o 1L o + [19ull o 160 (T) | o) -

Next by using proposition we have since s’ < % —1:
0w - VLl S Noull g IVLall,

2

(6.251)

1 9

w2

B

‘m

oo

k=

s

Plugging this inequalities in (6.251) we have:

t
ISZ)I%,. S 10 Loll 7 +/ (IVuz(7)l] yo VL yo1 )IOL()| e dr
0 L=NB %y L=NB %y
N-2>® -2

t
2
—i—/o (1+HVL1HLOOHB%,1 Moz(T)7,0 dr.

1\%727"0

(6.252)
Using Gronwall’s lemma we obtain :
(VeI N, HIVL oy, )dr
L®NB % L®NB %
ISL(®)[I30 S e e e
¢
2 2
< (IBLOE+C [+ IVE s 6elair).
N-2%
Inserting ((6.249)); it yields after computations:
ISL()[12,0 < 7(1)?eC Jo AT [HM(O)H2 o
t P t )
+dﬁm£wwwmwmw%+/mmﬁwm),
0 0
with:
A(t) = (14| D= +(1+||Dw + || Dw Dz
(t) = (1+]] 1HLOOQB%4 (1+] 1”me3%];1 I 2HLOOHB%4 )l 2||LOOOB%71
N-2%° N-3%® N-2:%° N-3%
Taking the square root and applying Gronwall’s inequality, we conclude that:
t
ISL)| e < CA(t)2eC I AT (IGL(O) | 10 + 102(0) | 10)- (6.253)
Finally, plugging (4.52)) in (6.249) yields the desired inequality. O

Lipschitz control on the velocity «

We recall that ¢ belongs in L%(BgQ(Rg)) (with s > % + 1+ ¢€) by propagation of the regularity

for an initial data in H®. In particular we deduce easily that u belongs in LQT(BEEI) for any

T > 0 and Vu € L%(Bgf). By Sobolev embedding we have Vu is in LZ(L®(R?)) for any
1

: s—2
T>Osmceg—T<0.
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7 Proof of the theorem [2.4]

The proof relies on the same arguments as for theorem but is quite simpler.

Global control of ||¢]| L~

As a first step we prove time decay on Z = U~ (g1 + (V) "2||?) + i2 (see section [5) which

satisfies ([5.219)

. U~ ldiv
10,2 = HZ = 267 +|oP'o1 — i [1o1Ver + V(IelPe2)] = P(o).

We set 1/ =1/2—2/(8N), 1/a=1/2—-1/(3N), s > N/2 — 1 and note that for || Z||gsnss,

small enough, respectively || Z||gsn B:, small enough,
1Zllssnms,, ~ U Vellangs, , 2 lellans:, ,. (7.254)
respectively [|Z]|gsnps, ~ U=V ollmsnps, 2 @llmenss,. (7.255)
This follows from the estimates (see also (5.222}5.223)):

10=19) ol
10-149) (eIl

-1 —2 2
U 2lells:, S llelleliglla:

s,

9?51 Sllellas—lellse, , | < lels,

S
<
~ 6N/(3N+8),2 3N/4,1

and a fixed point argument. Also from || Z]|ps , > ||U_1V<,0||B§2 - ||U_1<V>_2|<,0|2||B;27

1Zll;, 21U~ Vels; ,- (7.256)

q,2 ™

Proposition 1. Let Z € L>®(H®) N L?(B%,y ,) be the global solution of (5.219). Set 1/q =
N-27
1/2—2/(3N) (q = 35%). There exists g9 > 0 such that

Ve < eo, supt'/3||e™ Zy| ps . < e = supt*’?||Z(t)| ps , < 2e.
>0 @ >0 @
Proof. We set m(t) = sup0§T§t71/3||Z||B;2. From

t
125, S e Zollgs , + | /0 =D P(o)ds| g

it is only a matter of bounding the Duhamel term, plugging the norm |- || B, inside the integral,
using the dispersion estimate (see lemma 1} with 0 =0, 0 = E%N ) we obtain

tP(e)(r:-)llBs,
< / 72 iy (7.257)
B 0

t
i(t—T)HP d
H /0 ¢ (e)ds (=2

It remains to estimate |[P()(7,-)||Bs, - Arguing as in section [5 it is sufficient to estimate
q,

12 B, , T 123 B, this will be done by using paraproduct laws in Besov spaces. For quadratic
q, a,
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terms, proposition with g < A = % gives

IToplles,, S lelag,lell y s

q,1

1B oz, S lelslel g o

q,1

S e?les, S el

For cubic terms we start with an estimate on H‘PQHB;Q with 1/p < 1/q + 1/q to be precised
later. Proposition [3.2] gives:

ITeellBs, S \l@HB;,QllsoHBwfgf%

q,1

We chose p such that N — % — % < s, this condition implies:

4 s 1 4
l—-———<-<1-— 1/pif N —-4/3 — . 2
SN N_p< N’ (0<1/pi /3—s<0) (7.258)

In particular using proposition [3.1] we deduce that:
Tollzs, < el (7.259)

Using again proposition and the condition ([7.258|) we observe that N — % - % 4+ s > 0 which
implies:

1R @53, S el el vy

q,90

[z

And we obtain finally using the previous inequality, (6.247) and proposition
le?lls;, < el (7.260)

with p verifying the condition (|7.258)).
wit % = I%

Next using again proposition |3.2 h + %, 2 < Xand s; = % + % — % = % — % we
have:

2 R < 2 R < 2 s
1T, % 16, el g % 1, el (7.261)

Here we need p to satisfy
2 1 s 2

— < - < =4 —. .262

3N<p<N+3N (7.262)
For p to satisfy both conditions (|7.262) and (7.258)), we need only 1 —3/(4N) —s/N < s/N +
2/(3N), which is satisfied since s > g -1

In the same way we estimate T2, by proposition since % = % + %, p < Xand s; =

%_¥:%+%—g:%—zwehave:
ITaellss,, < lelss eIl x5 < el lelE;, (7.263)
q,1

Similarly since % — % + s> 0 and % < % + % because N > 4 we have:

IR Dy, S Iellag, I y_g S llelss, el . (7.264)

g,
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Using ([7.261)), (7.263]) and ([7.264)) we have:
le*l5:, , < llellss, lelB: - (7.265)

Finally [olls, S 12118, lellas < [ Z]|ms, the estimate (7.257) yield

t m(T)2 B m(t)2 1 1 m(t)2
</0( dr = /0(1_7 dr < )

~ t—7)2/372/3 +1/3 )2/372/370 ~ 41/3

t
H [ ) s

S
Bq,2

Using the Duhamel formula we get m(t) < € +Cm(t)2. As it is not clear wether the solution is
L t_l/?’B;2 or not, we may simply set £ = {¢ € L°H* N L?B}, : sup;>g tl/?’H<,0||Bg,2 < o0}

loc

and repeat the fixed point argument in L>°H® N LQB;2 NE. O

Corollary 7.0. For s> N/2-2/3, Zy € H°N B}, ,, 1/a=1/2—1/(3N), there is ¢ > 0 such
that

Ve <eo, |ZollBs, s < &= sup tl/SHZ(t)HBsfl/s < 2e.
a’,2 tZO q,2

Proof. The embedding Bg 5 < B;;/ ? and the dispersion estimate give:

—q —q 1 HZO” s,a’

itH itH _ HS»

lle ZD”B;;U?’ < lle ZOHBSQ < (N (1/2-1/a) ||ZUHB;/72 - 173

so that we can conclude by applying proposition ]

Proposition 7.12. For s > N/2—1/6, 1/a=1/2—1/(3N), if U Vo € H* N B, o there is
€o such that for any € < g

_ _itA
12 1V800||HsmB;,72 < g0 and [le™" 2 @ol| oo o, 1xrY) < 1/4 = [l@ll oo xry) < 1/2.

Proof. I ||[U Vo m=nps, , << 1, from (7.254 corollaryapplies andfort > 1, [|Z(t)| go-1/s <<
a’, q,2
1. Using then (7.255)) we get

Vt2 1, fe®le S lolpevs S 120 pemns << 1
q, q,

The bound on |[¢l| e ((o,1]xrN) is then obtained thanks to theorem :

IN

t
el oo (0,11 xR ) lle™ 2 @oll oo jo.17xrY) + Clloll s + CH/O e TIRE()ds || o)

1
1 + Ce’io.

IN

O]

Remark 29. The only reason why we must work with s > N/2 — 1/6 is to control the
Duhamel term for ¢ < 1. Smallness for ¢ > 1 only requires s > N/2 —1/3 thus the assumption
U Wyge H N H*% is probably a bit too strong.

Proof of the theorem [2.4]

The existence of global weak solution follows the same line than for NV = 3 and the uniqueness
too.
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