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Abstract

This work is devoted to proving existence of global weak solutions for a general

isothermal model of capillary fluids derived by J.- E Dunn and J. Serrin (1985) [6],
which can be used as a phase transition model.
We improve the results of [5] by showing the existence of global weak solution in
dimension two for initial data in the energy space, close to a stable equilibrium and
with specific choices on the capillary coefficients. In particular we are interested in
capillary coefficients approximating a constant capillarity coefficient . To finish we
show the existence of global weak solution in dimension one for a specific type of
capillary coefficients with large initial data in the energy space.

1 Introduction

1.1 Derivation of Korteweg model

We are concerned with compressible fluids endowed with internal capillarity. The model
we consider originates from the XIXth century work by van der Waals and Korteweg
[13] and was actually derived in its modern form in the 1980s using the second gradient
theory, see for instance [12, 20].

Korteweg-type models are based on an extended version of nonequilibrium thermodynam-
ics, which assumes that the energy of the fluid not only depends on standard variables
but also on the gradient of the density. Let us now consider a fluid of density p > 0,
velocity field v € RY, we are now interested in the following compressible capillary fluid
model, which can be derived from a Cahn-Hilliard like free energy (see the pioneering
work by J.- E. Dunn and J. Serrin in [6] and also in [1, 4, 8]). The conservation of mass
and of momentum write:

Qp + div(pu) =0,

ot
1.1)
5 (
a(pu) + div(pu @ u) — div(2u(p)D(u)) — V(A(p))divu) + VP(p) = divK,
where the Korteweg tensor read as following:
: 1 / .
divK =V (pr(p)Ap + 5 (k(p) + pri (p))[Vpl*) = div(k(p)Vp© Vp).  (1.2)
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k is the coeflicient of capillarity and is a regular function. The term divK allows to
describe the variation of density at the interfaces between two phases, generally a mixture
liquid-vapor. P is a general increasing pressure term. D(u) = %[Vu +! Vu] being the
stress tensor, p and A are the two Lamé viscosity coefficients depending on the density
p) and satisfying:

>0 and 2u+ NA > 0.

Here we want to investigate the existence of global weak solution for the system (1.1), so
we have to describe precisely the form of the non linear terms coming from the capillary
tensor. In this goal one can now rewrite K .For this and to simplify the presentation, we
assume only that x(p) = kp®. With this choice we have to distinguish the case o # —2
and a = —2. We refer to the appendix in section 5 for more details on the formal
computations on K. We get then:

Kij = (AcAB(p) — A2V A(p)[? )81 — BadiAp) 9 Alp) if a# -2
) . (1.3)
Ki; = r(Alog(p) + 5\v1og(p)|2 )0i,; — #0; log(p)d; log(p) if a=-2
with:
o o K 26+ 1 4K
Alp)=p>™ Blp)=p"™ and Ay =o——y Aj= (a(+2)2) T (ar2)?

For the general case, we have A'(p) = /k and B (p) = pk(p) (see the appendix for
more details). We remark then that the form of the non linear terms appearing in the
tensor K corresponds to quadratic gradient terms 0;A(p)0;A(p) and some terms in B(p)
of pressure type. It is the main difference between the system of Korteweg and this one
of Navier-Stokes compressible where the difficulty state in the treatment of the pressure
term (see [7], [15])) Before getting into the heart of mathematical results, one can recall
first derive the physical energy bounds of the Korteweg system. Let p > 0 be a constant
reference density, and let II be defined by:

[ EGLas 201),

so that P(s) = sII'(s) — II(s), IT' () = 0 and:
AI1(p) + div(ull(p)) + P(p)div(u) =0 in D'((0,T) x RY).

Notice that II is convex as far as P is non decreasing (since P'(s) = sII" (s)), which is the
case for y-type pressure laws. Multiplying the equation of momentum conservation in
the system (1.1) by u and integrating by parts over RV, we obtain the following estimate
( for more details on the integration by parts, especially on the term divK we refer to
the appendix section 5):

/RN (%plul2 + (I(p) — T(p)) + %“(p)|vp|2)(t)d$ " /o /JRN ot (1.4)

™M 2 K
+épaivaP)de < [ (™o 4 11p0) — 119)) + 22 9 2)



with £(p) = p(p) + A(p). We will note in the sequel:

&) = [ | (ol + (1106) ~ 11(p) + “4195)%) (), (15)

It follows that assuming that the initial total energy is finite:

™m 2 _ K
RN 2p 2
then we have the a priori following bounds:

I(p) — I(p), and plu|® € L*(0, 00, L*(RY)),

VE(p)Vp € L®(0,00, LP(RY)Y, and Vu € LQ(O,OO,RN)NQ.

In the sequel, we aim at solving the problem of global existence of weak solution for
the system (1.1)so assuming that we dispose from smooth approximates sequel solutions
(Pn, Uun)nen of system (1.1). One can remark then easily that the main difficulty lies
in the fact to be able to pass to the limit in the quadratic term VA(p,) ® VA(p,)
which belongs only to L>(L'). According to the classical theorems on weak topology,
VA(prn) @ VA(py) converges up to extraction to a measure v, so how we can prove that
v = VA(p) ® VA(p) where p is the limit of the sequence (p,)nen in appropriate space.
Notice that if we compare the Korteweg system with compressible Navier-Stokes system,
the main difficulty for proving global existence of weak solution ( see [15], [7]) consists to
find strong compactness properties on the density p in Lf oc SPaces to pass to the limit in
the pressure term P(p) = ap” with v > %, N > 2 in the case of the works of E. Feireisl.
In the capillary case, more a priori bounds are available for the density, as VA(p) belongs
to L°(H(RY)). Hence in our case in dimension N = 2, one can easily pass to the limit
in the pressure term.

Another difficulty in compressible fluid mechanics is to deal with the vacuum and we
will see that this problem does appear in the model of Korteweg, when we want get
some estimates on Vp. As a matter of fact, the existence of global weak solution for the
model of Korteweg with constant capillary coefficient for N > 2 is still an open problem
even in the case N = 2 if we don’t assume some condition on the vacuum as we will
see in the sequel. The first ones to have studied the problem, are R. Danchin and B.
Desjardins in [5]. They showed that if we take initial data close to a stable equilibrium
in the energy space and assume that we control the vacuum and the norm L*° of the
density p, then we get global weak solution in dimension two. Controlling the vacuum
amounts here to get a bound of % in L*°. Recently D. Bresch, B. Desjardins and C-K. Lin
in [3] got some global weak solutions for the isotherm Korteweg model with some specific
viscosity coefficients. Indeed, they assume that u(p) = Cp with C' > 0 and A(p) = 0. By
choosing these specific coefficients they obtain a gain of derivatives on the density p where
p belongs to L2(H?). It is easy at that time with this type of estimate on the density p
to get strong convergence on the term of capillarity. However a new difficulty takes place
concerning the loss of information on the gradient of u when vacuum appearing (indeed
the viscosity coefficients are degenerated), so it becomes involved to pass to the limit in
the term p,u, ® uy,. That’s why the solutions of D. Bresch, B. Desjardins and C-K. Lin
require some specific test functions which depend on the density p. This test functions



depending of the solution allow to deal with the vacuum.

Let us mention briefly that the existence of strong solutions for N > 2 is known since the
works by H. Hattori and D. Li [10, 11]. Notice that high order regularity in Sobolev space
H?* is required, namely the initial data (po, poug) are assumed to belong to H® x H*~!
with s > % + 4. Moreover they consider convex pressure profiles, which cannot cover the
case of Van der Waals’ equation of state. R. Danchin and B. Desjardins in [5] improve
this result by working in critical spaces for the scahng of the equatlons more precisely

the initial data (pg, poug) belong to 32 1 X B2 1 (the fact that B221 is embedded in L
play a crucial role to control the vacuum but or to work in multiplier space). In [14],
M. Kotschote show the existence of strong solution for the isothermal model in bounded
domain by using Dorea-Venni Theory and H* calculus. In [9], we generalize the results
of [5] in the case of non isothermal Korteweg system with physical coefficients depending
on the density and the tempelg\f]iture We get strong solutions with initial data belonging
to the critical spaces B2 1 X 32 1 ' B2 1 ? when the physical coefficients depend only on
the density. When they depend on the temperature too, it requires more regular initial
data to control the temperature.

Our present result improve the results of R. Danchin and B. Desjardins in [5] and D.
Bresch, B. Desjardins an C-K. Lin in [3], indeed we show the existence of global weak
solution with small initial data in the energy space for specific choices of the capillary
coefficients and with general viscosity coefficient. Comparing with the results of [3], we
get global weak solutions with test function ¢ € C%(R"™) and not depending of the
density p. Moreover our result can be applied for general viscosity coefficients. Moreover
in the case of a constant capillary coefficient, we show that we don’t need to control
p in L* norm to get global weak solution as in [5]. In fact we have extracted of the
structure of capillarity term a new energy inequality using fractionary derivative which
allows a gain of derivative on the density p. This method shows that the case k(p) = £,
k > 0 is a critical case where we can get global weak solutions with small initial data
in the energy spaces but without any conditions on the density as in [5]. Moreover
we generalize the existence of global weak strong solutions to the case of capillarity
coefficients approximating the constant case. To finish we explain why it seems a little
bit trick to get global weak solution with large initial data in the energy space, indeed
the problem is then to control some possible concentration effect on |V A(p)|?.

In section 2 we recall some definitions on the Orlicz space and some classical energy
inequalities on the system in these spaces. In section 3 we show a theorem of global
existence of weak solutions in dimension two for specific choices of capillarity coefficient
with general viscosity coefficients. More precisely we investigate a new structure on
the capillarity coefficient which allow us to get a gain of derivative on A(p) under the
condition to get for € > 0 enough small |15, )V A(p)| o (2) < € uniformly for all z € R
with 7 > 0 enough small. By imposing small conditions on the initial data, we obtain
our results and we explain what happen with large initial data. In the last section we
investigate the case of the dimension one, and we get a theorem of existence of global
weak solution in the energy space with large initial data.



2 Classical a priori estimates and Orlicz spaces

2.1 Classical a priori estimates

We first want recall a priori bounds for initial density in Orlicz space, it means that
we will work around a constant state p > 0. We rewrite the mass equation by using
renormalized solutions, and the momentum equation.In the sequel to simplify we let
P(p) = ap? with v > 1 and a a positive regular function. We get the following formal
identities:

1 0 o B ' )
ﬁa([ﬂ —pl —~p l(p_ p)) +d1v[u%(p’7 —p lp)] —u-V(p)
2 2
pgthg T V|U2 — div(2u(p)D(u)) - u — V(A(p))divu) - u +au- Vp? (2.6)

=u-divK ,
Notation 1 In the sequel we will note:
Jy(p) =P+ (v =1)p" =" p,
Therefore we find by summing the two equalities of (2.6):

0 - |ul? a

oty

a u 2
Jy(p)] +div [u(7 j1 (0" —p""'p) + p';)]

— div(2u(p)D(u)) - u — V(A(p))divu) - u = u - divK.

2.7)

We may then integrate in space the equality (2.7) and we get (see for more details the
appendix 5):

@ a . 1,.@ 2\ (¢ 2)dx ' s ul2dx
L, 0+ =00 + 3P o+ [ ds [ o) Dufa o

N 2
! -2 ‘UOP a . 2
+ s [ aodivePde < [ (o5 + ) + (o) Vol ()
0 RN RN 2 ")/—1

Notation 2 In the sequel we will note:

’U‘Z a . 1 2
)= [ (0 + =)+ 5r()IVoP) (ta)da,

g= (0ol 4 9 (o) + L(p0) Vo)
0 Jgw 2 y—177 2

We now want to estimate this quantity j,(p) and in this goal we recall some properties
of Orlicz spaces.

2.2 Orlicz spaces

We begin by describing the Orlicz space in which we will work:

LYRY) = {f € L, RN)/f1{ 1125y € LP(RY), flysss) € LYRN)}



where ¢ is fixed, § > 0.

First of all, it is not difficult to check that L does not depend on the choice of § > 0 since
;—Z is bounded from above and from below on any interval [01, d2] with 0 < §; < 3 < 400.
In particular we deduce that we have:

2N N
fee Ly(RY) if fe LI(R™) and p, ¢ > e.
Obviously we get meas{|f| > 6} < +oo if f € LH(RY) and thus we have the embedding:
LYRY) c LE(RY) if 1< q1 <g<+4o0, 1<p<p < +o0.

Next, we choose ¥ a convex function on [0, +00) which is equal (or equivalent) to «? for
r small and to z? for z large, then we can define the space L} (R") as follows:

Definition 2.1 We define then the Orlicz space LE(RY) as follows:
LYRY) = {f € Lj,(RY)/¥(f) € L' (R™)}.

We can check that Lj(RY) is a linear vector space. Now we endow Lj(R™) with a norm
so that Lj(RY) is a separable Banach space:

~

11| g @y = inf{t > 0/ ‘I’(;) <1}

We recall now some useful properties of Orlicz spaces.

Proposition 2.1 The following properties hold:

/

1. Dual space: If p > 1 and q > 1 then (LL(RN)) = LZ, (RN) where ¢ = q%, p =
P

p-1"
2. L} =[P+ L7if1<qg<p<+o0.

3. Composition: Let F be a continuous function on R such that F(0) = 0, F is
differentiable at 0 and F(t)|t|™ — o #0 at t — 4+o00. Then if ¢ > 6,

3 (N N
F(f) € Ly (RY) if fe LYRY).
Now we can recall a property on the Orlicz space concerning the inequality of energy.

Proposition 2.2 The function j,(p) is in L*(RY) if and only if p— p € L3.

Proof: On the set {|p — p| < ¢}, p is bounded from above, since v > 1 we thus deduce
that j,(p) is equivalent to |p — p|? on the set {|p— p| < §}. Next on the set {|p—p| > d},
we observe that for some v € (0,1) and C € (1, +00), we have:

vlp—p|" < jy(p) < Clp—p|.



Link with our energy estimate
We recall the definition of the fractional derivative operator A®.

—
s

Definition 2.2 We define the operator A° as follows: ASf = |§]5f

We give now some useful results concerning Sobolev spaces, we start with a proposition
coming from a theorem of interpolation by Riesz-Thorin.

Proposition 2.3 The Fourier transform is continuous from LP in L1 with p € [1,2],
q € [2,+o0] and%—l—é: L.

We recall here the definition of homogeneous Sobolev space.

Definition 2.3 Let s € R. f is in the homogeneous space H® if: |§\Sf c L*(RN).

Proposition 2.4 Let f € H® with s >0 and f € LP + L? with 1 < p < 2. Then f € L?.

Proof: Indeed we have as f € H*:
[ eI de <+
RN

SO fl{m>1} € L>(RY). And as f = fi + fo with f; € LP(RV) and fo € L?. By using
the Riesz-Thorin theorem, we know that f; € L9 (RY) with z% + % =1. As ¢ > 2 we then

have f1 (fl<1y € L%*(RY). This concludes the proof. O
According to the above theorem and our energy estimate we get that for all 7' € R,
p—pe L®(0,T; L(RY)).

Remark 1 Let k(p) = kp® with o # —2 We assume now that % € L>® ifa> —2 and
p € L™ if a < —2 (These hypothesis will be supposed in the theorem 3.1). We have then
by using previous properties on Orlicz spaces and (2.8):

o if vy >2 then LY(RY) — L2(RY) and so p — p € L®(H'(RY)).

e if v < 2 then following the proposition 2.4 and the fact that L] = L7 + L* we get
p—p € LX(H'(RY)).

We finish with one proposition which give some results of refined Sobolev, for a proof see
[2].

Proposition 2.5 Let 1 < g < p < 400 and « be a positive real number. A constant C
exists such that:

- . p q
1l < Cllfl s Nf5e, with B=a(C—1) and 0=

We end with a classical proposition of weak topology.

Proposition 2.6 Let 1 < r < 4+oo and K a compact. Let fi a sequel of vector fields in
RN such that:



o fi is uniformly bounded in L"(K) and f, converge a.e to f,

then fi converge weakly to f in L"(K).

Proof: We have to show that for all ¢ € L” with 4 + % =1 we have:

(fka%p) —k—+o00 (fa SO)-

It is enough in fact to show this property for all ¢ € £ with £ a dense space in L’“I. By
the Fatou theorem we check that f € L"(K). Next we set for all k¥ € N:

E(k)={y € K: |fe(y) — f(y)| > 1},

and Fp = ;> E(k). We have now N = () -, F}, with:

N={yeK: Vp3k>p |fily) - f(y)| > 1}

As f, converge a.e to f we have the measure of Lebesgue of N which is null. We choose

then £ = {¢ € L" (K) : suppp C K\N}. We show next easily by a convergence
dominated that for all ¢ € &, (fx — f,¥) —k—+oo 0. And this achieve the proof. O
We can now explain what we mean by weak solution of problem (1.1) in dimension N = 2.

Definition 2.4 Let the couple (po,uo) satisfy;
1. po € LI(RY), VA(po) € L>(RY)
2. poluo|* € L*(RY)
3. poug = 0 whenever z € {pg = 0},

We have the following definition:

o A couple (p,u) is called a weak solution of problem (1.1) on I x RN with I an
interval of R if:

~ p € DR(IIRY)), VA() € IS(I2RY), pp € D(HHR)) Va €1,
and Yo € C(RY).

Vu € L2(L2(RN)), plul? € L®(LY).

— Mass equation holds in D' (I x RN).

— Momentum equation holds in D' (I x RN)N.

— limy_g+ [ p(t)p = Jgn pow, Vo € DRY),

— lim;_o+ fRN pu(t) - ¢ = fRN (pu)o - ¢, Vo € D(RV)N.

o The quantity £ is finite and inequality (2.8) holds a.e in I.



3 Existence of global weak solutions for N = 2

3.1 Gain of derivatives in the case N =2

We give now a general description of the viscosity coefficients and in the sequel we will
use this type of viscosity coefficients.

Definition 3.5 We ask the following properties for the wviscosity coefficients A and
which are regular:

e it exists ¢ > 0, so > 0 such that Vs such that 0 < s < sg, u(s) > c.
e it exists c; > 0, m € Z such that Vs > sg, pu(s) < c1s™

o it exists ¢ > 0, so > 0 such that Vs such that 0 < s < 56, A(s) > c.

/

e it exists co > 0, m’ € 7 such that Vs > 36, A(s) < cos™

These hypothesis allow us in fact to control the gradient of the velocity Vu without
difficulties. Indeed we have then:

+oo +oo
/ / w(p)|Dul?(t, z)dxdt > c/ / |Du|?(t, z)dzdt,
0 RN 0 RN

and we use the fact that:

+oo +oo +oo
/ / |Du|?(t, z)dzdt = / / |Vul da:dt—l—/ / |divu|*dzdt),
RN RN

to conclude. In the following theorem we are interested now by getting a gain of derivative
on the density p. This will enable us to treat in distribution sense the quadratic term
VA(p) ® VA(p).

Theorem 3.1 Let N = 2 and (p,u) be a smooth approximate solution of the system
(1.1) with k(p) = kp® with « € R and o« # —2. We assume that if o« > —2 then
% € L>((0,T) x RY) else a < —2 then p € L*>((0,T) x RY).

Then there exists a constant 7 > 0 depending only on the constant coming from the
Sobolev embedding such that if:

IVpoll 2y + [1v/poluolll L2 @2) + 13+ (o)l <
then we get for all p € C§°(RY):

leBP)lla gresy <M with 0<s <2,

where M depends only on the initial conditions data, on T, on o, on s and on ||+ ||L°° or
pll o -



Remark 2 When we speak of smooth approximate solution (p,u) of the system (1.1),
in fact we can take the solution of [9]. Indeed in this article, we show the existence of
global strong solution for the nonisothermal system with capillarity coefficient variable in
function of the density. The initial data are in critical Besov spaces for the scaling of the
equation.

In the sequel when I assume ”smooth approzimate solution (p,u) “ I refer to [9]. Indeed
this is compatible with the fact we will need every time of hypothesis of smallness on the
initial data.

Remark 3 In fact for the case v > —2, we don’t need of the hypothesis on the viscosity
coefficients concerning their behavior around the vacuum as we suppose that % € L>®. So
we can work with degenerate viscosity coefficients.

Remark 4 We could remark that in the specific case k(p) = rkp~2, we get a gain of
derivative on the density and in particular on log p without condition on the vacuum or
on the L>® norm of the density. So the case o = —2 appears as critical. In reality the
fact that A(p) = B(p) when o = —2 plays a crucial role in the proof. We prove this
result in the next theorem.

Remark 5 In fact instead of supposing that % € L™ or p € L* in theorem 3.1, we have

just to assume that - E ;VA( ) € L>=(L?). This would imply that p is in fact a weight
of Muckenhoupt.

Remark 6 In the sequel the notation of space follows those by Runst, Sickel in [18].

Proof of Theorem 3.1: Our goal is to get a gain of derivative on the density by
using energy inequalities and by taking advantage of the term of capillarity. We need to
localize the argument to control the low frequencies. Let ¢ € C5°(RY), we have then by
multiplying the momentum equation and applying the operator div ( where we use the
classical summation index):

odiv(ppu) + 0; j(ppuiuj) — 0ij(2¢0u(p) Dui ;) — A(pA(p)divu) + A(pP(p)) (3.9)
= A(ALA(¢B(p)) — A20|VA(p)*) — Ba0};(90;Alp)0;A(p)) + Ry

with:

Ry = £ (pu- Vo) + (01 0)puns + 20i0 0 puins) — (3 ;9)p(p) Dus; — ALA(B() )
— 20,0 0j(1(p)Dui ;) — Mp)Apdivu — 2V - V(A(p)divu) + Apap” +2aVe - V(p?)

— Ap(ALAB(p) ~ RIVAWP) - Vo V(ALAB() ~ A2VA(p)P)
BaldR,£)00A(p);A(p) + 20010 (A3 A(p) — 24LA(Vip -V B(p)).

-2

We can apply to the momentum equation the operator A(A)~# in order to make appear

a term in AB(p) coming from the capillarity. Then we obtain:
AN (9B(p)) + AGA ™ (9[VA(p)*) + BaA™ RiR;j(08; A(p)3; A(p))
= A" 3§tdw(¢pu) + A R Rj(ppuiug) — A (pA(p)divu) + A~ (eP(p))  (3.10)
— AT RiR;(2p(p) Dui ) + A (A) TRy,

10



where R; denotes the classical Riesz operator. We multiply now the previous equality by

A$(pB(p)) and we integrate on space and in time:

Al/ / IAY3 (0B(p |da:dt+A2/ / (T A) )N (0B (o) dacl
* P /0 /RN E; RiR; (00 A(p)d; A(p)) A* (¢ B(p))ddt =

N

/ A=2div(epu) A (0B(p))(T)dx — / A=div(ppo uo) A (9 B(po) ) da
RN R

T
- / /R y (A3diV(¢pU)A”S§t(wB(p)) — pA(p)divu A*(0B(p))) dawdt

/ | (Bis(2eup) Dus ) A*(oB(0) = Rif (oo usus)A* (0B (o)

/ /RN@P YA (¢B(p dxdt+/ /RN ) R,A*(pB(p))dxdt.

(3.11)

Now we want to control the term fOT Jrn |A'2(¢B(p))|2. Before coming in the heart of

the proof we want to rewrite the inequality (3.11) in particular the term:

4 -3 73; 1-1—56
/0 /R ASdiv(ppuwA T (0B(p).

In this goal we recall the renormalized equation for ¢ B(p):
0 . .
5;(#Bp)) +div(pB(p)u) = —pB(p)divu + r,
with r, = —=V¢ - B(p)u. So by using the renormalized equation (3.12) we have:
r 0
/ / A3div(ppu) AT = (pB(p))dxdt =
0 RN 8t

T
- / A2div(epu)A* (@B(p)divu) — A~ 2div(pp u)A*div(pB(p)u)dzdt
RN

T
+ / A~3div(ppu)rydrdt.
0 RN

By combining (3.11) and (3.13) we get:

Al// A2 (pB(p |dxdt+A2// (9|VA(p)|*)A*(eB(p))dadt
+ B, /0 [ X R (0:A(0)0; A(p)) A (0B (p) ot =

11

(3.12)

(3.13)



/R AT div(ppu) AT (pB(p))(T)d — /R AT div(ippo uo) AT (9 B(po)) da

T
- /0 /R N (A=2div(ppu)A*(pB(p)divu) + A~ 2div(pp u) A*div(eB(p)u) ) dedt
T
- / / (Rij(2¢p(p) Dui ;) A*(9B(p)) — RiRj(ppuiu;)A°(pB(p)))dedt  (3.14)
0 RN
4 T

T T
—1—/ / (A)_1R¢A1+§(<,0B(p))dxdt+/ A~3div(ppu) A o dadt.
0 RN 0 RN

In order to control fDT Jan A2 (0B(p))|?, it suffices to bound all the other terms of
(3.14). Tt will allow us to get a control on A'T2(pB(p)) and so a gain of 5 derivative on
the gradient of density VA(p).

We start with the most complicated term which requires a control of L in L™ if a > —2
and a control of p € L™ if o < —2. In the sequel, we will treat only the case o > —2, the
proof of the other case follows exactly the same lines. So the fact that % is in L™ will
imply in particular that Vu € L?(L?) and u € L>(L?), this fact will be permanently use
in the sequel.

1) [T fon (0 VA(p) YA (9 B(p)):

By induction we have V(pB(p)) € L%(H?>) and by using Sobolev embedding we get
V(pB(p)) € L*(LP) with ]% = 1 — % (we remark that the case s = 2 is critical for Sobolev
embedding). Now we have:

(5 +DV(eB(p) (5+DAp)

©VA(p) = Gr0Aln)  2ta) Ve if a# -2

and we recall that by hypothesis % € L*, so we have ¢VA(p) € L*(LP) because

+1B co(TT 00
GIBIp € L) for all 1 < v < +oo as VA(p) € L¥(L2).

We now consider A*(¢B(p)). We have by induction A*(pB(p)) € L*(H'~2) and A*(¢B(p))
is in L?(L?) because ¢B(p) € L*(L?) (here the fact to localize by ¢ is crucial) which
enables us to control the low frequencies of A%(pB(p)). We have then A*(pB(p)) €
L2(H'"2) — L?(L%) with ¢ = ;- Finally by Holder inequality we get |V A(p)[*A*(¢B(p)) €

LYL(LY(RYN)) because 3 + % + % =1+3—24 %=1 and we get more precisely:

T
/0 /RN(SOWA(P)F)AS(‘PB(P))CL’Udt S VAP g (r2) 1A (0B ()l L2, (14)
< leVAPzzzry,  (3:15)
1 s s
S ||;||L§9(L°°)HA1+2 (eB(o)lz2.22) I VAP | L2e 12y (1 + A2 (0B(0)) I 22.1.2))-

We proceed similarly for the term:

T
/0 /RN Z RiR;(¢0; A(p)0; A(p))A* (¢ B(p))dadt,

12



indeed we have in following the same lines p0; A(p)d;A(p) € L*(L9) with % =1—7 and
we use the fact that the Riesz operator is continuous from LP in L? for 1 < p < 4o00.
We next study the term [pn A™3div(ppu) A (pB(p))(t)dadt.

2) [pn A div(ppu)ATH* (B (p))da:
We rewrite the term [px A™3div(ppu)AT*(pB(p)) on the following form:

A~div(ppu) A (9B(p))de = / A~ ldiv(ppu) A" (9B(p))de

= 2 | Rilopu)a @Bl

1<i<N

RN

As % € L¥(L>) then we have u € L¥(L?). We recall that VA(p) € L>®°(H') then

@wp € L>®(LP) for all 1 < p < +o00. We deduce that wpu belongs to L®(L?>~# N L) for

B > 0. So we have R;(ppu;) € L (L") for all 1 < r < 2 by continuity of the operator R;
T

from LP to LP when 1 < p < +00.

Case 1 <s<2:

Next we have:
V(eB(p)) = ¢B (p)Vp+ B(p)Vy

then we get V(¢B(p)) € L>®(L*>7), by using the fact that VA(p) € L>®(L?) and Sobolev
embedding with Holder inequalities. We have then that ¢B(p) belongs to L>(Wy_ 5)-So

A*~1(¢B(p)) belongs to LOO(HS:E). By Sobolev embedding AS~!(pB(p)) is in L>®(LP)

Wlth 1 ﬁ — % = ﬁ—i—% —1 with 8 small enough to avoid critical embedding. Finally

we get Ri(opu)A='3(0B(p)) € L%F(Ll(RN) Indeed we have l + ﬁ = Lﬂ +5-1<1
by choosing 3 small enough and %—F ﬁ T + 51+ 2 —|— > 1 by choosing 8 small big
if necessary, we conclude by interpolation. Here the fact that © is in a compact support
is crucial. We have finally:

’ A 3div(epu) AT (pB(p) da:‘ < My,
with My depending only on the initial data.

Case 0 <s<1:

In this case we conclude by interpolation with the previous case. We now want to study
the other terms coming from the renormalized equation (3.12).

3) [ Jan A72div(ppu)A*(pB(p)divu)dadt, [ [on A2div(ppu)A*(div(eB(p) u))dzdt:
We start with:

/ /RN 1d1v((ppu)A8 1(d1v(goB( / /RN div(ppu)As~ 2(d1v(<pB( )u)).

13



Case 1 <s<2:

We have:
div(ppu) =u- V(pp) + ppdivu.

By Hélder inequalities and Sobolev embedding we get that div(ppu) belongs to L2.(L2~?)
for all § €]0, 1]. Next we rewrite div(¢B(p)u) on the form:

div(pB(p)u) = u-V(eB(p)) + ¢B(p)divu.

As previously div(¢B(p)u) is in L2(L?>7P) for all 3 €]0,1]. Now by Sobolev embedding
1

we have AS~2div(¢B(p)u) € L4(LP) with % =55 2-5 with 3 small enough to avoid
critical Sobolev embedding. We conclude that div(ppu)AS=2(div(¢B(p)u)) is in LL(L1)

because ﬁ + zl? = ﬁ - ? = ﬁ — 1+ 35 <1 with 8 small enough if necessary and

1+ }D > 1, so we obtain the result by interpolation. Finally we have:

T
}/ / A2div(ppu)A*(div(eB(p) u))dzdt| < Mo,
0o JRN
with My depending only on the initial data.

Case 0 <s<1:

We have the result by interpolation with the previous case. Next we proceed similarly
for:

T
/ / A~ tdiv(epu) AL (wB(p)divu)dzdt.
o JrN

4) Last terms

We now want to concentrate us on the following term:
T
| [ mamsenuug) v @Bz
o JrN TS

We know that u € L>®(L?) (as % € L) and Du € L?(L?) then u € L4(H') and by

Holder inequalities and Sobolev embedding we can show that ppuu; € L%(L2_ﬂ ) with
B >0 and so R;R;(ppusuj) € L2(L*7P).

s

We have seen that A*(0B(p)) € LA(H'~2) then we have as 1 —§ > 0 for 3 small enough:

A (pB -5 < M, Bp)|I%, .1 s
A @B, 3eg < Mo+ 1B, sy

with 0 < o < 1. We have then:
T
| > " RiR;(ppuiu;)A*(B(p))dadt] < Mo+ A2 (0B(p) 212
o JrN (L?)

with 0 < 8 < 1 and My depending only on the initial data.
We are interested in the term: fg Sz eA(p)dive A*(@B(p))dzdt We have then divu €
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L?(L?) and we have shown that A®(@B(p)) € LA(H'"2) so we conclude in the same way
than the previous term.
We proceed similarly for the term: f(;f Jan Rij(2ep(p)Dui i) A*(¢B(p))dedt. We finally
conclude with the term:

T
[ [ epon o).
0 RN

Similarly we have A*(¢B(p)) € LA(L%) and pP(p) € L%(L?) because pA(p) is in
L>®(H'), and we conclude by Sobolev embedding. To finish we have to control the
term depending on R, and 7, that we leave to the reader. Indeed these terms are easy
to treat because they are more regular than the previous terms.

We finally get by using all the previous inequalities:

IS5 (0B(0) 2222y < CollVA) e (1) A3 (0 B(o)) 3 12
+ CHllAM 2 (0 B(p) 173 1) + Mo

with 0 < 8 < 1 and Cy, C1, My depends only of the norm of initial data. By energy
inequalities we have [[VA(p)| e (r2) < € < 1, we can then conclude that:

leBO) a5, < Mo

with My depending only on the initial data and . O
We want now improve this result by extracting a specific structure of the capillarity
tensor. Indeed by choosing k(p) = kp~2 with k > 0, we are going show that we get the
same estimate but without any conditions on the vacuum. In fact, the power —2 seems to
be critical, and it explains very easily in our proof by the simple fact that A(p) = B(p).
So we can apply a boobstrap argument without asking a control of p or % in L*°.
However a new difficulty appears on the control of the pressure term as in our case we have
only a control on V1np € L>(L?). So we can hope directly a control of pp € L>(LP) for
all 1 < p < 400. We will see in fact that we can in the same time as a gain of derivative
on the density obtaining a gain of integrability on the density.

Theorem 3.2 Let N = 2, k > 0 and (p,u) be a smooth approximate solution of the
system (1.1) with k(p) = kp~2. Then there exists a constant n > 0 depending only on the
constant coming from the Sobolev embedding such that if:

IV pollL2r2y + [IVpoluolll 2wy + |7+ (po) I < m

then it exists o > 0 such that for all p € C§°(RYN):
OB, e, + 190203z + Ionl e oynamy < M with 0< 5 < e,

where M depends only on the initial conditions data, on T, on ¢ and on €. € depends
only of v the coefficient of the pressure and is small.

Proof: The proof follow the same line as the proof of theorem 3.1 except concerning
the bounds of estimate coming from the capillarity term and the fact that we lost the
control of p in L(L} ) for all 1 < p < +oco. We need then to get a gain of integrability

15



on the density to treat the term coming of the pressure. We apply to equation (3.9) the
operator A and we multiply par p® with o > 0:

[AaA(¢B(p)) + AL (e[ VA(p)?) + BaRiR;(90:A(p)0;A(p))] p°
0

= a(A)_ldiV(W) u)p® + RiR;j(ppuiug)p® — oA(p)(divu)p® + @p?™* (3.16)

~ RiR;(2u(p) Dui )5 + (D)™ R,

Next we integrate on (0,7) x R™ the equation 3.16 we get then:

/ op T (z, t)dwdt + A, p° 2|V p|Adxdt =
(0,T) xRN (0,T)xRN

Ba/ ©0; In(p)0; ln(p)Ri’jpo‘dxdt—/ (A) " div(epu)p™(T, x)da
(0,T) xRN RN

+/ (A)~Ldiv(ppo UO)pgdl'—/ (A) L div(pp )0y p*dzdt (3.17)
RN (0,1)

xRN

—/ Rm(cppuiuj)padxdt—/ ©A(p)(divu) p®dzdt
(0,T)xRN (0,T) xRN

—/ RiRj(Q,u(p)Dui,j)padxdt—k/ (A) 'Ry p™dudt.
(0,T) xRN (0,T)xRN

In the sequel we will note:

P [ &) div(epup (Tade+ [ (8) vl ua)sida

RN
_/ (A)_ldiv(gopu)&gpo‘dxdt—/ R; j(opuiuj)p“dadt
(0,T)xRN (0,T)xRN
—/ @A(p)(divu)padxdt—/ RiR;(2u(p)Du; ;) p* dadt
(0,T)xRN (0,T)xRN

—I—/ (A) 'R, p*dxdt.
(0,T)xRN

Our goal is now to have p € L]Ot“((o, T) x RY), for this we have to control all the terms
on the right handside. This processus follow the same lines that this one used in the case
of Navier-Stokes compressible to get a gain of integrability on the pressure. The new

difficulty consists only in the following term:

/(0 xRN ©d; In(p)9; In(p)R; j p*dxdt,
) X
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To control this term we need of a gain of derivative on VIn(p) that is why we have then
in suming equation (3.17) and (3.11):

T
A(lx/ / |A1+§(@B(p))‘2d$dt—|—/(0T) . (Sop’H‘Oé(t’m)+Aapa—2|vp|2)dxdt:
X

—AZ/ / ©|VA(p)|*)A*(eB(p ))da;dt—Ba/ ©0; In(p)9; In(p) R; jp*dxdt
RN (0,T) xRN

B, /0 /R ) Z RiR;(00iA(p)0; A(p))A* (9 B(p) ) dadt + F
= [ Ao w) A @Bpo)ds + [ A div(epu) A (oB(p)(T)da
T
[ (v 0n T L 0B (0) A (pdiv A (B o) dade
RN

/ / 3 (20(0) Dui ;) A*(9B(p)) — RiR;(0pusuu)A* (0B (p))) dadt

//RN@P YA (¢B(p dxdt+/ /}RN ) R,A*(pB(p))dadt.

We have now to control all the term on the right handside. We begin with the capillarity
term:

T
/0 |V (1n p)|2A (0 In(p)dazdt,

We have then by induction and Sobolev embedding V(p1n p) € L2(LP) and A*(¢In(p))

is in L2(LP') where }% =1—2and 1 = 4 so by Hélder inequalities we have a control of

©|V(Inp)|2As(¢In(p)) in LL(LY) because 3+5+3— 5 =1. Next we treat the following
term:

/(0 e ©0; In(p)0; In(p) R; ;(p)dxdt,
X

We have then by induction R;;(pp*) € L “((0,7) x RY) and @d;(Inp) € L2(LP)
With p = 4 , by Holder inequalities we have ©d; In(p)d; In(p)R; ;p* € L'(L') because

'y+a— 2+fy+a—1‘

S1m11arly we have pP(p) € L ((O,T) x RY) and A®In(pp) € LOO(L%) by Sobolev
embedding, we conclude by Holder inequalities as aiﬂ + 5 < 1. To finish we study the

term asking control L™ in time as [ A7 div(ppu) A" ¥ (¢ In(p))(T)dz coming from
F, we have: A~!div(ppu) € L®(LP) and A'T*(pIn(p)) € L*(L9) with % = % + 3
and % =123 = £ _ 1 we have then A~'div(ppu)A~'5(pln(p))(T) € L>®(L) if
% + 5 < 1. The others terms are left to the reader. We conclude by writing the final
estimate where we set:

A(T) = / P T (x, t)dadt + A, p* 2|V p2dxdt,
0,T)xRN (0,T)xRN
/ / M3 (0B(p)) Pdudt.
]RN
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We have then the following final estimate:
A(T) + B(T) < eB(T) + cA(T)a+7 B(T)2 + CA(T)* + C'B(T)* + M,
with 0 < (31, B2 < 1. By boosbstrap we can conclude. O

Remark 7 The major difficulty in the previous proof is to treat the terms coming from
the capillarity, it implies to impose a smallness condition on the initial data. An other
idea would be to use refined Sobolev embedding to avoid smallness condition. So we have:

/(0 - |V In(p) A In(p)dzdt < ||V n(p)[| 2oy A 0(p)[| L2 Lan IV I (p) | oo 2
,T)

with p% % — 7 and qil = 3. Nexat by using propositions 2.5 we get:

E 2—s
lpVIn(p)llze < Clipnpl® . llenpl A

B
2—s s
leA*m(p)ller < Clletnpll % ety

We have then:
[V In(p)|| 1 [[A® In(p) [ Lar < 02||801DP||B% lpInpl| 1+ 5

We could conclude our argument if plnp € LQ(BgO,OO) with € arbitraly small. In this
case we would be able to get a gain of derivative on the density without any condition of
smallnesse on the initial data. We can notice that in [5], p is in LQ(BéOJ) s0 it’s wide
enough.

In the following result, we want show that we can obtain similar result when we approx-
imate the capillarity coefficient x(p) by a constant k.

Corollary 1 Let N =2 and o, M,k € R. (p,u) is a smooth approzimate solution of the
system (1.1) with the following capillarity coefficient:

1
k(p) = ﬁl{p<a} + 01 (p)l{a§p§2a} + ’il{2a<p}'

where 01, O are regular function such that k is a regular function. Then there exists a
constant 1 > 0 depending only on the constant coming from the Sobolev embedding such
that if:

IVeollr2w2) + IVpoluolll 22y + (|77 (po)ll e <1

then we get for all p € C§°(RYN):

where M depends only on the initial conditions data, on T, on ¢ and on s.
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Proof: The proof follows the same lines than proof of theorem 3.1. We have then in this
case:

A(p) = log pl{p<a} + /Bl(p)]‘{OCSPSQOC} + Hp1{2a<p}a

B( ) =log plipcay + Balp )1{a<p<2a} + p*120<p}-

where 1 (x fo 1{a<p<2a}dy and [ (x fO yb1 (y 1{a<p<2a}dy Here to simplify
we assume that the VISCOSIty coeflicient are Constant At the difference with the previous
proof, this case is more simple because we have V(plizq<,y) € L™ (L?), so we have easily
pe L>(L],) for all 1 < p < 4o0. It implies that we don’t need of condition of smallness
on s as in the previous case.

We apply now to the equation (3.9) the operator (A)~!div, next we multiply by A(B(p))
and we integrate on space and in time:

T 1+2 2 A/(p) s
[ [ (A8 + 19 A5 (V0B(0) = BV |A (o B(p)da
RN p)

/ /RNZRJ p)e0ip0;p) A (@ Bp))drdi = | A7 div(ppu) A (9B(p))(T)dx

T
_3 .. s 3. s 0
— [ A= div(ppo uo) A (0 B(po))da — / ATdiv(ppu) A (0B (p))dadt
0 R

RN ot

T T
+ (2u+XN) /0 /]RN edivu A*(eB(p))dzdt — / /RN Z RiR;(ppujuj)N°(pB(p))dxdt

/ /RNQDP YA (eB(p da:dt—i—/ /RN )R, A (9B(p))dadt.

Now we proceed as in the proof of theorem 3.1 and we have to control the terms:

, ,
| [ (940G @B - BTN (Bl
0 JRN p)

A (p)
B (p)

is in L*°(L*>). So as previously we have:

Tre crucial point is that

/ ' / (19 AG) 2 (9 (o)A (o) o
o Jen P B/(p wD(p wD(p))axr

/ p .
<c| (p) Loy VAW a2y [V (B0 200 A @B a0

B(p)
A s
< Ol e IV AW A (0B

with % =1-7and % = 7. We get finally:

T 1
| L 19T ARN (eC0) < EIA (0B sz

For the other term we proceed similarly as theorem 3.1. (I
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3.1.1 What happens when we choose a coefficient of capillarity « large
Assume that x(p) = kp® with @ > 0 and & is a very large constant coefficient. We have

then by energy inequality:

1 ol
IVA() L= (22) < CUIVA(po)ll2 + —(Ilv/pouoll2 + 1ol £-))-

It means that we can hope gain of derivative on the density if we assume that  is enough
big and only VA(pg) small in L2. We obtain then the following theorem:

Theorem 3.3 Let N = 2 and o, M € R. (p,u) is a smooth approximate solution of
the system (1.1) with initial data in the energy space and with the following capillarity

coefficient:
1
K(p) = ﬁl{p<a} + 61 (p)l{a§p§2a} + ’{1{2a<p}'

where 01, 02 are regular function such that Kk is a reqular function. Then there exists a
constant n > 0 and k enough big depending only on the constant coming from the Sobolev
embedding and on the initial data such that if:

IVA(po)llr2we) <
then we get for all p € C§°(RN):

where M depends only on the initial conditions data, on T, on @ and on s.

Proof: In fact by following the proof of theorem 3.1, we just have to check that:

T
;@/O /RN PIVA()*A*(¢B(p))dzdt < K| B(p) 7o g+,

And this is the case because with our hypothesis:

1 o’
IV Ao (z2) < CIVA(po)llzz + —(llv/pouo] 2 + IpllZ-)) < e,

with € enough small when « is enough large and ||V A(po)||z2 enough small. O

3.2 Control of the density without any conditions of smallness on the
initial data

In this section, we want avoid to impose some conditions of smallness on the initial data.
We would get a theorem of global weak solution with large initial data. For making, we
have to localize our previous arguments with test function ¢ € C§° with small diameter
support. Indeed we would get a control of |[1p,,)VA(p)] Lge(r?) and prove that this
norme is small uniformly for all 2 € RV when 7 is small. So for a chosen compact K, we
have to split it in a finite union of small ball and apply our previous argument on each of
these balls. Before entering in the heart of subject, we would start now with localizing
the classical energy inequality on small support.
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3.2.1 Localizing energy inequality and phenomena of concentration

We are interesting in getting new energy inequalities which take in account the support of
the initial data. In particular we want investigate what happend when we choose initial
data localize in small ball. So for making we let ¢ € C§°(RY) with ¢ = 1 on B(zo, R)
and suppy C B(zg,2R). Multiplying the equation of momentum conservation in the
system (1.1) by ¢u and integrating by parts over (0,t) x RY, we obtain the following
estimate:

;/RN plx) (p|U|2(t,x) + K(Qp)]Vp]z + 2I1(p) — QH(ﬁ))(@ x)dx
+/0 /RN(,U«‘VUP +§|diVU|2)g0dx < /RN %(p(x) (PO’U«% 4 “(PO)‘Vp()P)da:

/ o(x)(I(po) — (p))(x)dx + / / [(u-Vu).Vo + P(p)u - Vo|dudt (3.18)
RN 0 JRN
/ / k(p)Vp - Vdiv(pu) dx dt + / / (k(p) + %pff,(p))|Vp|2u - Vdxdt

R JRN R JRN

+// p/{(p)(?jpajui(?igodxdt—i—// pr(p)0jpu;i0; jp, ddt.
R JRN R JRN

+
+

Now we have to control the term on the right handside in the goal to get some energy
estimate localized in space. We recall that in the proof of theorem 3.1, we need a condition
of smallness on pV A(p) € L>(L?). So by a condition of small support on ¢ we can hope
get this condition of smallness on ¢V A(p) € L>(L?) for a finite time. In fact we search to
prove that there is not concentration effect in some point of the space for a small intervall
[0,T]. More precisely it means that for any sequel of approximate solution (py, tn)nen,
we have the following property:

VK a compact,3e > 0Vt € [0,T] = [|[V(A(pn)(t, ) 1k ()| 12 <e.

So we need of this type of property to can use a boobstrap in the proof of theorem
3.1 without asking condition of smallness on the initial data. Moreover this property is
very natural. Indeed we want avoid some concentration effect. In particular if (p,, uy)
is a sequel of approximate solution for the system (1.1), we want ask that |V A(p,)|?
doesn’tconverge to some Dirac measures.

Proposition 3.7 Let a >0, 3> 0,0 >0, k >0, 0 a regular function such that:
1 1
wp) = Z5lip<or T 00D asp<ra) T Kl aspsn) + 5 1pzn)-
Let (p,u) a regular approzimate solution of system (1.1) with large initial data in the

energy space. Assuming that u € L;rﬁ(Loo) N L**P(L?) then it exist a time Ty > 0 such
that for all ¢ € C°(RY) we have:

HSOB(p)HL%U(HlJr%) < M7

where M depends only of the initial data, K and ||UHL1+ﬁ(LOO).
T
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Proof: The proof consists only to get a control of ||v<A(p))1K||Loo(L2) for K a compact
of small enough measure. Indeed by following the same lines as the proof of theorem 3.1,
the main difficulty is to control the term for ¢ € C§°(RY):

T
/ / 0|V A(p)|>A® B(p)dadt.
0 RN

In our case, we have to take in consideration that the integration is only on the support
of . So let K = suppy a compact of RY, we consider a subordinate partition of unity
of the indicatrice 15 with (¢r)1<k<p of class C* such that:

e supppy C Bz, A) C K, >, ¢r =1on K and 0 < ¢, < 1,

o VY%L < anA|—a for |a| < 2,

o [[Voyllrr < Ca f0r1<p<oo
A |

We have now to estimate the following term:

T
//90k|VA(P)2As(<PkB(p))dxdt:
P (3.19)

. ,
[ [ 9AG) (i I VBoDA o) dat + Ry,

to control o, B(p) in L>(H'*2) and where here R,, is a terme easy to control. We want
use a argument of boobstrap as in the proof of theorem 3.1. We have now just to prove
that for € enough small, it exists a Ty such that we have:

Msupper VAP L5 (12) < &

Let 1), € C§° such that 9, = 1 on suppyy, and suppyy, C 2suppyr We set then:
AT) =5 [ onla)(lul?(t.2) + [VAG)E + 201(p) = 211(3) 1, )
By the equation (3.18), we have:
t
. 1
AT+ [ [ lvaP + faviPyinde < [ 3o (poid + [V AGo))do
0 JRN RN
t
+ [ o) @) =)@+ [ 909+ Plou- T dode
// p)Vp - Vippdiv(pu dxdt—f—// p) + pn( ))|Vp|2u-vwkd$dt
RN RN

+// pm(p)ajpajuiaiwkdmdt—i—// plﬁ:(p)ajpuiatjwk,dxdt.
R JRN R JRN

We have to control all the term of right to have estimates on A(T',v). Let € > 0, easily
for A enough big, we have:

[ 5@ onid + (4G Ao+ [ n(o) o) - M) @) < 5. (3:20
RN RN
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We have now to control the other terms, we begin by the most complicated and we have:
. 2 _B_
- £(P)Vp - Viprdiv(pu) dz dt < [[VA(p)|[ Lo (12) IV Okl oo lull 16 (r00) TTH0
1
+ VAP Lo 22y IVl Lo |Vl 22 T2
We can treat similarly the other terms and we get finally by using inequality (3.20):
€ B
AT, 1) £ 5+ [T A s )| Vel e 10 ey T
1 1
LA poo 1y IV Or N 2 [Vl 222y T2 A+ 1| A) | oo (1) | D20k 26 | V| L2 12) T2

g B
+ llull g2y lull 26 (22) [Vl oo T2EF 4 [P (p) || oo o1y [[ull 1+ (£oo) IV k|| Lo T 55,

By the conditions on ¢ and the previous inequality we get:
g B 1 _B
AT ¥w) < 5 + CIN(Iull 146 poey T8 + T2 + [Jul| 246 72)T 2@

_B_
+ l[ull prs ooy T8 + [XT).

For a small enough time T depending of the initial data, [|u||p1+s(geoy, [lullf2+s(z2) and
A we have:
A(T, ) < e. (3.21)

We can now come back to the crucial point of the proof of theorem 3.1, and from the
equality (3.19) and inequality (3.21) we have:

T
ok VA(p) PN (01 B(p))dadt < CllxV A(p)| oo 12 ler B 5 v, + Mo,
0 RN L (H Q)

< el T AW (i) [BO) 3 5, + Mo

By choosing ¢ enough small, we conclude that ¢, B(p) € L2(H'T2). Next we get by
Sobolev embedding ¢y VB(p) € L7 (LP) with % =1 _% 8o we have 1xVB(p) =

2 1
> ¢k VB(p) which is in L?(LP), by coming back at the proof of theorem 3.1 we finally
get a control of ¢B(p) in L2(H'*3 and this conclude the proof. O

Remark 8 In a similar way, we could show that if we control the high frequencies of
VA(p) in L>=(L?) then we can get a gain of derivative with large initial data in the energy
space. More precisely we have:

8iA(p) = 8iA(p)1{|£|§M} + 8iA(p)1{|§\>M} = fi+ fa

We know that fi is regular and in particular fi € L°°(LP) with p € [2,400[, so by
using the same argument as in proff 3.1, we are able to treat this term. The main
difficulty is to control @;A(p)l{‘ng}, indeed we would use a argument of smallness on
10:A(p) 111> a3 | Lo (22) for M enough big.

In particular for an approximate sequence of solutions, is it possible to find for a € > 0
M enough big and depending only on the initial data such that:

10; A(pn)1q1e 1> ary oo (22) < €
The difficulty is to show that the mass does not run away to the inifinity.
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3.3 Existence of global weak solutions for N = 2

We may now turn to our compactness result. First, we assume that a sequence (py,, Up )neN
of approximate weak solutions has been constructed by a mollifying process, which have
suitable regularity to justify the formal estimates like the classical energy estimates and
these coming from your previous theorems.

Remark 9 In fact, we easily construct this sequence of solution (pn, Un)nen by using the
N N

result of [9], it suffices to choose initial data (p%,ud) € Bfl X Bgl_l with a condition of
smallnees. We know indeed that there exists n > 0 such that if:

0 0
Il 5 + 1581, <o

-

then the solution (pO,ul) are global and strong.

Moreover in the sequel the viscosity coefficients check the properties of definition 3.5, it
means that they are non degenerate. Moreover in the sequel we will work in dimension
2, and to simplify we choose a isentropic pressure P(p) = p? with v > 1.

Moreover this sequence (pp, un)nen has initial data ((po)n, (uo)n)) close to the energy
space. By using the above energy inequalities, we assume that j((po)n), |V (A((po)n)|?
and (po)n|(uo)n|? are bounded in LY(RY) so that (pg), is bounded in L3(RY) .

Then it follows from the energy inequality that:
L. jy(pn), IV A(pn)|?, pnlun|? are bounded uniformly in L>(0, T, L*(RY)),
2. Duy, is bounded uniformly in L2(RY x (0,7)),
3. uy, is bounded uniformly in L?(0,T, H*(Bg)) for all R, T € (0, +00).

Extracting subsequences if necessary, we may assume that p,, u, converge weakly re-
spectively in L>®°(LJ(RY)), L2(0,T; H*(Bg)) to p, u for all R,T € (0,400). In a similar
way to the case of Navier-Stokes compressible, we can extract subsequences such that

VPrUns Prlln, Prln & U, converge weakly to \/pu, pu and pu & u.

In fact the main difficulty is to verify that the quadratic gradient term of the density
VA(pn) @ VA(py) converge to VA(p) ® VA(p).

Finally we add uniform hypothesis on B(p,,) coming from the gain of regularity that we
have obtained in the previous part, so we assume that:

Vo € C(RY), @B(p,) is bounded uniformly in L2(H'*2) with s> 0.
Moreover when k(p) = 2z with £ > 0 we have:
e ©p, is bounded uniformly in LY*((0,7) x RY).
e ©p@2Vp, is bounded uniformly in L2.(L?(RY)).

We can now show the two following theorem. The next theorem concerns the existence
of global weak solutions in the case where x(p) = rp~2.
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Theorem 3.4 Here we assume k(p) = oz with k> 0. There exists 1> 0 such that if:

IV pg)llze + IV pgluclllze + 1175 (o)l < n

then, up to an extraction a subsequence (pn,uy) converges strongly to a weak solution
(p,u) (see definition 2.4) of the system (1.1). Moreover we have V log(p,) ® V log(pn)
converges strongly in LlOC(R x RN). In addition p check for all ¢ € C:

+ .
||g01n( )HLQ H1+2) + ngpa 2vp”L2 L2 + ||p||’[):'yfa OT)XRN) S M thh 0 S S S 2,
where M depends only on the initial conditions data, on T, on @ and on s.

Remark 10 This theorem is a theorem of existence of global weak solution and not only
a result of stability. Indeed as explained in the remarka 9 we are able by using the result
of [9] to construct global approzimate solution. And the result of [9] is compatible with
our hypothesis of smallness. It would be the same for the following theorems.

The next theorem treat of global weak solution for capillarity coefficients approximating
a constant.

Theorem 3.5 Let N =2, a > 0, € > 0 and the following capillary coefficient:

1
K(P) = Fl{p<a} + 61 (p)l{aSpSQa} + Kl{p>2a}'

where 01, Oy are regular function ssuch that k is a regular function. There exists n > 0
such that if:

IV (A L2 + IV polug e + 17+ (6) | < n

then, up to a subsequence (py,uy) converges strongly to a weak solution (p,u) (see defi-
nition 2.4) of the system (1.1). Moreover we have V A(py,) @ VA(pn) converges strongly
in L} (R x RN). In addition p check for all o € C2:

AW, sy <M with 0<s<2,

where M depends only on the initial conditions data, on T, on @ and on s.

To finish, we give a theorem of existence of global weak solution when the capillarity
coefficient « is big and when only VA(pg) admits a condition of smallness.
Theorem 3.6 Let N =2, a > 0, € > 0 and the following capillary coefficient:

1
(p) = Fl{p@é} +01(p)1{agp<2a} T Flip>20)-

=

where 01, O are reqular function ssuch that k is a reqular function. Let \/pou, € L?,
Jv(po € LY There exists r enough big and n > 0 such that if:

IV(A(po )2 <

then, up to a subsequence (pp,uy) converges strongly to a weak solution (p,u) (see defi-
nition 2.4) of the system (1.1). Moreover we have VA(p,) @ VA(py,) converges strongly
in L} (R x RN). In addition p check for all o € C2:

[pA(p )IIL2 sy SM O with 0< s <2,

where M depends only on the initial conditions data, on T, on ¢ and on s.
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Proof of the theorem 3.4 : The main difficulty states in proving the convergence of
the following nonlinear terms P(p,) and Vlnp, ® VInp,. The other terms follows the
same lines as the compressible Navier-Stokes problem studied by P-L. Lions, E. Feireisl,
A. Novoty and many other authors.

According to theorem 3.1 we have seen that for all ¢ € Cg°(RN) ¢lnp, € L3(H'*2).
So we have Vo € C§°(RY)

We can now use some results of compactness to show that V(In p,) converge strongly in
LZ(L%,) to VInp. We recall the following theorem from Aubin-Lions ( see Simon for

loc
general results [19]).

Lemma 1 Let X — Y < Z be Hilbert spaces such that the embedding from X inY
is compact. Let (fn)nen a sequence bounded in L1(0,T;Y), (with 1 < ¢ < 4+o00) and
(dg—?)neN bounded in LP(0,T;Z) (with 1 < p < +00), then (fn)nen is relatively compact
in L9(0,T,Y).

We need now to localize our arguments because we want use some result of compactness

for the local Sobolev space H foc with s > 0. Hfoc is compactly embedded in LlQOC. Let
(xp)pen be a sequence of C§°(RY) cut-off functions supported in the ball B(0,p + 1) of
RY and equal to 1 in a neighborhood of B (0,p). We have then by using mass equation:

d
%V(ln pn) + Vdiv(u,) + V(uy, - Vinp,) =0

We can then show that (% (x,V/(In p”)))neN
a < 0 by using energy inequalities. Moreover (XI,V(ln pn))n N 18 uniformly bounded for

is uniformly bounded for all p in LL.(H®) for

all p in L%(H%) Applying lemma 1 with the family (XpV(ln pn))neN and X = XpH%,
Y = XpL2, Z = xpH“ and using Cantor’s diagonal process, we provides that after up to

a subsequence:
Vp >0 xpV(npn) —ntoo Xpa in LH(L2). (3.22)

with for all p € N, x,a € L*(H2).

Moreover as %w/anpn = V\/pn € LF(LP) with }D = % + %, by the same argument we
have ,/p,, converge strongly to a certain b in L? (LZZOVC{) with € > 0 such that 2y —e = 2.
Moreover up a subsequence ,/p,, converges a.e to b. We have then for all p € C3°:

/ ppdrdt —n—too / b’ dxdt.
(0,T) xRN (0,T) xRN

And as p, converges weakly to p, we have shown that b?> = p and that p, converges a.e
to p.

We can show that for all ¢ € C§° ¢lnp, converges weakly to ¢Inp by the fact that p,
converges a.e to p and the proposition 2.6. It means that a = VInp. Finally we have
shown that V(Inp,) converges strongly to VInp in L2(L? ). We have then obtained
that V1n p, ® V1n p, converges in distribution sense to Vlnp ® Vlnp.

The last difficulty is to treat the term P(p"), we proceed similarly. Let ¢ € C$°(RY),

so as pVy/pn = %cpw/anIn pn and as p, is uniformly bounded in L;}M‘(L'Ha) we get

loc
V/pr is uniformly bounded in L2T(7+a) (L}.) with 1—1) = 1+ 52=—. We can conclude by

2(y+a)”
compact Sobolev embedding and proposition 2.6. O

The proof of theorem 3.5 and 3.6 follows the same line than the previous proof.
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4 Existence of weak solution in the case N =1

We are now interested by the case N = 1. To start with, we focus on the gain of derivative
for VA(p) with a general capillarity term.

4.1 Gain of derivative

We can now write a theorem where we reach a gain of derivative on the density p by
using the same type of inequalities as in the case N = 2 and without any conditions of
smallness on the initial data.

Theorem 4.7 Let (p,u) be a reqular solution of the system (1.1) with initial data in the
energy space and let k(p) = kp® a general capillarity coefficient with € R. Then we
have:

”B(P)HL%(HH%‘(R)) < My
with 0 < s < % and My depending only of the initial data.
Remark 11 We observe the two important facts:
1. We don’t need any hypothesis on the size of the initial data.
2. We don’t need to localize because we know that p € Li5.

3. We don’t need to assume that % e L°°.

Proof of theorem 4.7 :

We use here the same estimates as in the previous proof except for the delicate term:
fOT Jr 10:A(p)|*A*B(p). In the sequel we will show only the case v > —2, the proof of
the other case is similar. We have then 0,A(p) € L>®(L?) and p — p € L>(L?) so by

Sobolev embedding A(p) € L*>°(L>). Next we set VB(p) = i, Eg VA(p) = LA(p)VA(p).
But we know that A(p) belongs to L>(L>), so that VB(p) € L>(L?). Finally we get for
0<s<1,A*B(p) € L°°(H'~*). Now for 0 < s < & by Sobolev embedding we obtain:

A*B(p) € L®(L™).

So we can control the term fOT Jr 10:A(p)|?|A*B(p) as follows:

T
10:A(p) PN B(p)| S 102 A(0) 752 (12
o JRr T

We treat the other terms similarly as in the previous proof. O
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4.2 Results of compactness

We can now prove our result of stability of solution in the case N = 1 by using the
previous gain of derivative. Let (pn,un)nen a sequel of approximate weak solutions of
system (1.1). We get now a theorem of global weak solution with large initial data.

Theorem 4.8 Let (pf, ug) initial data of the system (1.1) in the energy space Let k(p) =
#1{6&} +0(p)Lacp<2at T Klicps2q} with e >0 and 0 a regular function.

Then up to a subsequence, (pn,un) converges strongly to a weak solution (p,u) on (0,7") x
R in the sense of the distribution for all T € (0,4+00) (see definition 2.4). Moreover
O A(pn) converges strongly in L?(0,T, L2 (RN)) to 0, A(p).

loc

Proof:The proof follows the same lines as in the proof of theorem 3.4. U

5 Appendix

5.1 Computation of the capillary term

This section is devoted to rewrite clearly the capillarity tensor K in the the goal to express
the non linear terms in distribution sense. On other interesting reason is to describe the
regularizing part of the capillarity, it will allow us to extract smooting effect and so to
treat the non linear terms in distribution sense. We recall that:

divK = V(pr(p)Ap + %(H(p) +pr (p))|Vpl?) = div(k(p)Vp ® Vp). (5.23)

and as for all f € C%:
Af(p) = f (D) Ap+ [ (p)IVpl.
We get then:
. 1 / :
divK = V(Af(p) = 5 (k(p) + pr (PN Vp[?) = div(k(p)Vp @ V).
with f'(z) = zk(z). It gives in particular the estimates (1.3).

5.2 Inequality energy estimates

We are interested here in derivating bounds estimates on the system (1.1). We have
to multiply momentum equation by u and integrate over the time and the space. We
concentrate us only one term:

! 1 "
// divK-udxdt—// (pﬁ(p)é’iAerpH (P)DipAp + = pr (p)dip|Vpl*
R JRN R JRN 2

+ pK (p)ﬁjp&-jp> u; dx dt
Next we have:

]. " ’
/R/RN (5P (P)0ipVpl* + pri (0)0;pijp) i dav dt =

1 / 1 /
- / / K (p)|Vp|?u - Vpdx dt — / / pr (p)|Vp|Adivu dz dt,
2 R JRN 2 R JRN
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and:

/R /RN (pr(p)3:Ap + pr (p)Apdip)u; dx dt =

—// /f(p)Apu-Vpdxdt—// pr(p)Apdivu dz dt.
R JRN R JRN

By mass equation we have:

(5.25)

pdivu +u - Vp = —0yp. (5.26)
In using (5.24), (5.25) and (5.26) we get finally:

// divK - udx dt = // p)ApOipdx dt + — // Iil(p)|Vp|2atpdxdt,
RN R JRN
% da dt.
28t//RN PIVPI™ du

The other terms are classical.
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