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We are interested in reconstructing the initial condition of a non-linear partial differential equation (PDE), namely
the Fokker-Planck equation, from the observation of a Dyson Brownian motion at a given time ¢ > 0. The Fokker-
Planck equation describes the evolution of electrostatic repulsive particle systems, and can be seen as the large
particle limit of correctly renormalized Dyson Brownian motions. The solution of the Fokker-Planck equation can
be written as the free convolution of the initial condition and the semi-circular distribution. We propose a non-
parametric estimator for the initial condition obtained by performing the free deconvolution via the subordination
functions method. This statistical estimator is original as it involves the resolution of a fixed point equation, and
a classical deconvolution by a Cauchy distribution. This is due to the fact that, in free probability, the analogue
of the Fourier transform is the R-transform, related to the Cauchy transform. In past literature, there has been a
focus on the estimation of the initial conditions of linear PDEs such as the heat equation, but to the best of our
knowledge, this is the first time that the problem is tackled for a non-linear PDE. The convergence of the estimator
is proved and the integrated mean square error is computed, providing rates of convergence similar to the ones
known for non-parametric deconvolution methods. Finally, a simulation study illustrates the good performances
of our estimator.
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1. Introduction

Letting the initial condition of a partial differential equation (PDE) be random is interesting for con-
sidering complex phenomena or for introducing uncertainty and irregularity in the initial state. There
is a large literature on the subject, and we can mention that this has been studied for the Navier-Stokes
equation, to account for the turbulence arising in fluids with high velocities and low viscosities (see
[17,37]), for the Burgers equation that is used in astrophysics (see [6,10,21,22] or also the survey by
[36]), for the wave equations, to study the solutions with low-regularity initial data (see [11,12,35]) or
for the Schrodinger PDE (see [9]). The Burgers PDE or the vortex equation, associated to the Navier-
Stokes PDE by considering the curl of the velocity, are of the McKean-Vlasov type as introduced and
studied in [26,31]. Numerical approximations of such PDEs with random initial conditions have been
considered in [32,34]. In this paper, we are interested in the Fokker-Planck PDE which is another case
of McKean-Vlasov PDE [14]. This equation models the motion of particles with electrostatic repulsion
and a probabilistic interpretation that we will adopt has been considered in [8].
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A question naturally raised in this context is to estimate the random initial condition, given the
observation of the PDE solution at a given fixed time ¢ > 0. For linear PDE:s, this inverse problem is
solved by deconvolution techniques, and this has been explored for PDEs such as the heat equation
or the wave equation by Pensky and Sapatinas [29,30]. For the 1d-heat equation, it is known that the
solution at time ¢, say v;(dx), is the convolution of the initial condition vy(dx) with Green function
G, which is a Gaussian transition function associated with the standard Brownian motion (B;);>0. The
probabilistic interpretation of the heat equation is built on this observation, and v; can be viewed as the
distribution of X; = X + B; where X is distributed as vy. Taking the Fourier transforms changes the
convolution problem into a multiplication, which paves the way to reconstruct the initial condition.

Here, we are interested in estimating the initial condition of a non-linear PDE, namely the Fokker-
Planck equation, from the observation of its solution at time ¢. This equation is:

B,p(t,x):—ax/ Hp(t,x)p(t, x)dx, (1.1)
RZ

with

Hp(t,x) = lim
&

p(, y)dy,
—0JR\[x—g,x+e] X —

and for r € Ry, x € R, and initial condition po(x) € L!(R). Contrarily to the examples considered in
[29,30], this PDE is non-linear of the McKean-Vlasov type with logarithmic interactions. To the best
of our knowledge, this is the first work devoted to the deconvolution of a non-linear PDE to recover
the initial condition. The choice of this equation is motivated by its strong similarities with the heat
equation: the standard Brownian motion of the probabilistic interpretation is replaced here by the free
Brownian motion (h;);>¢ (operator-valued), and the usual convolution by a Gaussian distribution is
replaced by the free convolution by a semi-circular distribution o; characterized by its density with
respect to the Lebesgue measure:

1
o;(dx) = %\/ 41 — xzjl[fz«/;,z\/;] (x) dx. (1.2)
If xg admits the spectral measure w1, then x; = xg + h; admits

e = poBoy, (1.3)

as spectral measure, where the operation H is the free convolution and has been introduced by
Voiculescu in [38]. It can be proved that the density p(z, -) of u; solves (1.1).

For the Fokker-Planck equation, the inverse problem boils down to a free deconvolution, where it
was a usual deconvolution for the heat equation. Recently, the problem of free deconvolution has been
studied by Arizmendi, Tarrago and Vargas [2]. To solve (1.3) in a general setting, subordination func-
tions are used. Here, if the Cauchy transform of a measure u is defined as G, (z) = fR(z — x)_ldpc(x)
for z € Ct, where C™ is the set of complex numbers with positive imaginary part, the subordination
function w s, (z) at time ¢ is related to G, by the functional equation

Wep(2) =2 +1Gy, (wrp(2)). (1.4)

From this, we can recover G, with the formula G,,(z) = G, (ws,(z)) and thus py (see Lemma
2.7 and (2.12)). More precisely, we prove in Section 2.3 that for any y > 24/7, Juosc, the density of
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the classical convolution of g with the Cauchy distribution of parameter y, defined by its density
frx) = y/(w(x® + y?)), satisfies

1
Fuose, () =— [y —Imws(x +iy)], xeR. (1.5)

Then, estimating po, the density of 10, requires an estimation of the subordination function w y, com-
bined with a classical deconvolution step from a Cauchy distribution. Therefore, some statistical decon-
volution tools will be needed and we should mention some recent advances on the topic, for instance
[5,15,19] or [28].

Observations. Additionally to the free deconvolution problem, our observation does not consist in
the operator-valued random variable x; but in its matricial counterpart. More precisely, we observe a
matrix X" (¢) for a given ¢ > 0, assumed to be fixed in the sequel, where

X'(t) =X"(0)+ H" (1), t>0 (1.6)

with X" (0) a diagonal matrix whose entries are the ordered statistic A}(0) < --- < A7;(0) of a vec-
tor (di”),'e{l,‘_,n} of n independent and identically distributed (i.i.d.) random variables distributed as
no(dx) = po(x) dx, absolutely continuous with respect to the Lebesgue measure on R, and H"(¢)
a standard Hermitian Brownian motion, as defined in Definition 2.1. As the distribution of H"(¢) is
invariant by conjugation, choosing X" (0) to be a diagonal matrix is not restrictive.

The purpose is to estimate pg. The observation consists in the matrix X" () at the fixed time ¢, from
which we can compute the eigenvalues (A} (¢), ..., A}, (¢)) and then the associated empirical measure.
Of course, we do not observe directly the initial condition X" (0).

Let us now explain the link with the Fokker-Planck equation at the level of the particle system of the
eigenvalues. It is known that the eigenvalues (A} (z), ..., A}, (¢)) of X" () solve the following system of
stochastic differential equations (SDE):

dr
<n, (1.7)

n _L . l ;
dAj (1) = ﬁﬂ®+n2hﬁ0_wm,1§l_

v J#i

where B; are i.i.d. standard real Brownian motions. A rigorous proof can be found e.g. in [1], page
249, Th. 4.3.12, but for the sake of clarity, we will give in Appendix A of the Supplementary Material
[25] a short heuristic explanation on how this particle system arises. Note that the particle system (1.7)
is only introduced for interpretational purpose and will not be used directly in the sequel. Now, if we
denote by

l n
== 0 (18)
i=l1

the empirical measure of these eigenvalues at time ¢, then the process (/' );>o converges weakly almost
surely as n goes to infinity to the process (u,);>0 with density (p(t, -));>0 solution of (1.1), as stated
in Proposition 2.3 below. For n = 1, we recover the classical heat equation as the Dyson Brownian
motion boils down to a standard Brownian motion.

Contributions. Relying on the analysis of [2], we provide, in Theorem-Definition 2.8, a statistical
estimator @’}p (z) for the subordination function. As the Cauchy transform G, in (1.4) is not invertible

on the whole domain C*, the subordination function w fp(2) will be defined only for z € C, i where
C, :={z € C", Im(z) > y}. We shall prove the following result.
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Proposition 1.1. Let y > 2./t. Suppose pq satisfies the condition

/ log(x? 4+ 1) po(x)dx < +o0. (1.9)
R

Then:
(i) For any z € C2ﬁ, the estimator I’E;p (z) converges almost surely to w f,(z) as n — oo.
(ii) The convergence is uniform on C,,.
(i) We have the following convergence rate on C,,:

sup sup IE[ n|Wh, () — wpp(2)| ]<+oo.

neNzeC,

Observe that Condition (1.9) corresponds to the more general assumption that

sup — Zlog (A" (0)2 + 1) < 00 almost surely (a.s.)

n>1N

in [1], Proposition 4.3.10, and ensures the convergence of 1" to the solution of (1.1) by adapting the
proof of [1] to our context with a random initial condition. The simplified Condition (1.9) uses here the
assumption that the diagonal entries in X" (0) are i.i.d.

To obtain uniform convergence and fluctuations ((ii) and (iii)), we will need to restrict to strict
subdomains of C, i The fluctuations (iii) are established in the line of the work of Dallaporta and
Février [18].

Proposition 1.1 is the crucial tool to reach the main goal of this paper, namely providing an estimator
of po. As explained previously, we estimate pg by combining a free deconvolution step via the use
of 117}[, with then a classical deconvolution step. We define our final estimator g via its Fourier
transform, denoted Z’\ko, n from Equation (1.5), it is natural to define it as follows:

1
Pon(®) = LK@ — [y —Im@),+iv)®)]. ek

Note that, as usual in nonparametric statistics, the last expression depends on K, a regularization term
defined through the Fourier transform of a kernel function Kj depending on a bandwidth parameter 4.
See Equation (2.15) in Definition 2.9 for more details.

We study theoretical properties of Py, by deriving asymptotic rates of the mean integrated square er-
ror of Py, decomposed as the sum of bias and variance terms. The study of the variance term is intricate
and is based on sharp controls of the difference @’}p (z) —wp(z) provided by Proposition 1.1. We show

in Theorem 4.1 that the variance term is of order ezTV /n as desired for deconvolution with the Cauchy
distribution with parameter y. The bias term is driven by the smoothness properties of the function
po. In particular, when pg belongs to a space of supersmooth densities (see (4.5)), we establish con-
vergence rates, after an appropriate (non-adaptive) choice of the bandwidth parameter %, see Corollary
4.3. For instance, if fR |p6(§)|2 exp(2al&é|)dé < L for0 < L < oo, then IE[H'ﬁo,h —p0||2] = O(n_#).
The case of Sobolev regularities is tackled in Corollary 4.5 leading to logarithmic rates of convergence.
We then discuss the connections of our rates of convergence with those obtained in the classical sta-
tistical density deconvolution problem involving a Cauchy distribution of parameter y. Note that the
exponent in the previous bound reflects the difficulty of our statistical problem: the larger y, the slower
the rate. Remembering that y is connected to the observational time ¢ through the condition y > 2./¢,
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a

it means that for the previous example, our estimate can achieve the polynomial rate n «+2v+¢ for any
€ > 0. The question of whether it is possible to consider smaller values for y constitutes a challenging
problem. Adaptive choices for / are also a very interesting issue. These problems will be investigated
in another work.

Overview of the paper. Important results, namely Theorem 4.1, Corollary 4.3 and Corollary 4.5,
which constitute the main contributions of the paper, are contained in Section 4. Before that, in Sec-
tion 2, we study the free deconvolution and explain the construction of the estimator py j, of pg. Exis-
tence results and properties of the subordination functions are precisely stated and proved. Section 3 is
devoted to a deeper study of the subordination function and to the proof of Proposition 1.1. Numerical
simulations are provided in Section 5.

Notations. Forany z =u+iv € C+, we denote /7 :=a+ib € C witha = \/(«/u2 +v2 +u)/2 and

b= \/(«/u2 + v2 — u)/2. We denote the Fourier transform of a function g € L' (R) byg*:£eR—~
Iz g(x)et*Edx.

2. Free deconvolution of the Fokker-Planck equation

2.1. Dyson Brownian motions
Let us denote by H,,(C) the space of n-dimensional matrices H,, such that (H,)* = H,.

Definition 2.1. Let (B,-, i E,-, Hpl<i<j< n) be a collection of i.i.d. real valued standard Brownian
motions, the Hermitian Brownian motion, denoted H" € H,(C), is the random process with entries
{(H"®)k,e.t > 0,1 <k, £ <n} equal to

1 . .

o (Bk,z +i BM) . itk <t

(H")p,e = | (2.1
ﬁBk’k, lfk :Z

Let us now define the initial condition, that we will choose independent of the Hermitian Brownian
motion H”". Recall that wg is a probability measure with density po(x) with respect to the Lebesgue
measure on R. Without loss of generality, we can choose the initial condition X" (0) to be a diagonal
matrix, with entries (A’l‘ (0), ..., A1(0)) the ordered statistics of i.i.d. random variables (d,-n)l <i<n With
distribution tq.

Fort > 0, let A" (t) = (A} (1), ..., A (1)) denote the ordered collection of eigenvalues of

X"(t)=X"(0)+ H"(¢). (2.2)

Theorem 2.2 (Dyson). The process (A" (t)) 0

(1.7) with initial condition X (0) and where B; are i.i.d. real valued standard Brownian motions. With
probability one and for all t > 0, A{(t) < --- < Ay (t).

is the unique solution in C (R4, R") of the system

Moreover, we have for any fixed T > 0, the convergence of the process of empirical measures
(U r=0 as defined in (1.8), viewed as an element of C([O, T1, M1 R) ), the space of continuous
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processes from [0, 7] into the space M (R) of probability measure on R, equipped with its weak
topology.

Proposition 2.3. Under Assumption (1.9), for any fixed time T < o0, (,u;’) converges almost

t€[0,T]
surely in C([O, T1, M, (R)). Moreover, its limit is the unique measure-valued process (iit);e(0,1]

whose densities satisfy (1.1) with initial condition py.

For deterministic initial conditions, Theorem 2.2 and Proposition 2.3 are classical results and we
refer to [1], Section 4.3, for a proof. Both results can be easily extended to random initial conditions,
independent of the Hermitian Brownian motion itself. For details, we refer to [27].

2.2. Free deconvolution by subordination method

Our starting point is (1.3), for a fixed time ¢ > 0. Recovering po knowing p, is a free deconvolution
problem. The generic problem of free deconvolution has been introduced and studied by Arizmendi
et al. [2] with the use of the Cauchy transform instead of the Fourier transform. We briefly recall
their results, and adapt them to the present setting where one of the measures is the semi-circular
distribution. The free convolution with a semi-circular distribution allows notably to exhibit better
constants in Theorem 2.6 than the ones of Arizmendi et al. [2] who work in full generality. From a
statistical point of view, this is central in improving the convergence rates to estimate pg. Before, we
need to introduce a few notations and definitions.

Definition 2.4. Let u be a probability measure on R. The Cauchy transform of u is defined by:

G,L(z)zf D) - ce\r 2.3)
R ZT—X

The fact is that G, () = G, (z), so the behavior of the Cauchy transform in the lower half-
plane C~ = {z € C|Im(z) <0} can be determined by its behavior in the upper half-plan C* =
{z € C|Im(z) > 0}. The function G is a bijection from a neighbourhood of infinity to a neighbour-
hood of zero (see [7] for example) and we can define the R-transform of u by:

_ 1
R, (2) = G; 1>(Z) - E’

where G;_1> (z) is the inverse function of G, on a proper neighbourhood of zero. This R-transform
plays the role of the logarithm of the Fourier transform for the free convolution in the sense that for
any probability measures w1 and po,

Ry @y, = Ruy + Ry, (2.4

Using this formula for statistical deconvolution requires the computation of two inverse functions, and
it is proposed in [2] to use subordination functions which also characterize the free convolution as in
2.4).

Let us recall the definition of subordination functions due to Voiculescu [39]. We first introduce
F.(z) =1/G,(2). As G, does not vanish on CT, F, is well defined on C*. Then:
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Theorem-Def 2.5. There exist unique subordination functions oy and o from C* onto C* such that:
(i) for z € CT, Im(a1 (2)) = Im(2) and Im(a2(2)) = Im(z),
and limy_, o a1 (iy)/(iy) =limy_ ;o a2(iy)/(@y) = 1.
(ii) for z € CF, Fyy @y, (2) = Fu, (@1(2)) = Fu, (2(2)) and a1 (2) + a2(2) = Fj @y, (2) + 2.

Using this result, Belinschi and Bercovici [4], Theorem 3.2, introduce a fixed-point construction of
the subordination functions, which Arizmendi et al. [2] adapt for the deconvolution problem. We state
their result in the special case of the deconvolution by a semi-circular distribution defined in (1.2).
In this case, we have an explicit formula for its Cauchy transform G, (z) and its reciprocal function
Fs,(2):

72— 4t
2t

Before stating the result, let us recall that, for any y > 0,

Go, (2) = = ; and 72— F5,(2) =1 Gg,(2). (2.5)

C, = {z € (C+|Im(z) > )/} .
These domains will appear since G, is not invertible on the whole plane C.

Theorem 2.6. There exist unique subordination functions w1 and w ¢, from C, Ji onto C™ such that
following properties are satisfied.

1 1
(i) For z € Czﬁ, Im(u)l(z)) > Elm(z) and Im(wfp(z)) > Elm(z), and also limy_, 4o w1 (iy)/

(iy) =limy_ oo wyp(iy)/(y) = 1.
(if) For z € (Czﬁz

Fuy(2) = Fo,(w1(2)) = Fpu, (wp(2)). (2.6)
(iii) For z € (Cz\/;:
wep(2) =2+ wi(z) — Fjuy(2). 2.7
(iv) Denote hq, (W) = w — Fy, (w) =1t Gg, (w) and Em (w) =w+ Fy, (w) on C™*. We can define the
function L; as
Ly(w) = ho, (A, (w) = 2) + 2 =1.Go, (i, (w) — 2) + 2. (2.8)

For any z € (C2ﬁ, we have

Ly(wyp(2)) = wpp(2), (2.9)

and for all w such that Im(w) > %Im(z), the iterated function L™ (w) converges to w rp(z) € C* when
m — +00.

One difference between Theorem 2.6 and Theorem-definition 2.5 lies in the fact that the subor-
dination functions are expressed in terms of F,, m,, and Fy whereas in Theorem-definition 2.5 it
would have been F),, and Fy,. Here the restriction to the domain C, ; comes from the fact that
Im(isz(w) — z) appearing in the definition (2.8) of L, has to be positive. It is worth pointing out
that the constant 2+/7 in C, Vi that we obtained is better than the one of Arizmendi et al. [2] in a com-
pletely general setting, and which in the present case would be 2+/27. This improvement has a key
impact on the convergence rates through the constant y (see Corollary 4.3).
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The proof of Theorem 2.6 will be sketched in Section 2.4 and then proved in detail in Appendix
B of the Supplementary Material [25]. We now explain how the subordination functions allow us to
construct the estimator of py.

2.3. Construction of the estimator of p

Overview of the estimation strategy. Based on Theorem 2.6, we devise the estimation strategy of the
paper. The theorem allows us to get the subordination function w r,, as a fixed point of L. From there,
we will be able to recover the Cauchy transform of the initial condition o from w fp-» as stated in the
following lemma proved at the end of the section:

Lemma 2.7. Forany z € C, s,

1
Guy(2) = ;(w (@) —2) =Gy, (wrp(2)). (2.10)

Consequently,

lwyp(2) — 2| < V1. 2.11)

Moreover, denoting C,, the centered Cauchy distribution with parameter y > 0, one can check that,
for any probability measure u on R, the density f),.c, of the classical convolution of 14 by C, is given,
forx € R, by fusc, (x) = —ImG, (x +iy)/m. Using the expression of G, given by Lemma 2.7 with

y > 24/t, we get that for any x € R,

1
fuo*Cy(x)z ;[V _Imwfp(x“l‘iy)]- (2.12)

From this, we can recover the density pg of w by a classical deconvolution of (2.12) by f, (see for
instance [13,16] or [24] for Cauchy statistical deconvolution problems or [23] for regularization of
Fredholm equations of the first kind). The subordination function w s in (2.12) is estimated using the
second equality of Lemma 2.7. In parallel with our work, Tarrago [33] has used the formula (2.12)
to perform spectral deconvolution in a more general setting (including the multiplicative free convo-
lution), but neither the approximation of w s, by its estimator w’; , defined in Theorem-Definition 2.8
below nor the (classical) deconvolution of the Cauchy distribution are treated, which are key difficulties
encountered in our paper. Tarrago uses a different approach based on concentration inequalities when
we use fluctuations in the line of [18]. To get the rates announced in the introduction, we establish very
precise estimates of the error terms (see Section 4).

Proof of Lemma 2.7. Now, from (2.7), (2.6) and (2.5), we write for z € C, N

Wrp(2) =2+ wi(2) — Fuy(2) =24+ w1(2) — Fo, (w1(2)) =2 +1.G4, (w1 (2)).

So, we obtain
1
Goy(112)) = ¢ (01p0) —2)
Using again (2.6), we obtain both equalities of (2.10). From there, using Theorem 2.6 (i), we have:

lwip(@) —z| =1.|Go, (w1 ()| =1. |G, (Wsp(2)| < Vi,

-
Hm(w s, (2))] —
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Estimator of pg. We do not observe directly the measure u,. The observation is the matrix X" (¢)
at time ¢ > O for a given n and therefore its empirical spectral measure as defined in (1.8). Then, for
z € C*, replacing in the procedure G, (z) by its natural estimator:

~ Ay 1 1 -1
GM;‘(Z) —/Ri _ZZ—)\.n(l‘) ntr<(zln _Xn(t)) ) (213)

will lead to the following:

Theorem-Def 2.8. There exists a unique fixed point to the following functional equation in w(z):

1 ~

;(w(z)—z)zGM;«(w(z)), forzeCy s (2.14)
This fixed-point is denoted by @’}p(z). We have Im( (@) > Im(z)/2 and ‘A” (z) — z‘ </t

The theorem is proved at the end of this section. We shall prove in Section 3 that @’}p (z) is a
convergent estimator of w,(z) and establish a fluctuation result associated with this convergence,
which is Proposition 1.1. Let us now explain how the estimator of pp can be obtained from @?p (2).

Recall that the Fourier transform of the Cauchy distribution C, with o > 0 is f (&) = e~ for
& € R. Performing the deconvolution from (2.12), the Fourier transform of pg is the division of the
Fourier transform of the right-hand side of (2.12) by f; (&) with y > 24/7. It is now classical to define
our ultimate estimator for the density function pg from its Fourier transform:

Definition 2.9. Let us consider a bandwidth 4 > 0 and a regularizing kernel K. We assume that the
kernel K is such that its Fourier transform K* is bounded by a positive constant Cx < 400 and has a
compact support, say [—1, 1]. We define the estimator py j of pg by its Fourier transform:

S * 1
Pon(®) = LK) — [y ~Im@, (+i ) ®)]. 2.15)
where we have defined Kj,(-) = %K(E)

Note that the assumption on K ensures finiteness of the estimator. These assumptions are for instance
satisfied for the sinc kernel, namely K (x) = sinc(x) = sin(x)/(wx) with Fourier transform K*(§) =
1—1,17(§) so that Cx = 1. From now on, K will denote the sinc kernel.

2.4. Sketch of proof of Theorem 2.6 and Theorem-Definition 2.8

In [2], the authors prove a more general version of Theorem 2.6. Here, as one of the measure involved
is the semicircular distribution o;, one can use the explicit expressions of G, or Fy, to improve the
constants. The detailed proof of the two theorems are postponed to Appendix B of the Supplementary
Material [25].

We start with sketching the proof of Theorem 2.6. Let us define the function L, as in Equation (2.8):
L (w) := hg, (ﬁu; (w) — z) + z. One can check that for any z € (Czﬁ, L is well defined on (C%Imz and

that it satisfies the assumptions of the Denjoy-Wolff fixed-point theorem, namely that L,(C; Im(z)) -
2

C m() and L; is not a conformal automorphism. Therefore, one can deduce that for any z € C, ,
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L, admits a unique fixed point in C Hm(z)» denoted by w f, (z) and point (iv) is proved. We then define

w1(2) := Fu,(wrp(2)) + wrp(z) — z, check that Fy, (w1(z)) = Fy, (wrp(z)) and deduce that w5 (z)
and wi (z) satisfy (i), (ii) and (iii).

In the preceding subsection, we have seen how to deduce Lemma 2.7 from Theorem 2.6, getting for
w fp(z) the simple equation %(w #p(@)—2) = Gy, (wyp(2)). Itis therefore natural to define an estimator
for w ¢, (2) by replacing G, (z) by its estimator G 1 (2). Theorem-Definition 2.8 will be obtained along
similar arguments as above, applying the Denjoy-Wolff fixed point theorem to ZZ (w) := G ur (W) + 2.

3. Study of the subordination function

This section is devoted to the proof of Proposition 1.1. We show that ﬂ?’}p (z) converges uniformly to
wyp(z) on C), with y > 24/t. Next, we establish that its fluctuations are of order 1/./7.

3.1. Proof of (i) and (ii) of Proposition 1.1
We first state a useful lemma.

Lemma 3.1. For any probability measure p on R and o > 0, the Cauchy transform G, is Lipschitz

1 1
on C,, with Lipschitz constant —, and one has for any z € Cy, |G/L (z)’ <-.
o o

Proof. For z,7 € Cg,

| dre) du(y) d(x) lz =2
[Gu(@) = Gu| = '/ 7—x 7 — sle-7| R [(z—x)(Z —x)| = a?
We also have
. du(x) 1 l
IGﬂ(z)I—‘/R—Z_x mE e O

We are now ready to prove the points (i) and (ii) of Proposition 1.1.

Proof of Proposition 1.1(i-ii). Consider z € C, with y > 24/t. Using the equations (2.10) and (2.14)
characterizing w 7, (z) and ﬁ;p (z), we have

5,0 = wip(@)| =1 |Gy (@,2) = G, (wp(2)|

< 1|6 @5, = Gy p @] 411Gy (w1 @) = G, (w @) B1)

1 ~
By Theorem 2.6, Im(w £, (z)) > —Im(z) and since G ul is a Lipschitz function on C Um(z) with Lips-

4
20

chitz constant —— < by Lemma 3.1, we have an upper bound for the first term
Im“(z) ~ 7

G @) — G (wy, (z))\ s x| @, = wp @)
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Thus,
. 4t | _, ~
5,0 —wp@] = 5 [0, — wip@| + 1[G (01@) = G (w5 )]
implying that
A,, ty? ~
‘wfp(z) — wfp(z)‘ < ()/2 —4t> X |Gu;’ (wrp(2)) — G, (wfp(z))| . (3.2)

By Proposition 2.3, since the function x +— Z%X is continuous and bounded on R for any z € C 4,

Gu(wpp() = fR Wu;’(dx) converges almost surely to G, (ws,(2)) = fR mu,(dx).
This concludes the proof of (i). To prove the uniform convergence (ii), we will need Vitali’s con-
vergence theorem, see e.g. [3], Lemma 2.14, p.37-38: on any bounded compact set of C, , the simple
convergence is in fact a uniform convergence. Moreover, the functions G, (z) and G ul (z) decay as
1/]z| when |z| — +oo, implying the uniform convergence of the right-hand side of (3.2) on C,,, for
y > 24/t and of W', (2) o wip(2). O

3.2. Fluctuations of the Cauchy transform of the empirical measure

We now prove point (iii) of Proposition 1.1. For this purpose, we first decompose:
G (@) = G, () = Gr (1) = E[Gr @I X" (0)] + E[G s ()| X" (0)] = G oy (2)
+ G,ugEEU, (2) — Gp.t (2)
=1 A1(2) + A (2) + A3(2). (3.3)

The first term is related to the variance of G w2 (z) (conditional on X" (0)). The second term heuristically
compares the evolution with the Hermitian Brownian motion to its limit. The third term deals with the
fluctuations of the empirical initial condition. A similar decomposition for the first two terms is done
in [18] (for a non-random initial condition) and we will adapt their results. In Propositions 3.2 and 3.3
below, we show that the fluctuations of the first two terms are of order 1/n. The third term, which is
associated to a classical central limit theorem, is of order 1/4/n, as proved in Proposition 3.6.

For the term A/ (z), the result is a direct consequence of Proposition 3 in [18] and we refer to the
detailed computation in [27].

Proposition 3.2. Forz € CT andn €N,

10z
Im*(2)

Var(nA’f ()| X" (O)) = Var(néu;z @)|Xx" (O)) <
3.2.1. Fluctuations of A% (z)
We start with some additional notations. Let us denote the resolvent of X" (¢) by
-1
Rpi(2) = (2l — X"(0) . (34)
Then one can write

~ 1
Gup (@)= — Tr(Rus(2)
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Then, the bias term is:

nA%(2) =E[Tr (Ru,(2)) | X"(0)] = nG no, (2), (3.5)
and it is given by an adaptation of [18], Proposition 4, to the case of a random initial condition:

Proposition 3.3. For z€ Ct andn e N,

2
|nAg(z)|5(1+ i )( x| > (3.6)
m?(z)) \Im*(z)  Im’(2)

The term A’ (z) compares ]E[a wr (D1X" (O)] with G 1o, (z). Proceeding as in Theorem-Definition
2.5, with ,u,g and o, we can define a subordination function w r,(z) such that

G/LSEEG, ()= Gllfl) (wfp(Z)) 3.7)
Proof. Note that by definition of the resolvent, we have for all z € C*,
InA%(z)| < 2nIm™~'(2), (3.8)

which is suboptimal due to the factor n.
We follow the ideas of ‘approximate subordination relations’ of [18]. As our initial condition is
random, the strategy has to be adapted and we introduce the following variants of R, ;(z) and A% (z):

~ —1
Ry (2):= ((z - %E[Tr (Rni () | X"(0)]).1, — X" (0)) (3.9)
nA%(2) = E[Tr (Rus(2)) | X"(0)] — Tr(R: ().

We will bound A% (z) by using its approximation Zg (2).

Step 1: First, we prove an upper bound for A%(z), whose proof is postponed to Appendix C of the
Supplementary Material [25]:

Lemma 3.4. Forze CT,

| Xn( )| < 2t n 12t2
n )N<—+—.

g m(z) I’ (2)
Step 2: If | A% (z)| > Im(z)/(2¢) then, by (3.8)

4rn| AL (2)|

An
nAS@)I < = 5E

and we conclude with Lemma 3.4. ~
Step 3: We now consider the case where |A (z)| < Im(z)/(2¢). We have:

Al(z) = AB(2) + [AL(2) — A%(D)] (3.10)

We will control the difference |A7(z) — Xg (z)| by Xg (z) and conclude with Lemma 3.4.
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By their definitions:

n(A%(2) — A3(2) =Tr(Ry.((2)) — nG o, (2). (3.11)

We follow the trick in [18] which consists in going back to the fluctuations of the subordination func-

tions. In view of (3.7), it is natural to express the first term Tr(ﬁ,,,,(z)) of (3.11) similarly. As ﬁn,,(z)
is a diagonal matrix,

n 1 ~
(R (2) Z S (Z))|Xn(0)]_kﬁ(o)=nG,L3(wfp<z>), (3.12)

]:l
where
~ t
W p(2) =2 = ~E[Tr(Ru(2) | X"(0)] (3.13)
and where A’} (0) are the eigenvalues of X" (0). Thus:
A3(2) = A3(2) = G (W (2) — G (W 1 (2)). (3.14)

To continue, we first need the following result proved in Appendix D of the Supplementary Material
[25].

Lemma 3.5 (i). The function w r,(2), defined in (3.7), solves
Wrp(2) =2 —1G e, (2).

(ii) The function ¢ (z2) =z +1tG, (z) is well-defined on CT and is the inverse of Wyp(z) on Q={ze

C*, Im(¢(2)) > O}. For such z € Q we denote this function w5, > ().

Let us prove that under the condition of Step 3, W s, (z) € Qforallz e CT.
g‘(lT)fp(Z)) —z= wf,,(z) + l‘Gﬂg (lT)fp(Z)) -z
! n ~ an
=z- ;E[Tr(R,,,,(z)) | X"(0)] +1G i (Wsp(2)) =z = —1A5(2),  (3.15)
by (3.12). Therefore,

Im(z)

(¢ (1 (2))) — IN(@)| < |2, (2) — 2| = 1| By (2)| < (3.16)

Thus, under the condition of Step 3, Wy,(z) € Q. Denoting 7 = w? fp (@fp (z)), which is well-
defined, we have wfpm = wfp (z). Plugging this into (3.14),

5(2) — A3(2) = G o, @) — G, (2)

Z_A)/ MoEaz(dx) — 1A, / MO Hﬂar(dx)

z—x z—x)
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where we used (3.15) for the last equality. From there, using (3.10), we get

Ho,(d
|An(Z)| =< ’1+l /R_(ZMEX)O'(I( X) Im 2( )

This concludes the proof of Proposition 3.3. (]

] 1A% ()] < <1+ )lK’ﬁ(z)l.

3.2.2. Fluctuations of A%5(z)
Finally, the third step is to control A5(z) = GuﬁEﬁm (2) = Gy, (2), with u; = po Boy.

Proposition 3.6. For any y > 24/t and for any z such that Im(z) > 2 , we have:

2

A3 < -5 / 1 [diey () — dpao(x)] (3.17)
ys—4t RZ_I'GMOBHO'I(Z)_X
and
sup sup [ |A3(z)| ]_ L (3.18)
neNze(Cy ( 2 4t)2

Proof. Using again the subordination function w r,(z) defined in (3.7) and Lemma 3.5(i), we have

dug(x) _/ dug (x)
wep(z) —x Jrz—1G 1o (z) —

G/J.SBHU, (2)= Glif', (wfp(Z)) = A (3.19)

In this proof, Im(z) > y/2 > /1. Note that Im(w ¢, (z)) > Im(z) (Theorem-Definition 2.5) so that
2 = 1G 0, (2) = x| = 5 = VA, (3.20)

and the integrand in (3.19) is well-defined and upper-bounded by 1/4/¢. Similarly, we can establish
that
dpo(x)

Gy (2) = . 3.21
I‘LOBE‘ t(z) /R 7 — tGMOEEO-t (Z) —x ( )

Then, we can write

G ¢ Hoy (2)— uoEEa, (@)

G/LGEEl(r, (@) — G[,L()EEO‘, (2)= t-/ d,uﬁ(x)
R (z — Z‘.Gugaggt (z) — x) .(z —1.G B0, (@) — x)
1 n
+fR G [dug(x) —duo(x)].
Thus,

1 n

(Guin @ — G @) | 1-1. [ auf ()
2 (2= 1.6 50, (@) — %) (2= 1.G g, () — x)

—/ : [dug(x) — duo(x)]
N R Z—1.G 0, (2) — X Holx RO
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Similarly to (3.20), we can show that |z — 1.G , )@, (z) — x| = v /2. Thus

1
['/R (z —1.G n@o, (2) — x) _(z —1.G 0, (2) — X

4t

consequently,

)/2

— 4t

|A%(2)| < 2

1
/ [dpg () —duo)]|.
R X

7 —1.Gfo0, (2) —

which gives the first part of the proposition. For the second part (3.18),

2

2
E[n|A%()] < (ﬁ) nE| |

If Im(z) > % the function ¢, (x) = (z — .G )@, (z) — x)~!is bounded by 2/y. Then, for any z € (C% :

2

l n
/R S C s g [dug(x) — dpo(x)]

E|| /R P () duf (x) - /R ¢z<x>duo<x))2]:nEH%iwz(M}(m)—E[wz(w(m)]\z]
Jj=1

=nVar(’llZ<ﬂz(dn / 920 Pdpo() ~ | / qoz(x)duo(x)\ e
j=1

Conclusion. We can now conclude the proof of Proposition 1.1 (iii). From (3.3), Propositions 3.2, 3.3
and the first part of Proposition 3.6, we obtain that for z € C,, /5:

2

~ 1
E[1C,(2) ~ G @P | X" O] = Cron)(=5 +

! n
/R 7 —1.G e, (2) — X [d,uo(x) - dMO(X)]

(3.22)
where C(y,t) depends only on y and t. The proof also shows that y — C(y,t) is bounded when

y = +ocand y — (y2 —41)> x C(y, t) is bounded when y — 2./7. Therefore there exists a constant
C (1) only depending on ¢ such that

cy*

sup sup nE[Iaﬂy(z)—Gﬂt(z)IZ]]zsup sup nE[E[|aM¢(z) GM(Z)|2|X’I(O)]]_( a2

neNzeC, » neNzeCy

by using the second part of Proposition 3.6. Equation (3.2) implies that for any y > 24/%,

2

ty 2 ~

sup sup E [n[i, ) =, (@)|*] = (o577) sup sup nE|18, (@) — G, ] < +oc,
neNzeC, 14 4 neNzeCy

1
since z € C,, implies that Im(w fr (z)) —Im(z) > % (Theorem 2.6) so that w,(z) € (C% and point

[\

(iii) of Proposition 1.1 is proved.
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4. Study of the mean integrated squared error

In Section 4.1, we state theoretical results associated with our nonparametric statistical problem. Sec-
tion 4.2 is devoted to the proof of Theorem 4.1.

4.1. Theoretical results

The goal of this section is to study the rates of convergence of E[Ilﬁo,h — po||2], the mean integrated
squared error of P j, relying on the classical bias-variance decomposition of the quadratic risk. By
Parseval’s equality, we obtain:

I

~ 1 1 1 .
[Bon—pol* = 5= 1Pon = p3I” < —1Pos — Ki-n "+ — [ Ki-pb—p3"- 1)

The expectation of the first term is a variance term whereas the second one is a bias term. While the
control of the bias term is very classical, the study of the variance term in (4.1) is much more involved.
The order of the variance term is provided by the following theorem.

Theorem 4.1. Let
== |55, — Kipi |- (4.2)

We assume that there exists a constant C > 0 such that for sufficiently large x > 0,
C
po((k, +00)) < p (4.3)

Then, for any y > 2/t there exists a constant C,,(t) only depending on t such that for any h > 0 and
n large enough,

2y
Vg Cyar(1).€h
— 404 n ’

E(Z 4.4
=)= (4.4)

Theorem 4.1 is proved in Section 4.2. The main point consists in obtaining the optimal n factor

appearing at the denominator. The term eleV appearing at the numerator is classical in our setting and
comes from the classical deconvolution by a Cauchy distribution (see (2.12) and (2.15)). The smaller
y the better the rate of convergence but if y — 24/7 the leading constant of the upper bound blows up.
Note that Assumption (4.3) is very mild and is satisfied by most classical distributions.

To derive the order of the bias term, we shall consider two classes of densities, supersmooth densities
and densities belonging to Sobolev classes. First assume that po belongs to the space Sg(a,r, L) of
supersmooth densities defined for a > 0, L > 0 and » > 0 by:

Si(a,r,L) = { p density such that f |p* (&) 2 dg < L} . (4.5)
R

In the literature, this smoothness class of densities has often been considered (see [13,16,24]). Most
famous examples of supersmooth densities are the Cauchy distribution belonging to S;(a, r, L) with
r = 1 and the Gaussian distribution belonging to S (a, r, L) with r = 2. To control the bias, we rely on
Proposition 1 in [13] which states that:
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Proposition 4.2. For pg € Sg(a,r, L), we have:

| Kr-pt — po||* < Le™> ™"

Now, using similar computations to those in [24], we obtain from Proposition 4.2 and Theorem 4.1
the rates of convergence of our estimator p ,. We indeed showed that:

2
J/S Cvar(t)-ei_}/

A 2 ~2ah~"
MISE:=IE[Hpo,h—poH ]SLe 2l RV P S

(4.6)
Minimizing in & the right hand side of (4.6) provides the convergence rate of the estimator pg ;. The
rates of convergence are summed up in the following corollary, adapted from the computation of [24].
One can see that there are three cases to consider to derive rates of convergence: r = 1, r < 1 and
r > 1, depending on which the bias or variance term dominates the other. For the sake of completeness
Corollary 4.3 is proved in Appendix E of the Supplementary Material [25].

Corollary 4.3. Suppose that g satisfies Assumption (4.3) and the density po belongs to the space

Ss(a,r,L) fora >0, r >0 and L > 0. Then, for any y > 2./t and by choosing the bandwidth h
according to Equation (E.1) in the Supplementary Material [25], we have:

E[ 70,1 = poll’]

O(niaiy) ifr=1
k
2a
o(exp[ [10 n+(r — Dloglogn + Y bF(logn) = ”] ]) ifr <1
- ayy L glogn + ) b g 47
1 2y 1 k VAN
O(—exp{ 5 l/r[l gn~|— loglogn—i—Zd (logn)r r ] ]) ifr>1,
no LQa) o
where the integer k is such that
k 1 k+1
— < m1n( ) <
k+1 k+2
and where the constants b} and d}' solve respectively the following triangular systems:
2a = r(r—1---(r—j)
2 .
bg Z_#’ Vi >0, bl?k: _(zy)rz G+ Z b;on'b;k’j’
j=0 po+-pj=i—j—1
2 il oy (L
df)k:— 21/. Vi>0. df=— 14 Zr(r ) (r ]) Z d;()d;]

(za)l/; ) s Gy (za)]/r = (] + 1)'
j:

pot-pj=i—j—1

Remark 1. For r = 1, the choice h = 2(a + y)/log(n) yields the rate of convergence. The optimal
bandwidths for r > 1 and r < 1 are much more intricate (see equations (E.2) and (E.4) in the Supple-
mentary Material [25], and also [24]).

Let us comment the rates of convergence obtained in Corollary 4.3. Recall that we have transformed
the free deconvolution of the Fokker-Planck equation associated with observation of the matrix X" ()
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into the deconvolution problem expressed in (2.12). To solve the latter, we have then inverted the con-
volution operator characterized by the Fourier transform of the Cauchy distribution C,, . The parameter
y represents the difficulty of our deconvolution problem and consequently, the rates of convergence
heavily depend on y. The larger y the harder the problem, as can be observed in rates of convergences
of Corollary 4.3. This is not surprising: as ¢ grows, it becomes naturally harder to reconstruct the initial
condition from the observations at time ¢ and as y has to be chosen larger than 24/7, ¥ and therefore
the difficulty of the deconvolution problem grows with ¢ accordingly. It remains an open question if
we can take y smaller.

Now, let us consider Sobolev type regularities. Assume that pg belongs to the Sobolev class S, (8, L)
defined for 8 > 0 and L > 0 as:

Sp(B, L) = {p density such that /R Ip*(&)12(1 + £2)Pdt < L}.
We have the following classical estimate for the integrated bias (see e.g. [16], Proposition 3).
Proposition 4.4. For pg € Sp(8, L) we have:
| Ki-p5 = pi|I* < Ln*. (438)
Using Theorem 4.1, we obtain the following result.

Corollary 4.5. Suppose that wg satisfies Assumption (4.3) and the density py belongs to the space
Sp(B, L) for B> 0and L > 0. Then, for any y > 2./t and by choosing the bandwidth h = C log™" (n)
with C > 2y, we have:

E[ |5os — pol*] = 0((0gm ). (49)

Now, let us discuss the optimality of the convergence rates stated in Corollaries 4.3 and 4.5. To
this end, it is relevant to connect them with the minimax rates obtained in the classical statistical den-
sity deconvolution problem by Butucea and Tsybakov in [13] for supersmooth densities or in Fan and
Koo [20] for Sobolev regularities. Here, our estimation strategy converts the initial free deconvolution
problem into the deconvolution problem (2.12) between po and the Cauchy distribution C, . Thus, our
observation scheme is more intricate and involved than the framework of classical density deconvolu-
tion tackled in [13] and [20]. If our observations had been distributed according to the density f,.c ,
as in [13] and [20], for a given y, the upper bound of the variance term given by Theorem 4.1 as well
as the bounds for the bias given by Proposition 4.2 and Proposition 4.4 would have been optimal. Con-
sequently, as part of our strategy, we expect that our rates of convergence cannot be improved for a
given y.

4.2. Proof of Theorem 4.1

Recall the definition of X in (4.2). By the definition of py ,:

» :/R#ezwsy K2 ). ‘[(Im(@’;p(.ﬂy)))* _ (Im(wfp(.+iy)))*] (S)‘zdé.
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Recall that by Lemma 2.7, we have Im (w,(2)) = 1.Im(Gy, (wp(2))) + Im(z), and similarly by
Theorem-Definition 2.8, Im('\” () =t. Im(G (@';p(z))) + Im(z) for z € C, 4. Since K} (§) =
K*(h&), we have

¥ = /R LK) ‘(ImG 2 (@, + i) = MG, (wyp+ i) ) (g)‘ de
2y 2
§eT, H (ImG,L (wfp( —l—zy)) Ime(wfp( +1y)))
2C 2
= 5K T ‘ImG f,,(.+iy))—ImGM,(w,,,(.+iy))’

T

by Parseval’s equality. Taking the expectation, and introducing a constant ¥ > 0 chosen later (depend-
ing on n), we have

202
E(S) < =K % (1 + 79 (4.10)
T
where
1€ = E| [ImG ,» (0" (x +iy)) — ImG ( '))2d 4.11)
= m Ml(wfpx—i—ly —ImG, (wsp(x +iy x .
{xeR:|x|<k}
= ~] . . 2
T =/ E[‘ImGu;z(w%(x#—zy)) —Ime(wf,,(erzy))‘ ]dx. (4.12)
{xeR:|x|>«}

To obtain the announced rates of convergence for the MISE, we need to be very careful in establish-
ing the upper bounds for /“ and J*. For this purpose, we recall Lemma 4.3.17 of [1], with a null initial
condition, which will be useful in the sequel:

Lemma 4.6. Let (1 (1), ..., (1)) be the eigenvalues of H"(t). With large probability, all the eigen-
values (n;? (1)) of H"(¢t) belong to a ball of radius M > 0 independent of n. Introduce

Ay ={vi=j=n:

< M} . (4.13)
There exist Coig > 0 and De;q > 0 depending on t such that for any M > D;g and any n € N*

P((AY)) =P ({n}(t) > M}) < e "Ceis:M, (4.14)
with 0 (t) :==max;=1,..., [n} (t)|.

Using this lemma, we can control the tail distribution of E[u} ], which is essential to establish very
precise estimates. We recall that A7 (1) <--- < A} (¢) are the eigenvalues of X" (t) = X" (0) + H"(¢) in
increasing order. By Weyl’s interlacing inequalities, we have that, for 1 < j <n,

MHO) — (1) < A1) < A(0) + (o). (4.15)

Therefore, for 1 < j <n,

o (= )] <[ (- 5]) ] (o= 5]) <o (= 5] o5
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Recall that after (1.6), we introduced the notation d{, ..., d, for the i.i.d. random variables with law
wo and whose order statistic are the diagonal elements of X, (0), A7(0) < --- < A7,(0). We have

e (1> §)]= 5 Xr (=) = ([ 51).

so that we finally get

E[u ([ > 5))] o ((mr= 5 ]) +e 75 4.16)

Now, we successively study /* and J*.

4.2.1. Upper bound for 1©

Lemma 4.7. Let us consider y > 2./t. There exist constants C?, C% and C ? only depending on M
and t such that

. vy ¢l «C?

S A ai T T Ciee et (4.17)

Before proving Lemma 4.7, let us establish a result that will be useful in the sequel.

Lemma 4.8. Let us consider y > 2/t, p > 1 and M > 0. Then, we have

~ [ 1
Tpy Mot ._/0 /R[”M_x‘_ﬁ_M}v%]pduo(,\)dxgap,M,z), (4.18)

for C(p, M, t) a finite constant only depending on p, M and t.
Proof. The supremum in the denominator equals to | [A]—x | —Jt—=Mwhenx < |A|—t—M—y/2

(which is possible only if |A| — /t — M — /2 is positive) or x > |A| + /7 + M + y /2. Otherwise the
supremum is ¥ /2. Hence

(1X—vi—M—%)vo 1 W+VI+M+Y op
jp,y,M,t S/ / dx +/ —dx
E [Jo (W —x—vi—m)" " Jiivmgpo y?

+o0 1
+ dx ¢ dpo(A)
/A+W+M+§ [« — A~ vi—M]" } "

[M—T—M p 400
5/{/ Ldv+2 (2\/?+2M+y)+/ ipdv}duo(k)
R |J( v

IA|—vi-M)ny VP yr 4

<C(p,M,t) < +o0,

since y > 24/1. This concludes the proof of Lemma 4.8. ]
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Proof of Lemma 4.7. We decompose [* into three parts, 1* < 3(1 T+ L+ Ié‘ ) where:

. N 2
If :=/ E||G (w’}p(x +iy)) — G (wfp(x+iy))‘ ]dx,
{lx[=k}

- R 2
Iy = /{I < }E Gur(wrp(x +iy)) _E[Gu?(wfp(x“y)) | Xn(o)]) ]dx’

_ . 2
£ = /n | }E E[GM¢(wfp(x+iy))|X"(0)]—G,L,(wfp(x+iy))‘ ]dx.

Step 1: Let us first upper bound /7. It is relatively easy to bound /{* by an upper bound in C(y, t)x/n,
but this will not yield in the end the announced convergence rate. To establish more precise upper
bounds, we use the event Aﬁ,’,’ defined in Lemma 4.6. We have I} = I}, + I, with

~ ~ 2
im0 Bt
{Ix|=x}) ‘ M
~ ~ 2
15 ::/{ }EUGM (@, + i) = Gy (wp(x + )| 1(Aw}dx.
x| <«
For the term I},, we have by Theorem 2.6(i) and Lemma 4.6:
16 16 _ .
Iy = SRPUAY)Y) = e s, (4.19)

Let us now consider the term / ﬁ:

I :f ]E[
{Ix|=«}

2
5/ B| [@7, 0 +iv) = wpp e + i)
(/=)

1 n lAn,[
— — 2M 5 |dx
nia yw'}p(x+iy)—,\;%(t)| .|wfp(x+iy)—k’}(t)|

wfp(x—l—iy)—@;’cp(x—f-iy) 2

.l n
g ; (@, (x +iy) = 250)-(wppx +iy) = 25(0)

L

by convexity. Using (2.11) and (4.15), we have
[wpp(x +iy) = N(0)] = [wpp(x +iy)| = [W30)]
> |Re(w s, (x +iy))| = [Mj(0)| = [x| = Vi = |1} ©)] = nl ().
Since A’} (1) is real, we also have:

|w (6 +iy) = M10)| = Re(wpy (x +iy) = ] @)] = [250)] — [Re(w s (x +iy))]
2 [10] = x| = VF 2 [450] = 220 ~ 1| = Vi



792 M. Maida et al.

Therefore, using Theorem 2.6,
. y
|wppx +iy) — 10| = {“,\;’.(on — |x|‘ —Ji- n:;(t)} v (4.20)

In Theorem-Definition 2.8, it is shown that @?p (z) satisfies a similar inequality as (2.11). Thus, we
obtain with similar computations that:

@}, e+ i) = 250 = {[ [0 = ||| = vi—nzo} v 2. @.21)

Then, using the definition of A'X,’; and the constant C(y, t) appearing in (3.22), there exists a constant
C(t) only depending on ¢ such that

2
Iﬁf/ ]E|:‘@’}p(x+iy)—wfp(x+iy)‘
{lx]=«}

l ; ! 1n.ti|d
(R My e

1 1
nZ/x|<K} [ ‘|A;!(0)|—|x|‘—«/?—M}v%]4

E[|@%,(x +iy) —wsp(x + iy)]2|X"(0)]j|dx

J

1y N2 Cy.1) "/ [ ! (i
5(y2—4t> “Th ; el [{‘]A’}(O)!—!x,‘—ﬁ_M}V%T "

1 2
dul (L) —dug(r d
- /ﬂgx+iy—t.Gﬂogggt(x+iy)—A[ oA — duo()] )] X
8
W,
—m—(huﬂm), (4.22)

where the third inequality comes from (3.22) combined with (3.2), where the fourth inequality comes
from the analysis of the constant C(y, t) led in Section 3.2.2, and where:

1
n? Zflm} [ {12 @ = |x[| - vi—m} v %de

K — 1 n
Iyp /{|x|<K}E|:/ [”M_|x|‘_\/Z_M}v%]4dMO(A)

1 n
’ﬁ/ X+iy —1.Gpyme, (x +iy) — A [dub ) —dro()]

2
j|dx
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Now we wish to upper bound /|, and I}, independently of «. We first deal with I}, ;.

7dpo(A)dx

/|x|<x}/ ‘|A| IxI‘ Vi— M}Vy]

+00
<[] s < ZZEHD
[{[1%1 - ﬁ—M} V3]

by Lemma 4.8. Let us now consider /{},. Using Cauchy-Schwarz inequality, we have:

1 2
Ifp, < |E dug(n)) dx
112 N [/{."‘f’(}</[H|X|—|X|‘—\/Z—M}v%]4 Mo)») }
E_/msu

The first term can be treated exactly as I, as:

E ! 2dug) zdx:|
[/“'5”(/[{\|>»|—|X|\—ﬁ—M}V%] )
1 1 16n
<E 7 2dug) )dx | = —-1fy,. (4.25)
U{xlfﬂ(%) (/[”M—M‘—\/Z—M}\/%] #45) } v

We now focus on the second term of (4.24). As in the proof of Proposition 3.6, if we denote by ¢, :=
Grtiy A (X +iy — 1.6 @e, (x +iy) — 1)L, the last term can be rewritten as

4
I{}5, :==E / dx
{lx|=«}
4

—2 1 . )
- /{lefk}]E|: nz(d)"(d )= E(¢x(dj)) :|dx,

j=1

4
dxi| (4.24)

1 n
ﬁ/}R x+iy —1t.Gme, (X +iy) — A [duo(k) - dMO()»)]

NG /R B A0 — do()]

where df, ..., d); are the non-ordered diagonal elements of X, (0) (see after Equation (1.6)). Since the
random variables df, ..., d); arei.i.d. with law w0, the random variables (¢, (d;l) — E(¢x (d;’)))lfjgn
are i.i.d. centered with finite fourth moment. By Rosenthal and then Cauchy-Schwarz inequality, we
have

C 4
I, < —2n2/ E<|¢x ) —E[p. @] )dx, (4.26)
n {lx]<k}
for C a constant. We can conclude if the above double integral is bounded independently of «.
Let us recall now some estimates for the functions ¢,. As Im(G oMo, (X +1 y)) < 0, we have

|x +iy —tGuomo, (X +iy) — Al 2 Im(x +iy —1G @, (x +iy) —A) =y = % 4.27)
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and the functions ¢, are bounded by 2/y. This yields that UR bx (A)duo(k)} <2/y.By Lemma 3.1,
tG oo, (x +iy)| < 5 < % < 4/t so that
lx +iy —1G @y, (x +iy) — Al = (Ix = A = V1) = (| [x| — [Al] = VD). (4.28)
As a consequence,
lx +iy — 1Gme, (x +iy) — Al = (|Ix| = [A]| = V1) v g (4.29)

Using that df has distribution ro, the double integral in the right hand side of (4.26) becomes:
/ E(|¢x(d?)—JE[¢x(df)]|4)dx
{Ix|=<«}
[x|<«

— 2E[|¢x (d]) 2 (d]) |E[ @2 (d])] + 4E[ |92 (d) ]| E[px (d])] !2
+ E[g @] (B[4 @))])” ~ [E[g: @] ']

~ 8 24
<J4,y.0¢t+ ;J3,y,0,t + ﬁJz,y,o,t

by using the notation of Lemma 4.8 and by neglecting the term — |E[¢x (df)] |4 < 0. The Lemma 4.8
allows us to conclude that 121 is bounded by a constant only depending on ¢, since y > 2+/%.
We can now conclude Step 1. The last result, together with (4.26), implies that [}, is bounded by a

8
constant only depending on ¢. From (4.22) and (4.23), we have that /| < 2’:41) . % for C1(M, 1)

a constant only depending on M and 7. Gathering this result with (4.19), we finally obtain that:

8
Ci(M,t 16 .
I < 21/ . 1( )+ ~ e Ces M
(y2—41) n Y

(4.30)

Step 2: Let us consider /. Using Proposition 3.2, we have:

I :/{X|EK}]E[Var<@/L;1 (wrp G +iv)) | X"(©) |

B Axlik} E[Var(A’f (wfp(x + i]/)) | Xn(O)):Idx

</ 10¢ - 10.2%.1.2¢ - 20k
X —_— —_—.
= Jix1=x) n2Im4(wf,,(x +iy)) n2y4 T n%t

(4.31)
Step 3: Let us now provide an upper bound for /5. Recall the definitions of A% (z) and A%(z) in (3.3):

It :/u } }E[|Ag(wfp(x+iy))+Ag(wf,,(x+iy))|2]dx

52/{ | }E[|A3(wfp(x+iy))|2]dx+2/{ | }E[|A'§(wfp(x+iy))|2]dx. 432)
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By using Proposition 3.3 together with Theorem 2.6 (i) and the fact that y > 2./, we obtain that the
first term in the right hand side is upper-bounded by

CK

2/ E[\Ag(wf,,(xﬂym ]dx<—
{lxl=k} 2

where c is an absolute constant. Let us now consider the second term in the right hand side of (4.32).
Using the bound of Proposition 3.6,

2 s[las(per i) Jox

{IxI=«}

T 1 s o, 45
T =an? e U wppGotiy) = 1.6 (wip(x +iy)) — . " o

Recall that pg is the empirical measure of independent random variables (d;') with distribution 1o and

whose order statistics are the (A} (0)). Recalling that (wfp (x+iy)—1t.Gy, (wfp(x + iy)) _ v)—l _
P s, (x+iy) (v), we have that

E|| fR Py ety DA (V) — duo(v)])z] - Var[% iww«,»,,ww(x’} o]
j=1

1
lwep(x +iy)—t. Gm(wfp(x +ly))

1
[Iww,,,(x+ly>(d1 )] = /R |2d,u0(v). (4.34)

‘We have:

lwp(x +iy) — .Gy, (wrp(x +iy)) — vl = [Re(wpp(x +iy) — .Gy, (wrpx +iy))) — v
> [Re(wyp(x +iy)) —v| =1 [Re (G, (wrp(x +ip)))[ -

By Theorem 2.6 (i), we have that:

[\

Re (G, (wrp(x +ip)))| <

/ dpe(y) 1 _2
RWepx+iy)—y|  Imwgp(x+iy))| ~ vy
Also, by using (2.11), we get that [Re(w £, (x +iy)) — x| < /1. Therefore,
. . 2t
lwpp(x +iy) — .Gy (wrpx +iy)) —v| = [|x] — || — vt — o (4.35)

From (4.33), (4.34) and (4.35), we have that:

2/ E[|A’;(wf,,(x+iy))}2]dx
(lx/=c)

Y
2

/ / 1 dpo(v)dx < __
U 9
n(y _40 ({Ir =10l = vi -2} v )2 HO = T —anz 2y 2

jol| - Vi — 2
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by Lemma 4.8. We conclude as for /{; and we obtain

cK 4yt
Iy < = + mjz'y’zﬁ’l' (4.36)
Gathering (4.30), (4.31) and (4.36) we obtain the result announced in Lemma 4.7. O

4.2.2. Upper bound for J*
Recall the definition of J* in (4.10). Our goal is to prove the following bound:

Lemma 4.9. There exist constants C }, C 3 and C 3 only depending on t such that, for any k >y, we

have:

1 n.Cojg K

C
JK57’+c,e* 7 +C3M0<{|A|>E}). 4.37)
Proof. We decompose J* < 2(J| + J5) where

4
du” (A 2 du )
Ji = / (‘/ dwry ‘ )dx, and  J§ :/ /ut—() @
{|x|>x} f (x+iy)—A (lx|>x) wap(x'f‘l)/)—k

Let us consider the first term Jy. Using the estimate of Theorem-Definition 2.8, we have for all

x € R that |Re(A" (x+iy)) — x| </t and Im(@'},, (x +iy)) = /2. This allows us to prove that
there exists a constant C; only depending on ¢ such t at forall A e R

)/2 2

(=22 4+ Lo = € (R (@], 0 +iy) = 2) + VT) (4.38)

Thus,

Ji < / / dui (A) Sdx
(x>} JR Re?( w L +iy) — )+Im2(117?p(x+iy))

<CE [/ i (A)f 7(14
el=k) (x — W2+ 2

2Ct 2
—F |:/ dutt () (n — arctan <—(/< - A)) — arctan (—(K +A))):|
14 R 14 14
2C n 4ky
= yt ]E|:/Rdﬂt ()&) <arctan (m) +7T1l)»2>l(2—4}>i|.

We now use the simple bounds |arctanx| < |x| and | arctan x| < % for any x € R. Moreover, one can

. . 2 2
easily check that, if A2 < 5 - VT’ then

4ky 2y

P —S
42 — 402 —y2 7k
We therefore get

2C; 2y =w
K n
i 57“‘3[/;‘“*“ (7+51{Az>§_4}+”1{A2>Kz_a_2}>]-
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If we assume moreover that k¥ > y, this can be simplified as follows:

s <c: (% + 28w (> 5)])
<Ct< +37”M0({|A|> %})+37”e—€+) (4.39)

by using (4.16).

We now go to the second term J5 . The strategy will be very similar to what we did for J;* and we will
give less details. Using the estimate (2.11), we have for all x € R that ]Re(wfp (x + iy)) — x| <./t
which allows us to get that

2 2
(x =1+ VT < c,(Rez(wfp(x +iy)— k)z + VT>

with C; as above. Thus,

dps (A
<C;/ / M (A) _dm®) g,
{l>,}Ja (x —2)2 4+ & v

<2C’/d w(Z+I +l

—_— s T .
= LU T e ) T e
Again, if we assume that ¥ > y, this can be simplified as follows:

e (g+37”m ({171~ g}))

Moreover, letting n going to infinity in (4.16), by Proposition 2.3 and dominated convergence, we get
that, for any « > y,

so that
Ig<c +3” ({m=%]) (4.40)
— > — . .
) t y Mo 4
Gathering the upper bounds (4.39) and (4.40), we get that for any « > y,
8 6 3 n.Cpjg K
J <G <—+—”uo ([m - 5])+—”e‘—4g ) (4.41)
K oy 4 Y
This ends the proof. O

4.2.3. Conclusion

As aresult, combining Lemma 4.7 and Lemma 4.9, we have:

vy Ch o kC? c!

K K I 3, —n.Ceg.M | SJ 2 —nCeig.k 3 K
I“+J Sm7+?+cllce & 4 P + Cje g4+CJMO<[|)»|>4]).
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We take M the smallest constant only depending on ¢ satisfying conditions of Lemma 4.6 and k = n.
Using Assumption (4.3), we obtain uq ({|| > n}) < Cn~!, for some absolute constant C. Then, from
(4.10) and previous computations, there exists a constant Cyg,(¢) (that depends only on ¢) such that for
n sufficiently large:

2
y  Coa(t)e
—41)4 n

E(X) < o2 (4.42)

and Theorem 4.1 is proved.

5. Numerical simulations

In this section, we conduct a simulation study to assess the performances of our estimator py j designed
in Definition 2.9 based on the n-sample A" (¢) := {A](¢), ..., A;;(¢)} of (non ordered) eigenvalues. We
consider the sample size n = 4000 and the time value ¢t = 1. We focus on initial conditions following a
Cauchy distribution with scale parameter s; = 5:

1 Sd
po(x) = s oy x eR.
We also consider the case of a mixture of Gaussian distributions with different variances with pg the
density of wZ; + (1 — w)Z, where w, Z; and Z, independent and w ~ Ber(0.25), Z; ~ N (0, 1) and
Zr ~ N (10, 4).

Expression (2.15) is used with the kernel K (x) = sinc(x) = sin(x)/(7rx), and the value y =2/t +
0.01 so that the condition y > 2+/7 is satisfied. To implement py j,, we approximate integrals involved
in Fourier and inverse Fourier transforms by Riemann sums, so it may happen that py ; (x) is not real.
This is the reason why the density py is estimated with Re(po ), the real part of P .

The theoretical bandwidth 2 proposed in Section 4 cannot be used in practice and we suggest the
following data-driven selection rule, inspired from the principle of cross-validation. We decompose the
quadratic risk for Re(pp 5) as follows:

IRe(on) — po|* = /R IRe(Bos (1)) — po()| dx

= [Re(Bo.n)|* -2 /R Re(Po,n (x)) po(x)dx + || poll*.

Then, an ideal bandwidth # would minimize the criterion J with

1) = [Re@n|* =2 [ Re@osnpds, bR,

Since J depends on pq through the second term, we investigate a good estimate of this criterion. For
this purpose, we divide the sample A" (¢) into two disjoints sets

M E@) =W ())iep  and  AE(1) == (VN (1))icke.

There are Viax := < > possibilities to select the subsets (E, E€), which is huge. Hence, to reduce

n
n/2
computational time, we draw randomly V = 10 partitions denoted (E, E;) j=1,...,v. Choosing the grid

.....
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Figure 1. (a): Plots of & +— Crit(h) and h +— J (k) (a): for the Cauchy density. (b): for the mixture of Gaussian
densities.

H of 50 equispaced points lying between hpin = 0.25 and hpmax = 2.7, our selected bandwidth is

h = argmin Crit(h) (5.1)
heH

with
Critth) = min v (HR Py )H -2 / Re(Py/ (x))Re(By 1 (x))dx)

. E¢
and our final estimator is then Re(p,, ;). In the last expression, ﬁ(()Eh’) and ﬁ(() h,/) are estimates based on
the samples E; and EJC respectively.

To evaluate our approach, Figure 1 displays the plot of & € H + Crit(h) and h € H +— J (h) for each

density pg. A close inspection of the graphs shows that the minimizer of the first criterion is a good
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Figure 2. Estimation of pg (a): for the Cauchy density (b): for the mixture of Gaussian densities.
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estimate of the minimizer of the second one. As expected, for both criterions, we observe a plateau
containing minimizers of J and Crit. Outside the plateau, both criterions take large values due to large
variance when 4 is too small and to large bias when 4 is too large.

Figure 2 gives the reconstruction provided by Re(ﬁo, ;) for each density po. The results are quite
satisfying, meaning that our estimation procedure seems to perform well in practice for estimating
initial conditions of the Fokker-Planck equation. For further numerical studies, we refer the reader to
[27].
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