
Stochastic calculus – exam 2021

We always work on a filtered probability space (Ω,F , (Ft)t≥0,P) on which is defined a

(Ft)t≥0−Brownian motion B = (Bt)t≥0.

Problem 1 (10 points)

The goal of this problem is to determine the law of X⋆ := supt≥0Xt, where X solves the SDE

dXt =
1

1 +X2
t

dBt −
1

2
(
1 +X2

t

)2 dt, X0 = 0.

1. Justify the existence and uniqueness of a solution X = (Xt)t≥0.

2. Prove that M := (eXt)t≥0 is a local martingale, and explicitate its quadratic variation.

3. In this question, we fix a, b > 0, and set T = T−a ∧ Tb where Tr := inf{t ≥ 0: Xt = r}.

(a) Prove that (Mt∧T )t≥0 is a square-integrable martingale.

(b) Justify the following identity:

∀t ≥ 0, E
[
M2

t∧T
]

= 1 + E
[∫ t∧T

0

e2Xu

(1 +X2
u)

2
du

]
.

(c) Deduce from this identity that E[T ] < ∞.

(d) Justify the following formula:

P(Tb < T−a) =
1− e−a

eb − e−a
.

4. Deduce the value of P(Tb < ∞) for all b > 0. Relate this to X⋆ and conclude.

5. More generally, determine the law of X⋆ := supt≥0Xt when X = (Xt)t≥0 solves the SDE

dXt = f(Xt) dBt −
f2(Xt)

2
dt, X0 = 0,

with f a strictly positive, bounded, Lipschitz function.
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Problem 2 (10 points)

The goal of this problem is to determine all bounded solutions v : R+ × R → R to the PDE
∂v

∂t
(t, x) =

1

2

∂2v

∂x2
(t, x)− x2

2
v(t, x)

v(0, x) = 1.

To this end, we fix a bounded solution v, and x ∈ R and we write X = x+B.

1. Fix t ≥ 0, and let M = (Ms)s∈[0,t] be defined by

∀s ∈ [0, t], Ms := v(t− s,Xs)e
− 1

2

∫ s
0 X2

u du.

Prove that M is a martingale, and deduce the following formula:

v(t, x) = E
[
e−

1
2

∫ t
0 X2

u du
]
.

2. Establish the following identity:

∀t ≥ 0,

∫ t

0
Xu dBu =

X2
t − t− x2

2
.

3. Show that the process Z = (Zt)t≥0 defined below is a martingale:

∀t ≥ 0, Zt := exp

{
−
∫ t

0
Xu dBu − 1

2

∫ t

0
X2

u du

}
.

4. Construct a probability measure Q under which the process W = (Wt)t≥0 defined by

∀t ≥ 0, Wt := Bt +

∫ t

0
Xu du,

is a (Ft)t≥0−Brownian motion, and express v(t, x) as an expectation under Q.

5. Show that the process X satisfies a Langevin equation driven by the Brownian motion W ,

and deduce an explicit expression for X, in terms of W .

6. Deduce that for each t ≥ 0, the distribution of Xt under Q is N
(
xe−t, 1−e−2t

2

)
.

7. For a random variable Y ∼ N (µ, σ2) with µ ∈ R and σ ∈ [0, 1), show that

E
[
e

Y 2

2

]
=

e
µ2

2(1−σ2)

√
1− σ2

.

8. Deduce that for all t ≥ 0, the function v admits the expression

v(t, x) =
1√
C(t)

exp

{
−x2T (t)

2

}
,

where C, T : R+ → R+ are classical functions that you should explicitate. Conclude.
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