Stochastic calculus — exam 2021

We always work on a filtered probability space (0, F, (Ft)i>0,P) on which is defined a

(Ft)t>0—Brownian motion B = (Bt)>0.

Problem 1 (10 points)

The goal of this problem is to determine the law of X, := sup,~ X¢, where X solves the SDE
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dX;, = ——dB—————di, Xp=0.
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1. Justify the existence and uniqueness of a solution X = (X;)>o.
2. Prove that M := (e*t);>¢ is a local martingale, and explicitate its quadratic variation.
3. In this question, we fix a,b > 0, and set T'=T_, A Ty where T, := inf{t > 0: X; =r}.

(a) Prove that (Miar)i>0 is a square-integrable martingale.
(b) Justify the following identity:
) AT 2X,,
vt >0, E[M{r] = 1+E[/0 Wdu .
(c) Deduce from this identity that E[T] < oc.
(d) Justify the following formula:
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P(Tb < T_a) =

4. Deduce the value of P(T} < oo) for all b > 0. Relate this to X, and conclude.

5. More generally, determine the law of X, := sup;>q X; when X = (X;);>0 solves the SDE

2
/ (QXt) dt,  Xo=0,

dX; = f(X;)dB, —

with f a strictly positive, bounded, Lipschitz function.



Problem 2 (10 points)

The goal of this problem is to determine all bounded solutions v: Ry x R — R to the PDE

ov 10%v 22
E(t,x) = QW(taw) - Ev(t,ar)
v(0,z) = 1.

To this end, we fix a bounded solution v, and x € R and we write X =z + B.
1. Fix t >0, and let M = (M;)¢(o, be defined by
Vs € [0, 1], M, = v(t—s,XS)e*%f;XEd“.
Prove that M is a martingale, and deduce the following formula:
v(t,z) = E [6_%fﬂt X d“} .
2. Establish the following identity:
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vt > 0, /XudBu =
0 2

3. Show that the process Z = (Z;)t>0 defined below is a martingale:

t 1 t
vVt > 0, Zy = exp{—/ XudBu—2/ ngu}.
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4. Construct a probability measure Q under which the process W = (W;)¢>o defined by
t
YVt > 0, W, = Bt+/ X, du,
0
is a (F)t>0—Brownian motion, and express v(¢,x) as an expectation under Q.

5. Show that the process X satisfies a Langevin equation driven by the Brownian motion W,

and deduce an explicit expression for X, in terms of W.
6. Deduce that for each ¢ > 0, the distribution of X; under Q is A/ (me*t, #)

7. For a random variable Y ~ A (u,0?) with y € R and o € [0,1), show that
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8. Deduce that for all ¢ > 0, the function v admits the expression
1 22T (t) }
v(t,r) = exp s — ,
) = e {5

where C,T: Ry — R, are classical functions that you should explicitate. Conclude.




