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Abstract Most of the numerical simulations in quantum (bilinear) control have
used monotonically convergent algorithms of Krotov (introduced by Tannor et al.
[15]), of Zhu & Rabitz [16] or their unified formulation in [17]. However, the prop-
erties of the discrete version of these procedures have not been yet tackled with.
We present in this paper a stable time and space discretization which preserves the
monotonic properties of the monotonic algorithms. Numerical results show that
the newly derived algorithms are stable and enable various experimentations.

1 Introduction

The control of quantum phenomena is a topic that has been (and is still) a source of
many interesting challenges not only to physics and chemistry but also to the math-
ematics and applied mathematics communities [1,2]. Itis in fact the introduction of
rigorous tools from the engineering literature [3],[6] that has contributed to the first
successful laboratory demonstration of control over molecular phenomena [7-12].

The control interaction is modelled through a coupling operator which results in
abilinear control of the Shrodinger equation. One of the most difficult tasks remains

Y. Maday (<) - J. Salomon

Université Pierre et Marie Curie, Paris 6, Laboratoire Jacques-Louis Lions 175, rue du Chevaleret
75013 Paris, France

Tel.: (+33) 144 27 27 21

Fax: (+33) 144 27 72 00

E-mail: maday @ann.jussieu.fr, salomon@ann.jussieu.fr

G. Turinici

INRIA Rocquencourt, Domaine de Voluceau, Rocquencourt B.P. 105,

78153 Le Chesnay Cedex, France

and CERMICS-ENPC, Champs sur Marne, 77455 Marne la Vallée Cedex, France
Tel.: (+33) 139 63 59 68

Fax: (+33) 139 63 58 82

E-mail: gabriel.turinici @dauphine.fr


Used Distiller 5.0.x Job Options
This report was created automatically with help of the Adobe Acrobat Distiller addition "Distiller Secrets v1.0.5" from IMPRESSED GmbH.
You can download this startup file for Distiller versions 4.0.5 and 5.0.x for free from http://www.impressed.de.

GENERAL ----------------------------------------
File Options:
     Compatibility: PDF 1.2
     Optimize For Fast Web View: Yes
     Embed Thumbnails: Yes
     Auto-Rotate Pages: No
     Distill From Page: 1
     Distill To Page: All Pages
     Binding: Left
     Resolution: [ 600 600 ] dpi
     Paper Size: [ 415.843 661.89 ] Point

COMPRESSION ----------------------------------------
Color Images:
     Downsampling: Yes
     Downsample Type: Bicubic Downsampling
     Downsample Resolution: 150 dpi
     Downsampling For Images Above: 225 dpi
     Compression: Yes
     Automatic Selection of Compression Type: Yes
     JPEG Quality: Medium
     Bits Per Pixel: As Original Bit
Grayscale Images:
     Downsampling: Yes
     Downsample Type: Bicubic Downsampling
     Downsample Resolution: 150 dpi
     Downsampling For Images Above: 225 dpi
     Compression: Yes
     Automatic Selection of Compression Type: Yes
     JPEG Quality: Medium
     Bits Per Pixel: As Original Bit
Monochrome Images:
     Downsampling: Yes
     Downsample Type: Bicubic Downsampling
     Downsample Resolution: 600 dpi
     Downsampling For Images Above: 900 dpi
     Compression: Yes
     Compression Type: CCITT
     CCITT Group: 4
     Anti-Alias To Gray: No

     Compress Text and Line Art: Yes

FONTS ----------------------------------------
     Embed All Fonts: Yes
     Subset Embedded Fonts: No
     When Embedding Fails: Warn and Continue
Embedding:
     Always Embed: [ ]
     Never Embed: [ ]

COLOR ----------------------------------------
Color Management Policies:
     Color Conversion Strategy: Convert All Colors to sRGB
     Intent: Default
Working Spaces:
     Grayscale ICC Profile: 
     RGB ICC Profile: sRGB IEC61966-2.1
     CMYK ICC Profile: U.S. Web Coated (SWOP) v2
Device-Dependent Data:
     Preserve Overprint Settings: Yes
     Preserve Under Color Removal and Black Generation: Yes
     Transfer Functions: Apply
     Preserve Halftone Information: Yes

ADVANCED ----------------------------------------
Options:
     Use Prologue.ps and Epilogue.ps: No
     Allow PostScript File To Override Job Options: Yes
     Preserve Level 2 copypage Semantics: Yes
     Save Portable Job Ticket Inside PDF File: No
     Illustrator Overprint Mode: Yes
     Convert Gradients To Smooth Shades: No
     ASCII Format: No
Document Structuring Conventions (DSC):
     Process DSC Comments: No

OTHERS ----------------------------------------
     Distiller Core Version: 5000
     Use ZIP Compression: Yes
     Deactivate Optimization: No
     Image Memory: 524288 Byte
     Anti-Alias Color Images: No
     Anti-Alias Grayscale Images: No
     Convert Images (< 257 Colors) To Indexed Color Space: Yes
     sRGB ICC Profile: sRGB IEC61966-2.1

END OF REPORT ----------------------------------------

IMPRESSED GmbH
Bahrenfelder Chaussee 49
22761 Hamburg, Germany
Tel. +49 40 897189-0
Fax +49 40 897189-71
Email: info@impressed.de
Web: www.impressed.de

Adobe Acrobat Distiller 5.0.x Job Option File
<<
     /ColorSettingsFile ()
     /AntiAliasMonoImages false
     /CannotEmbedFontPolicy /Warning
     /ParseDSCComments false
     /DoThumbnails true
     /CompressPages true
     /CalRGBProfile (sRGB IEC61966-2.1)
     /MaxSubsetPct 100
     /EncodeColorImages true
     /GrayImageFilter /DCTEncode
     /Optimize true
     /ParseDSCCommentsForDocInfo false
     /EmitDSCWarnings false
     /CalGrayProfile ()
     /NeverEmbed [ ]
     /GrayImageDownsampleThreshold 1.5
     /UsePrologue false
     /GrayImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /AutoFilterColorImages true
     /sRGBProfile (sRGB IEC61966-2.1)
     /ColorImageDepth -1
     /PreserveOverprintSettings true
     /AutoRotatePages /None
     /UCRandBGInfo /Preserve
     /EmbedAllFonts true
     /CompatibilityLevel 1.2
     /StartPage 1
     /AntiAliasColorImages false
     /CreateJobTicket false
     /ConvertImagesToIndexed true
     /ColorImageDownsampleType /Bicubic
     /ColorImageDownsampleThreshold 1.5
     /MonoImageDownsampleType /Bicubic
     /DetectBlends false
     /GrayImageDownsampleType /Bicubic
     /PreserveEPSInfo false
     /GrayACSImageDict << /VSamples [ 2 1 1 2 ] /QFactor 0.76 /Blend 1 /HSamples [ 2 1 1 2 ] /ColorTransform 1 >>
     /ColorACSImageDict << /VSamples [ 2 1 1 2 ] /QFactor 0.76 /Blend 1 /HSamples [ 2 1 1 2 ] /ColorTransform 1 >>
     /PreserveCopyPage true
     /EncodeMonoImages true
     /ColorConversionStrategy /sRGB
     /PreserveOPIComments false
     /AntiAliasGrayImages false
     /GrayImageDepth -1
     /ColorImageResolution 150
     /EndPage -1
     /AutoPositionEPSFiles false
     /MonoImageDepth -1
     /TransferFunctionInfo /Apply
     /EncodeGrayImages true
     /DownsampleGrayImages true
     /DownsampleMonoImages true
     /DownsampleColorImages true
     /MonoImageDownsampleThreshold 1.5
     /MonoImageDict << /K -1 >>
     /Binding /Left
     /CalCMYKProfile (U.S. Web Coated (SWOP) v2)
     /MonoImageResolution 600
     /AutoFilterGrayImages true
     /AlwaysEmbed [ ]
     /ImageMemory 524288
     /SubsetFonts false
     /DefaultRenderingIntent /Default
     /OPM 1
     /MonoImageFilter /CCITTFaxEncode
     /GrayImageResolution 150
     /ColorImageFilter /DCTEncode
     /PreserveHalftoneInfo true
     /ColorImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /ASCII85EncodePages false
     /LockDistillerParams false
>> setdistillerparams
<<
     /PageSize [ 576.0 792.0 ]
     /HWResolution [ 600 600 ]
>> setpagedevice


Y. Maday et al.

the efficient numerical simulation for the design of realistic controls. Results pre-
sented in this paper may thus be applied to other bilinear control problems, we
refer the reader to [5] for a survey on this type of problems. Initially introduced by
chemists and physicists, the algorithms employed to find the controls can still be
improved through the introduction of more rigorous analysis ; one such analysis
is presented in this paper. Here we consider the effect of time discretization on the
properties of the numerical algorithms presented in the literature ; it will be seen
that some important properties generally do not hold true after discretization. To
cure this drawback, a class of new efficient algorithms are proposed that maintain
all the required properties after discretization.

Consider a quantum system prepared in an initial state 1y and whose dynamics
is characterized by its internal Hamiltonian H = Hy 4 V. The operator H is the
kinetic part :

1 14
:_EZ:: r,,7

where p is the number of particles considered, m,, their masses and A, the La-
placian with respect to their coordinates. The operator V (x) is the potential part.
By assumption this Hamiltonian may not give rise to an appropriate evolution and
an external interaction is introduced optimally to obtain the desired final property.
This interaction is taken here as an electric field with time-dependent amplitude
(1) that influences the system through a time-independent dipole moment operator
. The new Hamiltonian H — pue(t) gives rise to the equations (we work in atomic
unitsi.e. i = 1):

9
lEl/f(x, 1) =H@yYx, 1) — px)e)y(x, 1)
Y(x,t =0) = o), (D

where we denote by x the relevant spatial coordinates and by v the initial condi-
tion for ¥ subject to the constraint ||o||> = 1, where ||.||> denotes the L? space
norm. By property of (1), the norm of the state is constant with respect to the time.
In the numerical simulations, the ground state i.e. an unitary eigen vector of H
associated to lowest eigen value is generally taken as initial state. Note that this
equation hold on R" but for numerical tests we will consider that x belongs to an
interval [0, L] and that (¢, 0) = ¢ (¢, L) = 0, for a large enough real number L
and for all 7. This approach is justified by physical reasons since wave functions
are generally localized in a space interval.

The optimal control framework is then used to find a suitable evolution of
e(t). The goal that the final state ¥ (T') has prescribed properties is expressed by
the introduction of a cost functional J to be maximized. This cost functional also
includes a contribution that penalizes undesirable effects. One simple example of
such a cost functional is:

T
J(&) = (Y (D)[O]Y(T)) — Ot/O X1y, 2)

where o > 0 is a parameter (it may also depend on time cf. [14]) and O is an
observable operator that encodes the goal: the larger the value (v (T)| 0|y (T)) is,
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the better the control objectives are met (here and in what follows we use the con-
vention that for any functions f(x) and g(x) and any operator A: { f(x)]|Alg(x)) =
f f(x)Ag(x)dx). Note that, in general, achieving the maximal possible value of

(U (T)|O|(T)) is at the price of a large laser fluence fOT €2(¢)dt ; the optimum
evolution will therefore strike a balance between using a low laser fluence while
simultaneously maximizing the desired observable.

At the maximum of the cost functional J (¢), the Euler-Lagrange critical point
equations are satisfied ; a standard way to write these equations is to use a Lagrange
multiplier x (x, t) called adjoint state. The following critical point equations are
thus obtained [16]:

[ i2y(x, 1) = (Hx) —e(Opx)¥(x, 1) 3)
VU (x,t =0) = o)

[i%x(x, 1) = (H(x) — e()pn(x))x (x, 1)
xXx,t=T)=0vx,T)

ag(t) = —Im(x|ply) (). “)

Efficient strategies for solving in practice the critical point equations (3)-(4) are
given by the monotonically convergent algorithms ([15,16]) that are guaranteed
to improve the cost functional J at each iteration. In the formulation proposed in
[17], the monotonic algorithms are described by the resolution of the following
equations at step k:

[iaixpk(x,t) = (H(x) — b On) gk, 1) (5)

Wh(x, 1 = 0) = Yox)

)
() =1 -8 1) - ;1m<x"*1|u|w">(t> (©6)

igrx* @) = (H@) — 8 Op)x* (.0 e
Xk, t =T) = 0yk(x, T)
g =0 - - glmu"mw")(r) (8)

where § and n are 2 real parameters.
The most important property of this algorithm is given in the following theo-
rem [17]:

Theorem 1 Suppose O is a self-adjoint positive semi-definite operator. Then, for
anyn, 6 € [0, 2] the algorithm given in Eqns. (5)—(8) converges monotonically in
the sense that J(e¥t1) > J(&b).

The implementation of these algorithms involves a time-discretization which
may spoil the monotonic character. Indeed a naive implementation, as the one pre-
sented straighforward [16](see also equation (25)), leads to numerical instabilities
after few iterations. We study here a direct approach to discretize these algorithms
so that they remain monotonic. A preliminary calculation is presented in section 2
which allows to elaborate implicit (section 3) and explicit schemes (section 4).
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2 Preliminary

Letus choose two parameters of time discretization N and AT suchthat NAT =T
and let us introduce ¢;, £, ¥;, x; that stand respectively for approximations of
e(JAT),e(jAT), ¥ (jAT), x (jAT). We denote in the following £ = (¢)o<;<n-
& =1(&j)o<j<N. ¥ = (¥j)o<j<n, X = (Xj)o<j<N-

A simple approach would adopt the first-order split-operator method but for higher
accuracy, we prefer a propagation method based on the second-order split-operator
technique. This method also simplifies algebraic manipulations as it will appear
later (see equation (12)).

In this part, for any prescribed sets &, &, the computation of the state ¥ and the
adjoint state y is thus defined through a Strang-second-order split-operator method
[13] (see also [16,18,20]) leading to the semi-discretized propagation equations:

HAT VoHej g HoAT
Vgl =e 7 e | e 7 Y ©)
Vo = Vinit,

_HAT  ZVEMEjo o HAT
Xj*l =e 2i e i e 2i X] (10)
XN = Oyn.

The full (time-space) discretization of these equations is described in the section
5. In what follows, the initial value v;,;; will be simply denoted 9. We suppose
that ||Yo]|2 = 1. Note that this discretization of (3) and (4) preserves the norm of
the propagated vectors in the sense that:

Vi0<j<N-1, [|[¥¥ =1,

- _ _ (11)
1Ml = lxy 2 = 10yl

Let us consider the time discretization of the cost functional (2):

N-1

Iar(e) = (N|O1YN) —aAT D €.

j=0

Assuming that another set of control amplitudes &’ is given, with associated state
¥’ and adjoint state x’, we analyse the difference in the cost functional:

IaT(€) = Jar(@) = (Yy — UNIOIWy — ¥n)

N-1

+2Re(Wly — YN IO[w) +aAT(S &2 — 7).
=0
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Focusing on (¥, — ¥n|O|¥y), we find:
Wn—YNIOIYN) = (Y — YN, xN)
~1

= Z Vi1 = Wit Xj+1 = Xj)

_'_\‘

—0
(1/f Vi = VY )
-1

HyAT V- uf/ AT HoAT
]+1 Wj+1,(€ 2 e e 2 _1)Xj)
/:0
N-1 ~V+
HAT l“?]
AT
e 10 X0
j=0
N-1
_ HoAT *Vﬂw, AT _ HpAT
(I—e "2 e T)Yjvts xj)- (12)
j=0

. ~ HoAT HyAT _ HyAT _

Let us introduce now y; = e~ 5 v, I/fj =e 7 Y, X =€ T X, X =
HyAT

e 2 xj so that:

NZLo - 5
Uy —Unl0ln) = D (e 7 AT = D X))
j=0
~ wEj—ej)
H@jen 6T AT — D).

Thus, defining an approximation of u by:

nx—y)
e AT

e e (13)
and
[aj(x,y) ——Im(leu @, YY) (14)
b, ) = — L Iy 12 e, W),
we have:
N-1

Re(yry — Yn|OIYN) = aAT D" a;(E), €))(e; —&))
j=0

+bjt1(ej, €j)(E; —¢&)).
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Finally we obtain the formula:

Jar(€) — Iar(e) = (Yy — YNIOYy — ¥N)

N—-1

+aAT > [ —aj ). e))* — (&) — aj ), €))°
=0
! 61 Gj.e))

+(ej —bjr1(ej,E))* — (j — bjt1(e), 5]'))2], (15)

biej.8))

This formula will help us designing schemes that remain monotonic after the dis-
cretization in time. Indeed a negative part of each sum’s components appears explic-
itly. Canceling out or mlmmlzmg these terms will enable us to demgn monotonic
schemes: given a field £, the analysis of the negative part of b j (5 e ) for each j

defines the sequence & ¥ and the analysis of the negative part of ¢; (8 sk *+1) defines
k+1
gl

Remark I Infacta;(x,y), bj(x,y), ¢;(E;, e;.) and aj (e, &j) also depend on g,
&’ and & which are used to propagate states and adjoint states. In order to simplify
notations, we have omitted these dependencies throughout this paper.

3 Implicit scheme

A first simple idea consists in canceling out the negative parts of ¢; and ¢ ;- This
leads us to define implicitly the control amplitudes. The following procedure is
thus obtained.

3.1 Algorithm

Given initial control amplitudes &9, §0 and their associated state ¥° and adjoint

state x©, suppose that ¥, lk’ gk, §k have already been computed. Let us define
just as in (14) (see remark 1):

ak(x,y) = 1m<x,|u (x, DI
biCx, y) = =g Im (X1 (x, y>|wk>

The derivation of 1//k+1 k+1, ghtl g §k+ is done as follows:

Step 1: Knowing I//0+1 define K[’ recursively from 1//?“ by:
e Compute 8];+1 by:
ekt = gk gk, k. (16)

e Compute wfi'll from (9).
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Step 2: Knowing X;I:/H, define X;-‘H recursively from Xfill by:
e Compute 5?“ by:
~k+1 k41, k+1 zk+1
g =bipe L 8. a7

e Compute X;‘H from (10).

This algorithm is by construction a monotonic discretization of the monotonic
scheme described in [16]. A more general procedure, corresponding to the implicit
discretization of the class of monotonic schemes class introduced in [17], consists
in replacing equations (16) and (17) by the following:

18
géﬂ =(- TI)SI;H + nbk+1(8’]‘.+1, 5’]‘.“)_ (18)

[ A = (1= 8)8k 4 sak(, 5
j+1

Theorem 2 If (8, 1) € [0, 2[%, definitions (18) preserve the monotonicity of the
implicit scheme.

Proof For § # 0 and n # 0, using the definitions (18) of SI;.H and 5’;“, the
computation which led to (15) becomes:

Jar (T — Jar (F) = (Wit — gk 101wk —uk)
N—1
+a AT Z(% — 1)(5’; — 8]]‘.+])2
j:O

2 k ~k\2
+(;_ 1)(8]' —8j) )

from which monotonicity follows. O

Remark 2 The following definition for control amplitudes also lead to monotonic
scheme:

n@k—ekth)
k+1 1 — 88k 5 po(7k e TAT Ly v
e =10-88_, — SRe(Xi |1V
j ( )j—l o (le AT(§§7175§+1) |1/fj )
k+1_ k+1
k+1 k+1 k+1 MY k+1
Skl _ q +1 _np,yktlie i 1 7k+
&; = (1 77)8j+1 otRe(Xj'H' AT(EHI—Ek.ﬂ) |wj+l>'
J J
Note that (18) can be writen the same way:
ek ekt
M _ (] — 5)ek — 8 Re(Fk|e ATty skt
ej = (=08 = G ReUG I e ¥, )
g/f+1_£l§+l)

u(j I

sk ] ekt g gkl e A1 Tkt
£; = (1 n)ej aRe(Xj+1| AT(é’}“—s’}“) |‘/fj+l)'
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3.2 Existence and uniqueness of solutions

This subsection is devoted to the analysis of (18).

Theorem 3 Suppose that (18) admits the solutions £IJC+

exists M > 0, depending only on §, n, o, ||O||sc and ||it||sc Such that:

ck+1

and 7" ; then there

VkeN, ¥j, 0<j <N, g5 <M, [#F) <M.

Proof Let us compute an upper bound for a . First, the mean value inequality
yields:

SED AT 1
VX, YeR, — < , 19
T oyiar = s (19)

from which we deduce that ||4*||co < ||it||co from the definition (13). Secondly

state and adjoint state verify (11). Then:

Wil =1 11X 2 = 110Yy 1l < 101leoll¥y 112 = 1101100
Thanks to the Cauchy-Schwartz inequality, the inequality (19) and the definition
(14) of a’; give:

)
VX, Y € R, |a';(X, Y)| < M
- o

Let us define M by:

3 o
T )II ||oo||/i||oo)’ (20)
2—-68 2—n o

M = max(|[€°]|o0, max(l,

and assume |ell‘.| < M and |§’;| < M have been obtained, then:

€571 < 11— 81M + 81f 8], £F7)1.

O loollpell
bl < 11 —SIM—HS%.

If 6 < 1then M = WOl and jek| < |1 — §|M + 5M = M, otherwise

M= 2 Mandmthlscasem |<|1—8|M+82 SM = (85— DM +
(2 —8)M = M. Which ends the proof by induction. We leave to the reader the
proof concerning skH which is quite similar. O

Theorem 4 Assume ||O||co, ||[[t|loco are bounded, then there exists a solution
(e ];H ~k+1) of the system (18).
Proof Given afield & gk , the theorem 3 proves that f : x — (1 —8)8 +8ak(e X)

maps the interval [— M M], where M is defined by (20), onto 1tself The 1nterme-
diate value theorem states that there exists a fixed-point for f in [-M, M]. Here

again, we leave to the reader the proof concerning 5k+1 O
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In order to solve (18), Picard’s fixed-point theorem can be used. We precise in the
next theorem sufficient conditions for this method to converge.

Theorem 5 Given :k“, if:

8
;IIOIIOOIIMIIC%OAT <1, 2D

then the sequence (u,) defined as follows:
ug € [-M, M], upy1 = f(uy),

where f is defined in the proof of theorem 4, converges towards the unique solution
of the system (18).

Proof In the following computations, u denotes both the spacial function and its
evaluation in an unspecified point.Consider the function £ defined as follows:

ef? —1
0
With this definition u* from (13) can be expressed as:

WHET LX) = —iph(u(x — ETHAT).

h(9) =

. dpr @y .9 , k1 .
Since z = —ipn ATh (WAT (x — &; )) and the fact that one can easily

dx -
prove that |4'(9)| < 1, the mean value inequality gives:
@) = @) < Il AT - ).

From the definitions (14) and (18), we conclude:

8
lf(x) = fl = ;IIOIIooII,uIIgoATIx =l

which provides the contraction condition under the assumption (21). O

3.3 Remarks on the Newton method

Instead of considering the equation f(x) = x, the Newton method suggests to
consider the equation g(x) = x, where g(x) = x — % If xg is the solution of

the latest equation and x a real number, there exists ¢, between x and x( such that:
(x — x0)?
2

A coarse estimate of g”(c,) can be done by using the continuity of g”. Indeed, we
can approximate this quantity by g”(xo). A simple computation leads then to the
inequality:

g(x) — g(xo) = g"(cx)

1101lso 11|12, AT?
1= 21|10l |l 2 AT

Note that the denominator in the previous fraction is not equal to zero as soon as
the hypothesis of the theorem 4 is fulfiled. The estimation (22) can be used to give
a hint on the speed of convergence of the Newton method.

" (x0)| < (22)
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3.4 Numerical results
In order to test the performance of the algorithm, a case already treated in the

literature was chosen [16]. The system under consideration is the O — H bond that

vibrates in a Morse type potential V (x) given by:
—1).

V() = Do((e” P — 12

We refer the reader to [16] for the numerical details concerning this system. The

goal is to localize the wave packet at a given location x” ; this is expressed through
the requirement that (Y (7)|O|y(T)) is maximized, where the observable O is
O(x) = L ¢~¥ 6=)*  Numerical tests carried out on this example show that

T
although m\/;tial iterations of the algorithm are monotonic, starting with a given
iteration numerical instabilities are developed as illustrated in Fig.1. In a first test
parameters § and n are chosen equal to 1. To solve (18), the Newton method was
used, which displays good performance for AT < 50. In other cases bisection
method was used successfully. In order to test results of [17] we have compared
the case § = 1, n = 1 which corresponds to [16] with the case § = 2, n = 0.
Results represented in Fig.1 prove that even if this latter leads to a faster conver-
gence during the firstiterations, the level reached by the cost functional is lower than

4
T T T T T T 5—2 5= |0 =
S=1,n=1: ——--
§ =2, n =0 and after the 4-th iteration § = 1, n = -
35 | Previous scheme, unstable after the 5-th iteration : ------
3 -
Cemmm=X
IR e
e
25 S
//X‘/
-
w 2f [ —--
< X T
3 e
~ , -
15} B B G B B B B
' F
/
’/l 4
1k / *
1/’
05 / P
/A
s ,,~~§é 4/ : 1 1 1 1 1
2 4 6 8 10 12 14 16
Number of iteration

Fig. 1 Numerical instabilities which occured with schemes that are not monotonic after discre-

zation has hidden the better performance of the choice § = 1, n = 1 appearing after iteration
k = 6. The change of the parameters (8, n) = (2,0) — (1, 1) at the 4-th iteration appears to be

very efficient
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in the first case. A good methodology may consist in starting with § = 2, n = 0,
then switchto § = 1, n = 1 (see Fig. 1).

4 Explicit scheme

The formula (15) allows also to define an explicit scheme, which facilitates the
implementation with respect to the implicit scheme and thus decreases the overall
computational complexity.

4.1 Algorithm

As above, we only develop the method to propagate w;‘ﬂ with 81;+l . Consider the

mapping f; : x > (5’]‘. — ai‘.(élj‘., 02— (x — a’}(é’;, x))%. The optimal choice of
slj‘.ﬂ corresponds to the maximum of f;. To localize this point one approximates
f by its second order expansion in a neighborhood of x = 51]‘ . Note that this value

cancels f;. Letus define h = x — E’]‘ and develop the expression:

k o~k =k
ak @ &+ )

1 ~k, x/=zk =k 7 k+1
—— I (X B B )

1 ~ .
——Im (%} |l ) )
2 mix

€0

AT k) 2 7kt
—h = Re(T 1 1)

€l

2 AT2 ~ky, 3.7 k+1 2
+h WIWMXJ'“L |¢] ) +o(h?), (23)

&
that leads to:
Fi@E 8+ h) = @ — s0 + e1h — e2?)?
—(5’; +h—eo+ e1h — eah®)? + o(h?).

The maximum of this polynomial in % is achieved for

~k
_ 07 (24)
T 2e 4+ 17

which allows to define 8];-"_1

EIJ‘ *1 The explicit scheme consists in replacing (16) and (17) in the implicit scheme

by these equations.

= élj‘ + h,,. A similar formula can be obtained for
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4.2 Cost of the algorithm

The complexity of this algorithm can be compared with the first order scheme
described in [16]:

et = —Lim(xblulyh)
gi-‘rl__llm( k| |wk+l> (25)
jo T T MXGIRIYG-

Note that this original scheme may develop numerical instabilities after a few
iterations.

The only additional cost consists in the computation of & (see equation (23)).
The Fig.2 represents the computational cost of the explicit and standard schemes.
Moreover storage space is the same since the intermediate values to store are in
one case x; and ¥; and in the other x; and v/;.

4.3 Numerical results

This algorithm has been tested on the previous example. Results show that, for
AT < 50 the explicit scheme is more efficient than the implicit one: for AT = 10
and after 6 iterations, J reaches 1.687, instead of 1.406 with the implicit scheme.
In addition the time of computation is divided by more than 2. The evolution of
the values of the cost functional with implicit and explicit schemes is presented in
Fig. 3.

90 T T T

T
Standard scheme: ——
Explicit scheme: ---x---

80 - ]
70 = E
60 |

50 |

Time in second

40

30

20

10 L L L L
1 2 3 4 5 6

Number of iteration step

Fig. 2 Explicit scheme requires 22% more time than the standard one (see equation (25)). The
standard scheme is numerically instable after the seventh iteration
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3.5 T T T T T T T

T T
Explicit scheme: —+—
Implicit scheme with § = 1, n = 11 ---x---

25

Jar(8)

05 |

0 1 1 1 1 1 1 1 1 1
0 10 20 30 40 50 60 70 80 90 100
Number of iteration step

Fig. 3 Evolution of the cost functional with implicit (§ = 1, n = 1) and explicit schemes

k
. g0—¢E" | . .
We have also observed that the choice of 1 = 0—’1 is close to optimal choice:

2e1+
with this value ¢];+1 (élj‘., 51; + h) has always been found to be positive. We have
also tested different choices for 4 by /2, 2h or canceling €. All these tests lead

to a lower value of J.

4.4 Remark on a change of time step discretization

Both previous schemes provide satisfying results for a large range of discretiza-
tion time steps. We can take advantage of this fact by changing the value of AT
during the computations. In some cases this strategy accelerates the computations
and sometimes gives a better initial guess. Given AT and At (a large and a small
time-step), some iterations are carried out with the large time-step A7'. Then, the
field is interpolated on the finer time grid associated with Az and the algorithm is
restarted with this new field as initial value.

This approach may be justified by the fact that with our current choice 01#2, =0,

leading to X? = O forall j < N, consequently and the standard initial value of

the field € = 0 is a critical point of Jar. In practice, numerical errors allow the
algorithm to escape from this critical point which in some sense is numerically
unstable (see for example the first values of Jar in Fig. 1 or in Fig. 3). A large
time step allows to increase these errors and accelerate the optimization process.

This method has been tested on the previous example with the implicit scheme: 5
iterations with AT = 10 have been performed then 10 with At = 5. After these
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15 iterations the cost functional J reaches 2.69 instead of 2.19 with a constant time
step AT = 5. Thus results are better on two points: value of J is higher and time
is divided by 9. These facts are represented in Fig. 4.

5 Full discretization

All the calculations developed in the preliminary part have been done assuming that
no spatial approximation is used. In practice, we must also choose an appropriate
discretization method to represent the functions and evaluate the spacial hermi-
tian products. The original problem is set on R and, as is classical and already
told in the introduction, we restrict the problem to a bounded interval and impose
homogeneous Dirichlet boundary conditions to supplement the state equations.
The interval is denoted as [0, L] for a large enough real number L. The set of all
regular enough functions over [0, L] that vanish in 0 and L is then considered as
the set of restrictions to ]0, L[ of the set of all odd, 2 L-periodic functions of R.
The discretization then proceeds having in mind the Fourier-spectral method. Let
us introduce a discretization parameter M, the spacial approximation is based on
the set of all odd, 2L-periodic functions of (trigonometric) degree < M. We first
notice that the kinetic part of the the Hamiltonian operator (Laplace operator) is
diagonal in the Fourier basis. Second, we notice that, in opposition, the potential
part V — pe is multiplicative in the “physical” space. We thus introduce the points
Xi = ﬁL' The discrete state functions are sampled at these points and the
unknown are the values ¥ (x1), ¥ (x2), ..%/(xp7) (note that we take into account
implicitly that v (0) = ¥ (L) = 0 and the fact that v is odd).

3
' ' Explicit scheme with DT=10 for k<6 then DT=5 —+—
Explicit scheme without change of time-step ------
25 4
2r 4
© 15 i
=
<
S
1F _
0.5 [ _
0 * - L I I I I
0 2 4 6 8 10 12 14 16

Number of iteration steps

Fig. 4 A change of time step is operated at iteration k = 5
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The algorithm is thus as follows, starting from an approximation of i at time
nAT Yrj(x1), ¥j(x2), .. ¥ (xp), we first unfold y by symmetry to get W; =
[0, ¥j(x1), ..., ¥j(xm), 0, =¥j(xp), ..., —¥j(x1)]. In order to propagate over
half a time step through the kinetic operator we change the representation and

compute ] j = fft(¥;), where fft represents the fast Fourier transform algo-
A HoAT ~

rithm, the evaluation of W; /3 = (e % ).¥;, is easy in this Fourier basis

. _HAT .

since (¢~ "2 ) is a diagonal operator. Next we have to propagate over a full

time step through the potential operator, and thus, we move back to the phys-
ical space and compute first ¥, 1/3 = (fft)’l(liljﬂ/g) then truncate W; /3 :
Viv13 =[¥j1132), ..., ¥j11/3(M + 1)]. The propagation is then obtained by
a simple multiplication:

V(xp)—plxg )gj

Vg3 = e ' Al i1/3(2), ... e ATyt 3(M + 1))

The last propagation in the Strang split-operator method over half a time step,
corresponding to another application of the kinetic operator is done as previously.
In order to justify that this approximation maintains the monotonic property exactly,
we introduce a discrete scalar product

V(xM)—u(xM)Sj
i

1A
Wl = 4 g ¥ (x0)@(xe)

that coincides with the standard L? inner product for truncated Fourier series of

degree< M that are odd.
Ho AT

Still denoting 1/V/ = Y, it is an easy matter to check that this algorithm keeps

the property : (Y1, ¥2)n = (Y1, V) n, which is the corner stone of the proof of
the monotonicity, as e.g. in (12).
The monotonicity is thus guaranteed in the discretized space case as well.

Remark 3 Full analysis of the convergence of these schemes has yet not been
completely understood. Some theoretical results have however been obtained for
special choices of « [19,4].
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