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Abstract

We provide a unified approach to a priori estimates for supersolutions of BSDEs in general
filtrations, which may not be quasi left-continuous. As an example of application, we prove that
reflected BSDEs are well-posed in a general framework.
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1 Introduction

Supersolutions of backward stochastic differential equations (BSDEs from now on) were introduced by
El Karoui et al. in their seminal paper [7], in order to study superhedging strategies in mathematical
finance. In the simple context of a filtered probability space (2, F,F := (F;)o<t<7,P) where F is the
(augmented) natural filtration of a d-dimensional Brownian motion W, a supersolution of a BSDE
with terminal condition £ and generator g consists is a triple of F-adapted processes (Y, Z, K), living
in appropriate spaces, with K predictable non-decreasing, such that

T T T
Y, =¢ —/ 9s(Ys, Zs)ds —/ Zs - dW, +/ dKs, t €[0,T], P—as. (1.1)
t t t

These objects appeared later to be at the very heart of the study of reflected BSDEs, as introduced in
El Karoui et al. [8], and more generally of BSDEs satisfying some constraint, see Cvitani¢, Karatzas
and Soner [4] for constraints on the Z-component and Peng et al. [17, 21, 22, 23, 24] for general
restrictions. More recently, supersolutions of BSDEs have proved to provide the semimartingale
decomposition of the so-called second order BSDEs;, introduced by Soner, Touzi and Zhang [26] and
generalized by Possamai, Tan and Zhou [25], and of the weak BSDEs studied by Bouchard, Elie and
Réveillac in [1].
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When the generator g is equal to 0, the process Y defined above is nothing else but a supermartingale,
and (1.1) is simply its Doob-Meyer decomposition. This was generalized by Peng [21] using the notion
of non-linear supermatingales, see also [2, 9] and the references therein.

As seen through the above examples, supersolutions of BSDEs appear quite frequently in the litera-
ture, as natural semimartingale decompositions for various stochastic processes, and are often used
to study their fine properties. Having at hand a priori estimates on the moments and on the stability
of supersolutions is crucial in these contexts. Unfortunately, in almost all the previously cited works,
with the exception of [25], such estimates have been written in, roughly speaking, the context of a
Brownian filtration. This is rather limiting from the point of view of both the theory and the appli-
cations, and it has created a tendency in the recent literature to reproduce very similar proofs every
time that the context was generalized.

In this paper, we propose a general approach which allows one to consider a quite sufficiently general
setting. In particular, we do not assume that the underlying filtration is generated by a Brownian
motion. In this case, one needs to introduce another component in the definition of a supersolution
of a BSDE, namely a martingale M that is orthogonal to W:

T T T T
Ytzg—/ gs(YS,ZS)ds—/ ZS-dWS—/ dMSJr/ dK,, t€[0,T), P—as. (1.2)
t t t t

When K = 0, such objects were first introduced by El Karoui and Huang [6], and studied more
recently by Kruse and Popier [13] to handle more general filtrations, in the context of LP-solutions,
as in the seminal papers |7, 3|. Supersolutions in general filtrations play a crucial role for the class of
reflected BSDEs studied by Klimsiak [12], which is, as far as we know, the most general reference to
date. However, all [6], [12]!, [13] still impose that the filtration is quasi left-continuous, a property
which, for instance, is not satisfied for the second order BSDEs studied in [25].

To understand the simplifications induced by the quasi left-continuity assumption, let us give a brief
sketch of the strategy of proof usually used to obtain estimates, say in L? for simplicity:

(i) Apply Ito’s formula to e Y? to obtain

T T T
eatYf—i—a/ easzds—k/ ea$||Zs||2ds—|—/ e“d[M]s
t t t

T T T T
= eT'¢? —2/ e sgs(Ys,Zs)ds—2/ Y, Z - dW, —2/ e"‘SYS_dMs+2/ €Y, _dK,.
t t t t

(ii) Take expectations on both sides, use classical inequalities (namely Young and Burkholder-Davis-
Gundy) and some continuity assumptions on g (usually Lipschitz continuity) to control L?-type norms
of (Y, Z, M) by the norm of K times a small constant, when « > 0 is large enough.

(iii) Use the definition of a supersolution to control the norm of K by the norms of (Y, Z, M), and
conclude.

What is actually hidden in this reasoning is that, because of the quasi left-continuity assumption, the
martingale M cannot jump at predictable times, and thus the bracket [M, K] is identically equal to
0. This is no longer true for general filtrations, in which case we have to deal with the term [M, K]. It
turns out to be difficult to control, which makes this traditional approach not amenable to filtrations
that are not quasi left-continuous.

!'Notice that in [12], when the generator does not depend on Z, there is no need for the quasi left-continuity
assumption. But the general case requires it.



The main aim of our paper is to give a general proof of a priori estimates and stability for superso-
lutions of BSDEs in a possibly non-quasi-left-continuous filtration. The proof relies on the following

property:
"It is sufficient to control the norm of Y to control the norm of (Y, Z, M, K)."

This is the philosophy of the estimates of Meyer [19, Theorem 1| that apply to general super-
martingales (see also the generalization in [16, Thm 3.1]). In Section 2, we show how it can be
generalized to the non-linear context of BSDEs. Namely, Theorem 2.1 below provides the extension
of [19, Theorem 1| to a supersolution, while Theorem 2.2 is a version that applies to the difference
of two supersolutions. Both are valid for supersolutions that are only ladlag. In Section 3, we use
these results to provide a well-posedness result for reflected BSDEs with a cadlag obstacle. When
there is no quasi left-continuity assumption on the filtration, this result is not available in the existing
literature.

Notations. For any [ € N\{0}, we denote the usual inner product of two vectors (z,y) € Rl x R! by
z-y. The Euclidean norm on R' is denoted by ||-||, and simplified to |-| when I = 1. Let T > 0 be fixed
and let (2, F,P) be a complete probability space, equipped with a filtration F = (F;)o<i<7 satisfying
the usual conditions, and carrying a standard d-dimensional F—Brownian motion W. Importantly,
we do not assume that the filtration is quasi left-continuous. Given p > 1 and a > 0, we introduce
the classical spaces:

e L7 is the space of R-valued and Fpr-measurable random variables £ such that
I€NI7, == E[|£P] < +oo.

o SP (resp. ST) denotes the space of R-valued, F-adapted processes Y, with P-a.s. ladlag (resp.
cadlag) paths, such that

|Y]& :=E [ sup |YP| < +oc.
0<s<T

o MP® is the space of R-valued, F-adapted martingales M, with P-a.s. cadlag paths, such that
M is orthogonal to W and

</OT e"‘sd[M]s) ’

o HP® (resp. HY'®) is the space of R%-valued (resp. R-valued) and F-predictable processes Z such

that
T g
( [ e stuzds)
0

o 7% (resp. IV, I, T%7) denotes the space of R-valued, F-predictable processes with bounded

1M fpo -=E < +00.

Hz”ﬁpa =E < +o0.

variations K, with P-a.s. 1adlag (resp. non-decreasing ladlag, cadlag, non-decreasing cadlag)

paths, such that
T p
(/ e2sdTV(K)S>
0

and Ky = 0. In the above TV(K) denotes the total variation of K.

K[ o = < 400




e We also define Sfac as the collection of processes Y such that, for an increasing sequence of
stopping times (7,),>1 satisfying P(lim,,_,o 7, = 00) = 1, the localized process Y;, 1. belongs
to SP for each n > 1. The spaces M}, H}*, ]1-]1’1’:2‘) o 20 and I[i’,ol‘o . are defined similarly.

e Finally, for a = 0, we simplify the notation MP := MPY HP := HP® HY := Hlf’o, IP .= [P0,

0 0 0
B =10, 7 :=1" and ]Iﬁ_ﬂ, = ]Iﬁ_”,,.

Note that the above spaces do not depend on the precise value of o as we work on the compact time
interval [0, 7], two values of « actually provide equivalent norms. Still, we keep the parameter «
which, as usual, will be very helpful for many of our arguments.

Given a ladlag optional process X, such that its right-limit process X is a semimartingale, and a
locally bounded predictable process ¢, we define the stochastic integral as in [15]:

t t
(% X); ::/0 bsdXs = /0 sd X} — ¢ (Xeyr — Xy), t > 0.

Moreover, we define ftT Psd X = fOT psdXs — fot PsdXs.

2 A priori estimates

Let us consider a BSDE with terminal condition ¢ and generator g : [0,7] x 2 x R x R? — R. For
ease of notations, we denote ¢°(¢,w) := g(t,w,0,0). Although, we will have to differentiate between
possible values of p > 1, this parameter is fixed from now on. The following standing assumption is
assumed throughout this section.

Assumption 2.1. (i) ¢ € LP, ¢ € H} and the process (t,w) — gi(w,y,z) is F-progressively
measurable for all (y,z) € R x RZ.

(ii) There are two constants (Ly, L.) € R% such that

|96(w, 9, 2) = 9w, 2)| < Lyly —o/| + Lo ||z = 2], (2.1)
for all (t,w,y,z,y',2") € [0,T] x Q x (R x R%)2,
We recall here the definition of a supersolution.

Definition 2.1. We say that (Y, Z, M, K) is a solution (resp. local solution) of

T T T
Y, = f—/ gS(Ys,ZS)ds—/ Zs-dWS—/ dMs + K1 — Ky, (2.2)
t t t

if the above holds for any t € [0,T], P—a.s., and (Y, Z, M, K) € SP xHP xMP xI? (resp. (Y, Z, M, K) €
SPxHP xMP x TP

loc loc loc loc

). If moreover K € It (resp. ]Ii loc)» we say that (Y, Z, M) is a supersolution

(resp. a local supersolution) of (2.2).

2.1 Estimates for the solution

Our main result says that it is enough, in order to control the SP-norm of Y of a solution (Y, Z, M, K),
to control the norms of the other terms (Z, M, K). We emphasize that the general setting we consider
here creates additional difficulties that have not been tackled so far in the literature, and which mainly



stems from the fact that it is possible for the processes K and M to jump at the same time, when the
filtration is not quasi left-continuous. Therefore, the traditional approach which consists in applying
Ito’s formula to |Y|P to derive the desired estimates fails, as this makes the cross-variation between
M and K appear, a term that has no particular sign and cannot be controlled easily. Our message
here is that, in order to obtain such estimates in a general setting, one should rely on a deeper
result from the general theory of processes, namely the estimates obtained in Meyer [19] for general
supermartingales, a version of which we recall in the Appendix below, see Lemma A.1.

The following is an extension to the non-linear context.

Theorem 2.1. Let (Y, Z,M,K) € SP x HP x MP x I be a solution of (2.2). Then, for any a >0,
there is a constant C§'; such that

p
12+ 1M g+ 1 e < O3 (NN + IV + |9 )-

Before proving this result, we shall establish more general intermediate estimates, that will also be
used to control the difference of solutions in Theorem 2.2 below. They use the notation

N =Z+xW+M-K.
We start with an easy remark.

Remark 2.1. (i) First note that for any £ > 0 and (a;)1<i<n C (0, 400),

n

n n ¢
(1/\n£_1)Zaf < (ZGZ) < (1\/1"/_1)2@5. (2.3)
i=1 i=1 ;

Let us now consider a solution (Y,Z,M,K) € SP x HP x MP x IP of (2.2). Since W and M are
orthogonal, (2.3) implies that

(A A25) (12 + 1M = KEpe) <IN < (1Y 2570) (12 + 1M = Ke) . (24)
Moreover, if K € ]I]i’a then the Kunita- Watanabe inequality leads to
d[M + Z x W] < 2(d[N] +d[K]) < 2(d[N] +2K_dK + d[K]) < 2 (d[N] + dK?),

so that, by (2.3) and the fact that W and M are orthogonal,

apT
(1AM e+ 1205c) < 1M+ Zx W < 28V 227 (IN g + 5 K0 )
(2.5)
in which the left-hand side inequality remains true even if K is not non-decreasing.
(ii) In the following, we shall also use the standard Young’s inequality
be
ab < faP + ———~ fora,b€R+,B>0,p,q>1and%—i—%:l. (2.6)

q(Bp) /P’
(731) We also emphasize that for (Y, Z, M) € SP x HP x MP, the process

| erto,vion s zsw),
0

5



1s a uniformly integrable martingale, where

op(y) = \y|pflsgn(y)1y7g0, fory e R. (2.7)

Indeed, Burkholder-Davis-Gundy and Hdélder’s inequalities imply
sup

s
0<t<T ]

T T
< CE \// eras |Y,_ |72 d[M], + / eras [V, [*72 || Z| 2ds
0 0

1)« —1
< CeP V2T YIB (|M [y + 11 Zlgzpie) »

t
. | eseowians+z-w)
0

for some C > 0.

From now on, we use the generic notation C, combined with super- and subscripts, to denote constants
in our estimates that only depend on L,, L.,p and «. If they depend on other parameters, this will
be made clear. Although we do not provide their expressions explicitly, our proofs are written in such
a way that the interested reader can easily keep track of them line after line.

In the following, the inequality (2.8) is the crucial one, this is the consequence of Meyer [19].
Lemma 2.1. Let (Y, Z,M,K) € SP x HP x MP x I be a solution of (2.2).
(¢) If K € T8, then for all o > 0 there exists a constant C&'S) such that

VKB < Clagy (|57, + 12100 + [19° ) - (28)

(i) If p > 2, then for all € > 0 there exists a > 0 and a constant C(2 9) such that

D
IV B+ IN e < 2 (16 [+ Oy (€I, + Y= % N)T Iy Loz + E[(eY- % K)r]* 1pms)
(2.9)

(731) If p € (1,2), then for all € > 0 there exists o > 0 and a constant 0(2 10) Such that

IN I < & 19l + Cistoy (1618 +[|e5 Y[ + Bl 6p0-) x K)2)T),  (2:10)
where ¢, is defined in (2.7).

Proof. (i) Let us first prove (2.8). A simple application of 1td’s formula implies that

ety - / (05¥Z2) + 3%2) ds

is a supermartingale. Moreover, the non-decreasing process in its Doob-Meyer decomposition is
fd e2°dK,. Therefore, Lemma A.1, Assumption 2.1 and Jensen’s inequality provide

p

ety / (0¥ Z2) + 3%2) ds

(CL) P IKGe <
Sp

<@V (! (/OT *(lgs (e 20)] + 5 1Y) d)])

<(1v2r ((1 4 (1v 3P (Ly n %)p) ‘ efyHZ 4 (1v3rh (Lg 1Z|[Byy e + HgOHHpa)> ,
(2.11)

a p
e?YH +E
Sp




in which the constant Cfu is as in Lemma A.1.

(ii) We now turn to (2.9). As usual, we apply Ito’s formula to e*Y?2, see [15, p.538] for the case of
ladlag processes, use Assumption 2.1 and (2.6), to obtain

1 L2 T T T
Y2 + (a— R — 2L, — 77Z> / easzd/s+(1—n)/ eas||Zs||2ds+/ e®d[M — K|
t t t
T ) T
<eT e + 6/ e |gd]" ds — 2/ e**Ys_dNj, (2.12)
t t

for any (g,n) € (0, +00)2. Combined with (2.3), this implies that

D_ D D
CuIY Ppn + Ca 120+ IM = K < 357 (0T Y, 425 |90 )
P_1,D a z
+ 32722 H(e Y. *N)T”IL% 1p>2

+35 7125 [(e Y. « K)7r] T 1m0,

where Cy := (o — 1 —2L, — %)g, Cy := (1—7n)? and where we have used Remark 2.1(iii) in the case
p=2. Fix @ >0 and n € (0,1) such that C1,C2 > 0. We then deduce (2.9) from the right-hand side
of (2.4) for « large enough.

(iii) It remains to prove (2.10). Since p < 2, we can not use the Burkholder-Davis-Gundy inequality
with exponent p/2 to a martingale involving M, as it is only cadlag. We then follow the approach
proposed recently in [13]. We first appeal to Lemma A.2 below:

[e] _]_ T «@ T (o]
3t e + P | et ol + [ % s 4 AT
t t

T T
<ersTiel +p / 3 Yal" " lgs Ve, Ze)l ds — p / €% 9p(Ys)dN;,
t t

in which
p__
2

pp—1 o 1
A = (2) > €2 |ANL (!Ys—\Q VI|Y,_ + ANSIQ) L)y, [V|Yeo +ANS|£05

t<s<T

with AN := N, — N_. Recalling Assumption 2.1 and using (2.6), this shows that, for any 8,7 > 0,

o —1 T« L2\ (T .
epgt‘yﬂp_i_ (p(p2 ) _/6> / eP2s |¢p_1(Ys)]d[N]§+p (a _Ly _ p z> / epis‘}/;’pd8+A?
t t

2 48
< erSTIeP 4 p / 35 Y, [P |g0| ds — p / 5§ (Voo )N,
t t

< P51+ ||g°| By + P sup
prP—1 0<s<T

o
3s
e2’Y,

p T a
—p/ eP2%¢,(Ys_)dNs.
t

Let us take o > 2L, +pL?/(28) with 8 < p(p — 1)/2. Taking expectations on both sides, we obtain

o ||P
e2’Y

T
E| [ 8 oy a0 VT + 4T | < Ol WL, + Cloagy 5 e + oy |

+ Cly1s) BI(€P2 (V) % )], (2.13)

Sp



for some explicit constants (052_13))1954. We then argue as in [13, Step 2, Proof of Proposition 3]
and use (2.6) again to obtain that

1
2072 p-1
(2.13)
HNHMM > (5;0) (2 —P)

for € > 0. O

T
AL+ B[ [ @B loa 00l + 4F
s Clyqg) 0

We are now in position to complete the proof of Theorem 2.1.

Proof of Theorem 2.1. 1. We first assume that p > 2. In the course of this proof, we will
have to choose o > 0 large to apply (2.9). However, since the norms in {||-||}.q,a > 0} (resp.
{||-H%€,a ;o> 0} and {||-||¥p.0 , @ > 0}) are equivalent for different values of v, this is enough to prove
our general result. We first estimate the last term in (2.9):
P P P
ey * M)ty <287 (Yo 01+ 22wy + ey« K)r), )
LZ L% L%

in which, for any § > 0,

| s 1
leY=x K)rl?y < |2 Y]] + 01K ..
recall (2.6), and
» T 1

< ()’ ‘ %‘YHP +6 M+ ZxW|P

=735 |° sp Mpre
with

Cr = va 1) 1,00+ 21 (2.14)
P 2 _9 p>2 =2, .

by Burkholder’s inequality, see e.g. [20, Theorems 8.6 and 8.7|. Combining the above inequalities
with (2.5) leads to

3 p Cl. o [P
(™Y % Nzl 2y Lo (€Yo % K] Ey 1m0 < Y[} +0C15) (INEme + 1K )
(2.15)
for some explicit constants C'(2 15) and 0(2 15) that do not depend on §. By inserting the last inequality

n (2.9), for e.g. ¢ = 1 and « chosen appropriately, we obtain for é € (0,1):

Cly.16)
5

(1= 8C.16) INIBna < Cloigy €I + o1y l6° o + |7, +oCt a0 1K1

(2.16)

in which the constants (052.16))154 are explicit and do not depend on § € (0,1). In view of the
left-hand side of (2.4) and (2.8), (2.16) provides the required bound on || Z|[%,.. by choosing § > 0
small enough, so that we can then use (2.8) again to deduce the corresponding bound on || K|}, .-

120+ 1K W < oy (NENEs + 1Y 1 + 115 ) (2.17)

8



for some constant C(p17). Finally, it remains to appeal to (2.5), (2.16) and (2.17) to obtain the
required bound on || M|}, . and conclude the proof in the case p > 2.

2. We now consider the case p € (1,2). We argue as above except that we now estimate the last term
in (2.10) by using (2.6):

a -1 a p
El(e"%6,(v-) x K)r) < 2 [[eS Y| + 611K (2.18)

(opP) =T o
The latter combined with (2.4), (2.5), (2.8) and (2.10), as in the end of step 1, provides the required
result after choosing & > 0 small enough. 0

When (Y, Z, M, K) is only a local solution of (2.2), all the arguments above hold true after a lo-
calization. Then, using Fatou’s Lemma, it follows immediately that (Y, Z, M, K) is a solution. We
formulate the following result but omit the proof.

Proposition 2.1. Let (Y,Z, M, K) be a local solution of (2.2). Suppose in addition that Y € SP.
Then, (Y, Z, M, K) is a solution of (2.2).

2.2 Difference of solutions and stability

In this section, we consider two terminal conditions &', €2, as well as two generators g' and g2,
satisfying Assumption 2.1. We then denote by (Y?, Z%, M' K%) € SP x HP x MP x ]Iﬁ a solution of
(2.2) with terminal condition & and generator ¢°, and set N* :== Z! x W + M* — K' , i = 1,2. For
notational simplicity, we also define

Y :=Y'-Y? §2:=2"—- 2% M :=M'— M? 6K :=K'—K? §N:=N'—-N?
6g(tawayaz) = gl(t7W,ya Z) - 92(taw7y’ Z)? for all (tawayaz) € [OaT] X QxR x Rd'

By Assumption 2.1, we know that there is an R-valued (resp. R%valued), F-progressively measurable
process A (resp. 1), with |A| < Ly (resp. ||| < L.) such that

5gt = gl(tvy;fla Ztl) - gQ(t)Y?a Zz?) = 5g(t7Y;tla Ztl) + )‘t(SY% + - 6Zt

Then, (0Y,6Z,0M,0K) satisfies (2.2) with driver d¢g and terminal condition 6£. In particular, we can
apply to it the results of Remark 2.1 and Lemma 2.1.

The main result of this section, Theorem 2.2 below, is in the spirit of Theorem 2.1: it suffices to
control the norm of §Y to control the norms of 6Z and §(M — K). Seemingly, it should just be an
application of Theorem 2.1 to (§Y,0Z,0M,JK) as it satisfies an equation of the form (2.2). However,
it is not the case:

(i) In Theorem 2.2, we will only control §(M — K) and not §M and 0K separately. Actually, as
shown in Example A.1 below, there is no hope to control these two processes separately even
in the seemingly benign case where g! = g2 = 0.

(74) Actually, Theorem 2.2 can not be an immediate consequence of Theorem 2.1, because the pro-
cess 0 K which appears in the dynamics of dY is no longer non-decreasing, and more importantly
because the result of Lemma A.1 below does not hold for quasimartingales (instead of super-
martingales). However, it is a direct consequence of the intermediate estimates of Lemma 2.1,
which explains why they have been isolated.



(iii) If one has a more precise knowledge of the behavior of the non-decreasing processes K'! and
K2, then these estimates can actually be improved. We will make this point more clear when
we will treat the special case of reflected BSDEs in Section 3.

Let us now state our result.

Theorem 2.2. For any o > 0, there is a constant CS'y such that

ZA(p—1

a )
162 8+ 15OV = ) [ < €5 (IEIE, + 15V Iy + 1Y 157 + (|51, 21| [ope )

&L, gi(O,O)H%zlm)izlz-

Proof. In this proof, we take « large enough so as to apply the estimates of Lemma 2.1. The general

p
Sp

The constant C5'y depends on Ly, L.,p and o, as well as (HYZH

case is deduced by recalling that the different norms are equivalent for different values of «, since
[0,T7] is compact.

1. We first assume that p > 2. We shall apply (2.9) to (0Y,0Z,0M). Let us estimate the last term
in this inequality. We first use (2.3) to obtain

(e aY- 6N)rl2y < 2570 (I(e™6Y- % (M +6Z % W2, + |- % 6K)r], )

2 2

We then apply Burkholder inequality and use (2.3) again:

(e 8Y_ % (5M + 62 W))THE% < cxles sy S 16M + 87 % W2y
where Cj is as in (2.14), while
P o L P
(oY= % K12, < [[e3 0y |2 02

We can then conclude the proof in the case p > 2 by using (2.9), (2.4) and the bounds of Theorem
2.1 applied to (2%, M*, K");—1 2.

2. We now assume that p € (1,2) and proceed as above but use (2.10) in place of (2.9). Namely,
since

a a p—1
E (epa~¢p(5y_)*5K)T] < ‘e?dYHSp 16K [|gpe

it suffices to use (2.10), (2.4) and the bound of Theorem 2.1 applied to K' and K?2. O

3 Application to reflected BSDEs: a general existence result

The results of the previous section show that it suffices to control the norm of Y (resp. 6Y") in order to
control the norm of (Z, M, K) (resp. (0Z,6M,0K)), given a solution (Y, Z, M, K) (resp. two solutions
(Y1, ZY M, K') and (Y2, 2%, M2, K?)) of (2.2). In most examples of applications, we know how to
control the norm of Y (and 0Y"). This is in particular the case in the context of reflected BSDEs (see
e.g. [8]), BSDEs with constraints (see e.g. [4, 23|), 2nd order BSDE (see e.g. [26, 25]), weak BSDEs
(see [1]).

Let us exemplify this in the context of reflected BSDEs. In particular, the following results extend
Klimsiak [10, 11, 12| to a filtration that only satisfies the usual conditions, and may not be quasi
left-continuous. For sake of simplicity, we restrict to the case of a cadlag obstacle, see [9] and the

references therein for the additional specific arguments that could be used for irregular obstacles.
Recall that SV (resp. IV, ]I{)H,) denote the set of elements of SP (resp. IP, I, ) with cadlag path, P-a.s.

10



3.1 A priori estimates for reflected BSDEs

In this section, we assume that Assumption 2.1 holds for £ and g.

Definition 3.1. Let S be a cadlag process such that ST := SV 0 € S\, We say that (Y,Z,M,K) €
SP x HP x MP x Hﬂ,r 18 a solution of the reflected BSDE with lower obstacle S if

T T T
Ytzg—/ gS(YS,ZS)dS—/ ZS-dWS—/ dMs + K1 — Ky, (3.1)
t t t
holds for any t € [0,T] P — a.s., and if

Y, > S, t€0,T], P—as.,
T
/ (Ys— —Ss_)dKs =0, P —a.s. (Skorokhod condition)
0
In order to provide a first estimate on the component Y of a solution, we use the classical linearization

procedure. By Assumption 2.1, there exists a R-valued (resp. ]Rd—valued), F-progressively measurable
(resp. F-predictable) process A (resp. 1), with |A\| < L, (resp. ||n|| < L) such that

9s(Ys, Zs) = g% + \sYs + 05 - Zs, s €[0,7T).

Let us define

X, = e JoAds and ilz% = (—/ Ns - dWS> e =W +/ nsds, (3.2)
0 T 0

in which £ denotes the Doléans-Dade exponential. Then, by Girsanov theorem, W is a Q-Brownian
motion, M is still a Q-martingale orthogonal to W@, and we can re-write the solution of the reflected
BSDE (3.1) as

T T T T
XY = Xp€ / X,q2ds / X Zy-dWQ / Xs_dM +/ Xs_dK,, t €10,T],
t t t t
XtY;f Z XtSt7 te [O7T]7
T
/ Xs— (Ys— — Ss—)dK, = 0.
0

One can now use the link between reflected BSDEs and optimal stopping problems. The proof is
classical so that we omit it, see [8] for a proof in a Brownian filtration and for a continuous obstacle,
or [14] for a cadlag obstacle, and [5] for more results on optimal stopping. We denote by T; 7 the set

of [t, T]-valued F-stopping times, while E; and E? stands for the F;-conditional expectations under
P and Q.

Proposition 3.1. Let (Y, Z, M, K) and S be as in Definition 3.1. Then,

XiY; = ess Sup E;Q |:_/ nggds + XTST]-T<T + XTglr:T] )
t

‘I‘E'Tt,T
and N
Y = esssup E; |:_/ gs(}/;7 Zs)ds + S7'17'<T + ngT:| )
TE'E,T t
forallt <T.
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Before continuing, let us introduce the solution (), Z, M) € S x HP x MP of the following BSDE
(well-posedness is a direct consequence of Theorem 4.1 below, see also [13]),

T T T
ytzf_/ gs(ySaZs)ds_/ Zs‘dWs—/ dMg, t € [O,T], P — a.s.
t t t

A simple application of the comparison result, which can be proved as in [13, Proposition 4|, implies
that
Y;t > yta te [OvT]7 P—as.

Let us first show that Proposition 3.1 is actually enough to control the Y-term of a solution (or the
0Y -term of the difference of two solutions) and therefore that Theorems 2.1 and 2.2 apply to reflected
BSDEs.

Proposition 3.2. (i) Let (Y,Z, M, K) and S be as in Definition 3.1. Then, for any o > 0,

T p
‘ </ €Ly8|gg‘d8) ) —|—C§C;
0

Jor some constants C'y and C5; that only depend on Ly, L, and . Moreover, if we replace ST by S
in the above, we can take CY; = 0.

a . ||P p Ly, o+ 1|P o, |IP
v, <o (”f”% +lets*|E, + B A,

(ii) Fori = 1,2, let (Y%, Z!, M*, K") and S* be as in Definition 3.1 for a generator g* satisfying
Assumption 2.1 and terminal condition & € LP. Then, for any a > 0,

‘ (/OTeLyS\595(1217281)\d8>p]>,

or some constant C$., that only depends on L,, L. and o. 2
3.2 Yy

[ p —~ N
Hov, < o5 <H5€H£p +lle™ oS|lg, + E

Proof. (i) First of all, we recall that Y > ) on [0,7]. Next, we deduce from Proposition 3.1 that,
for any 1 < k < p,

tes[%?T] {e%t ’YH}

+ sup {G%tD}t’}
s€[0,T t€(0,T)

T T
= sup e(Ly+%)tIEt !8 (—/ s - dWs) (/ elvs |g§’ ds + sup {eLySSj} + elvT ]§|>]
te[0,77] t 0 s€[0,T7]
+ sup {e2' |
At

tel0, T

T
< sup el 3)IED [/ et |ggds + sup {e"v°Sf} et T g
0 ]

|-

< o(Lvt8)T 4oy 2T gt

sup [E;
te[0,T]

T K
(/ elvs ‘gg} ds> + sup {e”LyS(S:)“} + eyt \§|”]
0

s€[0,7

- s {5,

tel0,T

in which it is clear that we could have suppressed the term involving ) if we had used S instead of

ST.

2We are grateful to Marie-Claire Quenez for indicating us a technical problem in the proof in the first version.
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Hence, we deduce from Doob’s inequality that

[e3 K p
‘ p < ep(Ly—l—i)T—f—mezTGp_l p E
sp p—1

@

e2’Y

T P
([ e lattas) ]
0

o K 2 p
4 Pt )Ty LT gp1 (pﬁ 1) (lle™ s[5, + =T (el )

p

+op~1 ) ez’

sp’

where we have to replace the 6P~ by 3P~1 if we use S instead of S7.

(1) We first use a classical argument. We know that there exists an R-valued (resp. R%-valued),

F-progressively measurable process A (resp. 7), with )X‘ < Ly (resp. ||n|| < L,) such that

gl (Y}, 2 — 2(Y2, Z2) = 695 (Y), Z1) + Ns0Ys + 75 - 625, s €[0,T), P — a.s.

Therefore, we can define Q P and a bounded positive process X as in (3.2) above such that
X,0Y; = E2 [/ X bgs(YE, ZNds + X (Y, / X d(K' — K?), ]

for all stopping time 7 > t. Set 7. :=inf{s >t : V! < S} + e} AT. Clearly, Y! > S! + ¢ on [t, 7]
Hence, Kig — K} = 0 by the Skorokhod condition. Moreover, YTlE < Sia + e on {r. <T}. Then, the
above leads to

~ Te - Te
X0Y; <EP { / X, [6gs(YS, ZY)|ds + X (YL = Y2)+0— / Xdeg]
t t

- T
< esssup E;LQ [/ X |595(Yt913 Zsl)} ds + X |5S‘r| Lo + X |5£| -7+ 6XT:| .
TG'TLT t

Since the same applies to Y2 — Y1 in place of 6Y = Y — Y2, it follows that
~ T
X |0Y:| < esssup E? [/ X, ‘595(1@1, Z;)‘ ds + X; |0S7| Lrer + X7 06| 1rer + €XT} )
TE'E,T t
It remains to let € go to 0 and then argue exactly as in (i). a
We now show that one can actually take advantage of the Skorokhod condition satisfied by the solution
of a reflected BSDE to improve the general stability result of Theorem 2.2. This result is crucial in
order to prove existence of a solution when p is arbitrary, see the proof of Theorem 3.1 below. We

only provide the result for p = 2. It could be extended to p € (1,2), but this is not important as we
can always reduce to p = 2 by localization, again see the proof of Theorem 3.1 below.

Proposition 3.3. Fori = 1,2, let (Y, Z', M*, K*) be as in (ii) of Proposition 3.2. Then, for any

any € > 0, there exists o large enough such that

2
10Y s + 102 e + I6(M = KR < € [[69(Y, 21520 + Ot (106032 +

e%.(SSHSJ ’

ill2
&'le
Proof. It suffices to apply (2.4), (2.9) to (6Y,0Z,5M,6K) and use the Skorokhod condition to deduce

the control
T T
E [ / eo‘deS_d((SKs)] <E [ / easéSS_d(éKs)] <|
t t

in which ||0K|j2.« is bounded by Theorem 2.1 and Proposition 3.2. O

for some constant C§'5 that only depends on Ly, Ly, o, € and (HYZH;2 , gi(0,0)Hiﬁ,a)izl,g.

e808| , 10K 2.0,
S2
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3.2 Wellposedness of reflected BSDE under general filtration

We can finally prove the existence of a unique solution to the reflected BSDEs (3.1). Our proof is
extremely close to the original one given in [§8], but relies on the more general estimates given in this

paper.

Theorem 3.1. Let Assumption 2.1 hold true. Then, there is a unique solution (Y,Z, M, K) to the
reflected BSDE (3.1).

Proof. The uniqueness is an immediate consequence of Proposition 3.3, recall that the Doob-Meyer
decomposition of the supermartingale M — K is unique. We therefore concentrate on the problem of
existence.

1. First, let us consider the case p = 2 and prove the existence in 3 steps.

(i) We assume first that the function g does not depend on (y, z), that is, g(t,w,y,z) = g(t,w).
Existence of a solution is guaranteed by [12, Theorem 2.12|. Moreover, |12, Corollary 2.8| implies

Y, =esssup E [/ gsds + Srlery + §1—1y)
¢

ft} , t€[0,T], P—as.
TET:

ft]a

so that the Burkholder-Davis-Gundy inequality can be used to deduce that

Hence, Y € S? since

T
Y| <E w++/ lgs|ds + sup ||
0 0<s<T

2 2 2
IY1Z < € (lleliZ2 + llghes + 113 ) .

for some C' > 0. Then, the fact that (Z, M, K) lies in the good space follows by Theorem 2.1.

(ii) We now consider the general case. Given a > 0, let us consider the space S of processes (Y, Z, L)
such that

e (Y, 2) ES% x H2 |
e [ is a cadlag supermartingale such that L =: M — K where M is orthogonal to W,

e (Y, Z,K, L) satisfies
T
Y > S, t€[0,T] and / (Vi — S )dK, =0, P—as., (3.3)
0

and
(Y, Z, L)lgq = e Y lgz + [[ Z] g0 + || Lllge < o0

We will show in Step 3 below that (S, |||, ,) is a Banach space. Then, existence can be proved by
using the classical fixed point argument. Let us define (Y, Z% L) := (0,0,0) and (Y™, Z", L"),>1
by

T T T
vl — g / go(V1, Z7)ds — / 20 qw, — / L, (3.4)
t t t
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Using the estimates of Proposition 3.3, it follows that, for > 0 large enough, (Y, Z"),>1 is a
Cauchy sequence in H%’a x H?% and hence a Cauchy sequence in S? x H*® by the estimates in Part
(ii) of Proposition 3.2. Moreover, by (3.4), we have

t
. m"nm)%“nm)/o (2"~ Zm) - aw,
t
- / (gu(T21,20°0) — g (V1 27 1) ) ds, (3.5)
0

It follows that (Y™, 2", L"),>1 is a Cauchy sequence in (S, ||, ), from which existence follows.

(iii) S is clearly a subspace of a Banach space. It is therefore enough to show that it is closed, in
order to prove that S is a Banach space. The only non trivial point to check is that the Skorokhod
condition in (3.3) passes to the limit. Let (Y",Z", L"),>1 be a sequence in S that converges to
(Y, Z, L) for the norm ||'||27a defined above. Clearly, L is still a cadlag supermartingale in S?, by
dominated convergence. Let L = M — K be its Doob-Meyer decomposition. Notice that the brackets
[L™, W] also converge a.s. to [L, W] (at least along a subsequence) thanks to Burkholder-Davis-Gundy
inequalities. It follows that the martingale part M of L is orthogonal to W. Finally, let us consider
a sequence of stopping times (7,)m>1 such that the process sup,>; (Y™ — S)1jg,[ is essentially
bounded and 7, — 0o as m — oo. Since ||Y" —Y||q2 + ||[L™ — L||go — 0, it follows that

E [/OTM(Yt_ - st_)th] —E UOTM(Y;_ - St_)st] — lm E [/OTW(YJL _S,)dL}| =o.

n—o0

Since K is non-decreasing and Y > S on [0, 7], we thus obtain
/O "V — 8, )dK, =0, P—as.
Letting m — oo, we see that the Skorokhod condition (3.3) holds true for K.
2. Finally, let us consider the general case when p € (1,00). In this case, we can define for n > 1
" =(-n)vV&énn, S":=(—n)VSAn, and ¢"(-) :=(—n)Vg()An,

so that (€7,5™,¢g"™(+,0,0)),>1 € L2 x S2 x H%’a, for any o > 0. Thus by Step 1, we know that there is
a unique solution (Y™, 2", M™ K") € S2 x H? x M? x IZ , to (3.1). Since (£, 8™, ¢"(-,0,0))p>1 is a
Cauchy sequence in LP x S x H{"*, the estimates of Proposition 3.2 and Theorem 2.2 show that the
sequence (Y, Z"),>1 is also a Cauchy sequence in S x HP®, for any a > 0. Moreover, by a similar
equality as in (3.5), it follows that (L™ := M"™ — K"),,>1 is also a Cauchy sequence in S¥. Using the
same arguments as in (iii) of Step 1, it is easy to check that its limit is a solution to (3.1). O

4 Side remark

Note that the existence and uniqueness of a solution (Y, Z, M) € S¥ x HP x MP to the BSDE

T T T
Yt:g—/ gs(Ys,Zs)ds—/ ZS-dWs—/ dM, (4.1)
t t t

follows from the same arguments as the one used in Section 3 whenever ¢ € P and ¢° € HY. Indeed,
we can bound the component Y of a solution as in the proof of Proposition 3.2 by

T
XY, =E2 [—/ X,95(0,0)ds + XTg] ,P—as.,
t
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in which X and Q are defined as in (3.2). The difference of the Y-components of two solutions can
be bounded similarly. Then, it suffices to apply the same fixed point argument as in the proof of
Theorem 3.1.

Theorem 4.1. Let Assumption 2.1 hold true. Then, (4.1) admits a unique solution in Sy x HP x MP.
Moreover, for all o > 0, there exists a constant Cf'y that depends only on Ly, L. and o, such that

! ([ 0]

Remark 4.1. Recalling that the difference of two solutions, with different terminal conditions and

(2% p 1e% P
v|| < op (gl +E

drivers, is still a solution to a BSDE, the bound of Theorem 4.1 applies. Using similar notations as

( </OT et |6gs(Yy, Z,)| ds>p]> .

A Appendix

above, we have:

@ p =
65'5YHSP <CS, (IIéﬁHﬁp +E

Let us consider a strong supermartingale X € SP on [0,7]. Then, its paths are almost surely ladlag,
and it admits the (unique) Doob-Meyer decomposition (see e.g. Mertens [18]) :

Xt =Xo+ M — A — I, (A.1)
where M is a right-continuous martingale, A is a predictable non-decreasing right-continuous process
with Ay = 0, and I is a predictable non-decreasing left-continuous process with Iy = 0.

The following extends [16, Thm 3.1|, which is the key ingredient of our main results, Theorem 2.1
and Theorem 2.2.

Lemma A.1. For every constant p > 1, there is some constant C% | > 0 such that, for all strong
supermartingale X € SP (with the decomposition (A.1)), one has

1Al + Il < Chy 1 X lso -

Proof. (i) We suppose in addition that X is right-continuous so that I = 0. Denote X* :=
supg<¢<7 | X¢| and define X as the right-continuous version of the martingale E[X *‘}"t]. Then X :=
X + X is a positive right-continuous supermartingale on [0, 7], with the Doob-Meyer decomposition

X, = (X, + M,) — Ay

Setting X; := Xp for t € [T,T+1) and X; = 0 for t € [T +1,00), then X is in fact a right-continuous
potential (recall that a potential is a non-negative right-continuous supermartingale X on [0, 00) such
that limy_,o E[X;] = 0). Using Meyer [19, Thm 1] (see also [16, Thm 3.1]), there is some constant
C, such that

1Al < G,

Sp
By the definition of X and Doob’s martingale inequality, we get

1Al <

v p
£, =< <1 + pl> 1X s -
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(ii) We now consider the case when X is not necessary right-continuous. By Mertens [18], we know
that the process X + I is a right-continuous strong supermartingale, and that the left-continuous
process I is obtained as the limit of an increasing sequence I. := lim._, lim, o I°", where I5" is

defined by

n

87” Pp—
It i E : (XUZ’TL - Xa,i’"+)10}i’n<t7
k=1

in which (Ui’n)lgkgn is the non-decreasing sequence of stopping times which exhausts the first n
jumps of X such that X; — X; > e. In Step (iii) we will show that [[157(|, < C}

constant C’I’)’ > 0 independent of € and n, then it follows from the monotone convergence theorem
that

X H for some
Sp

]l < Cp

& p
%], < (14 525) IXss,

and hence

p p
4l < €3 (14 -2 ) 1 1l <G (1422 ) (14 6 X
(i) It is now enough to prove that L\In Ml < Cp || X|lgp for some constant C) independent of
(n,€). Notice that the discrete process X := (Xo, Xgem, Xpen oo, Xoem, Xpen, ) is a discrete time
supermartingale. By interpolation, we can turn it into a right-continuous strong supermartingale on
[0,T]. Then, using the results in Step (i) we obtain that

. p
|57y < O X g0, with € i= ) (1 ; p_1> .

O]

Remark A.1. A careful reading of the proof in [19] shows that the constant can be computed explicitly

and is given by
_k_

k i p—1 9 1
: DJ D p-1
C' := min —_ 1 + 1 .

P a<k<p ijQP—] P <p—1> peit?

Meyer’s result show that for a supermartingale X with Doob-Meyer’s decomposition X = M — A, we
can control A by X; the following example shows that given two supermartingales, we cannot control
the difference of the A parts by the difference of the supermartingales.

Example A.1. Let W be a one dimensional Brownian motion. Fix € > 0 and let V be defined by

V, = ZWTkl[%TkH)(t), where 79 := 0, Tp4q :=1inf{t > 7 : |Wy — W, | > €}
k>0

Notice that V is of finite variation with decomposition V' =V — V= such that V* and V'~ are two
non-negative non-decreasing and predictable process. Let X! := W — V1 and X? := —V~, then
sup, | X} — X?| = sup, [W; — V;| <&, but V — V~ =V cannot be controlled by «. O

We finally provide a technical lemma used in the paper. Recall the definition of ¢, in (2.7) and
observe that [¢p_1(y)| = |y[P~21,z0.
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Lemma A.2. Let X be a ladlag semimartingale. Then for all p € (1,2) and o > 0, we have P — a.s.
for any t € [0, T

T T
P X P < 3T | XpP — p / "5 S| X s — p / P ¢p(Xs-)d X,
t t

2
_ p(p;l) > e Xy - X, [ (\X87|2 \ |X8+|2>

t<s<T

T
_ple—1) [ e o] dpx;

[MiS]

1
L X vIX o700

where we denote Xty = Xrp.

Proof. This is an immediate consequence of a straightforward adaptation of [13, Lemmas 7, 8 and

9], together with the It6’s formula for ladlag processes in [15, p.538]. O
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