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On the structure of the manuscript

This manuscript presents in a synthetic way the research I have conducted after my PhD
thesis and until now. It is divided in four chapters of unequal length. The purpose of the
�rst one is to introduce the various concepts and notations used in the rest of the paper.
In Section 1.1 we recall the model of zero-sum stochastic games and brie�y discuss certain
questions about their asymptotic behavior ; in Section 1.2 we introduce some algebraic
objects (semi-algebraic sets, o-minimal structures) that will appear in the next chapters.

Chapter 2 is the bulk of the manuscript and concerns my works on zero-sum repeated
games. It is itself divided in four sections. The �rst one is dedicated to positive results
on the asymptotic behavior of zero-sum stochastic games (either as the number of stages
goes to in�nity, or as the discount factor goes to 0), using di�erent techniques with either
an algebraic, analytic or geometric �avor, and applications to di�erent type of games
(absorbing, recursive, de�nable,...) The second one gives "negative" results, meaning ex-
amples of games whose values do not converge. The third section concerns a comparison
with continuous time processes: a �rst framework concerns games with varying stage du-
rations ; in a second part we consider the asymptotic properties of payo�s and occupation
measures when the game is embedded in the time frame [0, 1]. The fourth and last section
study some links between values with di�erent evaluations of the stage payo�.

Chapter 3 concerns a totally di�erent topic: the structure of sets of Nash equilibria
or equilibrium payo�s of N -players one shot games. We prove that every set that could
reasonably be a set of equilibrium payo� of a 3-player game indeed is, and related results
for sets of equilibria under projection. This has implications on the complexity and
computability of some problems concerning Nash equilibria of a game.

Finally the very short Chapter 4 gives a new minmax theorem with no regularity
assumption on the payo�.

Due to the nature of the manuscript there are several bibliographies. A personal
bibliography (separated in published papers and preprints) is given before the table of
contents; its elements will be referred to with letters, as [Vig10] for example. The global
bibliography is at the end of the manuscript; its elements will be cited with numbers.

Some of our results will be given with just a sketch of proof or under some additional
assumptions; of course the interested reader is invited to consult full proofs in the cited
works.
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Chapter 1

Introduction

1.1 Zero-sum stochastic games

1.1.1 De�nitions and fundamental properties

A zero-sum stochastic game is a two-person repeated game where the state evolves from
stage to stage, depending on the current state and the actions of the players. A stochastic
game is determined by

− Three nonempty sets: a set of states Ω, and two sets of actions I and J for Player
1 and 2 respectively.

− A payo� function g : I×J×Ω→ R and a transition probability ρ : I×J×Ω→ ∆(Ω),
where ∆(Ω) is the set of probability measures over Ω.

Such a game is denoted by Γ = (Ω, X, Y, g, ρ). At stage t = 1 to in�nity, knowing the
past history of states and actions (ω1, i1, j1, · · · , ωt−1, it−1, jt−1, ωt), Player 1 and Player
2 chose independently xt ∈ X := ∆(I) and yt ∈ Y := ∆(J). The actions it and jt are
drawn according to xt and yt respectively, and ωt+1 is drawn according to ρ(ωt, it, jt). The
triplet (it, jt, ωt+1) is publicly announced and the game goes to stage t + 1. Denote by
Ht := (Ω × I × J)t × Ω the set of histories after stage t, and H := ∪+∞

t=0Ht the set of
all �nite histories. A (behavioral) strategy of Player 1 (resp. 2) in Γ is thus a mapping
σ : H → ∆(I) (resp. τ : H → ∆(J)).

A probability measure θ being given in ∆(N∗), the stochastic game Γθ(ω) with eval-
uation θ and starting state ω is the zero-sum game in which Player 1 (resp. Player 2)
maximizes (resp. minimizes) the quantity Eσ,τ

∑+∞
t=1 θtg(it, jt, ωt). Two important special

cases are games Γn with �nite horizon n, n ∈ N∗, for which θ is uniform on {1, · · · , n} ;
and λ-discounted games Γλ, λ ∈]0, 1], for which θt = (1− λ)λt−1.

Denote V alX×Y the operator maxX minY = minY maxX (when a suitable minmax
theorem holds). The following fundamental result is due to Shapley [83].

Proposition 1.1.1 Assume that Ω, I and J are �nite. Then for every starting state ω,
Γn(ω) has a value vn(ω) for all n, and Γλ(ω) has a value vλ(ω) for all λ.
Moreover, de�ne Ψ : RΩ → RΩ and Φ :]0, 1]×RΩ → RΩ by
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Ψ(f)(ω) = Val(x,y)∈X×Y
[
g(x, y, ω) + Eρ(x,y,ω)f(·)

]
(1.1.1)

Φ(α, f)(ω) = αΨ

(
1− α
α

f

)
(ω) (1.1.2)

= Val(x,y)∈X×Y
[
αg(x, y, ω) + (1− α)Eρ(x,y,ω)f(·)

]
(1.1.3)

where g and ρ have been bilinearly extended to ∆(I) and ∆(J). Then the functions
vn : Ω→ R satisfy the recursive equation

vn = Φ

(
1

n
, vn−1

)
(1.1.4)

which implies

vn =
Ψn(0)

n
. (1.1.5)

Similarly, the function vλ : Ω→ R is the only solution of the �xed point equation

vλ = Φ (λ, vλ) . (1.1.6)

An immediate consequence is that in Γλ players have optimal strategies that only
depend on the current state (called stationary strategies), and that in Γn players have
optimal strategies that only depend on the current state and current stage m (called
Markovian strategies). In particular vn and vλ do not depend on the observation of past
actions.

The map Ψ : RΩ → RΩ is the Shapley operator of the game and describe its recursive
structure. It is immediate that Ψ satis�es the two following properties:

− Monotonicity: f ≤ g =⇒ Ψ(f) ≤ Ψ(g).

− Additive Homogeneity: Ψ(f + c) = Ψ(f) + c for every c ∈ R

In fact, in the �nite state case, a reverse holds [47]: any monotone and homogeneous
operator Ψ : Rk → Rk is the Shapley operator a game with k states (but with non
compact action sets and an unbounded payo�).

Monotonicity and additive homogeneity imply [14] that Ψ is nonexpansive for the
uniform norm:

‖Ψ(f)−Ψ(g)‖∞ ≤ ‖f − g‖∞
and thus that Φ(α, ·) is (1− α)− contracting:

‖Φ(α, f)− Φ(α, g)‖∞ ≤ (1− α)‖f − g‖∞
hence

vλ = Φ∞ (λ, ·) (0). (1.1.7)
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Also remark that Φ can be continuously extended for α = 0 to the recession operator
Φ(0, ·):

Φ(0, f)(ω) = lim
α→0

Φ(0, α) = Val(x,y)∈X×Y
[
Eρ(x,y,ω)f(·)

]
.

Finally, for α ∈ [0, 1], f ∈ RΩ and ω ∈ Ω one denotes Xα(f)(ω) (resp Yα(f)(ω)) the set of
optimal strategies of Player 1 (resp. of Player 2) in (1.1.3). In the particular case where
f = vα we denote simply Xα(ω) the set Xα(vα)(ω) of optimal stationary strategies in the
state ω in the α-discounted game.

It turns out that Proposition 1.1.1 can be extended to a much wider settings than just
�nite games, see for example [23, 33, 56, 61, 68, 88, 94]: the recursive structure of a game
is summarized by its nonexpansive Shapley operator Ψ de�ned from some set F to itself,
where F is some subset of the set of bounded functions from Ω to R. We will consider in
this manuscript two settings in particular, in addition to the �nite setting:

− The ��nite/compact� setting: Ω is �nite, I and J are compact, g(·, ·, ω) and ρ(·, ·, ω)
are separately continuous for all ω, and g is bounded. Proposition 1.1.1 then applies
word for word.

− The �compact/compact� setting: Ω, I and J are compact metric, g is continuous, and∫
f(ω′)ρ(dω′|ω, i, j) is continuous for every bounded and continuous f . Then one

considers F the set of bounded continuous functions from Ω to R, and Proposition
1.1.1 applies with Ψ mapping F to itself.

In terms of game structure, we will be interested in the following classes of stochastic
games.

a) Markov decision processes corresponds to the one-player case, meaning that J is a
singleton. In that case Proposition 1.1.1 is due to Bellman [8].

b) The game is controlled by Player 1 (resp. 2) if ρ(i, j, ω) does not depend on j (resp
i).

c) The game is with perfect information if in each state the transition and payo� are
controlled by one of the player, but this player depends on the state.

d) The game is with switching control if in each state the transition is controlled by
one of the player (depending on the state): the action of the other player has no
in�uence on transitions from this state, but it may alter the payo�.

e) An absorbing game [45] is a game in which only one state is nonabsorbing ; a state
ω being absorbing if ρ(ω|i, j, ω) = 1 for all (i, j) ∈ I × J .

f) A recursive game [31] is a game in which g(i, j, ω) = 0 for every (i, j) ∈ I × J and
every nonabsorbing state ω.

g) A game with incomplete information and standard signaling [4] is a �nite game in
which the starting state ω = (k, l) in Ω = K × L does not evolve under time but
is not perfectly known: k and l are chosen with known probabilities p ∈ ∆(K) and
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q ∈ ∆(L) respectively and Player 1 (resp. 2) is only informed on k (resp l). The
actions are observed along the play but not the state, hence this does not belong
to the class of stochastic games per se. However it turns out that the recursive
structure of this game is the same that in an auxiliary stochastic game with state
set ∆(K) × ∆(L) representing the belief of each player on the knowledge of the
other. Hence to study vn and vλ one can consider this auxiliary stochastic game
with compact state set. Remark that for games with incomplete information on one
side (L is a singleton), this auxiliary stochastic game is controlled by Player 1.

h) More generally, some stochastic games with incomplete information, see for example
[74, 76, 78, 79, 81, 86, 87, 89, 92], can be rewritten as stochastic games on a larger set
of states.

1.1.2 The asymptotic study of zero-sum stochastic games: van-

ishing stage weight

A substantial part of this memoir (sections 2.1, 2.2, 2.4 and part of section 2.3) will be
concerned with the asymptotic study of the families vλ and vn as λ goes to 0 and n goes
to in�nity. In both cases the relative weight of a stage payo� with respect to the future
payo� goes to 0, hence we will call this vanishing stage weight.

The asymptotics of zero-sum games with vanishing stage weight has been studied in
many frameworks. The main questions are

− Existence of lim vn and lim vλ.

− Equality of the two limits (call then v the common value) ; we then say that the
game as v as an asymptotic value.

− Characterization of v.

− Convergence to v for games with general evaluations θ.

In Section 2.1 we will prove existence of an asymptotic value v in several frameworks,
with a characterization in some cases. Here we brie�y recall (without any claim of ex-
haustivity) several type of proofs used in the literature. All of these are parts of what
is called the operator approach, that puts emphasis on the study of the Shapley operator
Ψ and its properties rather than on a precise construction of optimal strategies. Given
a nonepansive operator Ψ from some (closed convex subset of a) Banach space to itself,
we search su�cient conditions for the quantity vn and vλ de�ned in (1.1.5) and (1.1.6)
to converge. Observe that, in contrast with a signi�cant portion of the literature (see
for example [5, 21, 48,57]) on iterations of nonexpansive mappings, a Shapley operator Ψ
does not preserve any bounded set and has no �xed point (except in trivial cases). As we
are interested in the asymptotics of Ψn

n
and not Ψn the focus is more on the existence of

invariant or almost invariant half lines [80,90].
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A �rst type of proofs follows what we will call the algebraic approach. One uses
algebraic properties of the game (typically, �niteness), or of its Shapley operator, to prove
the existence of a common limit [BGV15,9,10,13,69,99], its ergodicity [1], to characterize
it [50], to compute it [20] or to compute the optimal stationary strategies in Γλ [85].
One could also incorporate into this category Everett's asymptotic result on recursive
games [31], as the proof is by induction on the number of �nite states. This type of proof
is particularly adapted to the �nite setting. Typical tools are semi algebraic sets (see
Section 1.2.1) ; and one sometimes obtains qualitative algebraic property of the family
of values: development as Puiseux series, �nite length of the curve (λ, vλ), Blackwell
optimality in the case of Markov Decision Processes. We will present our results with this
approach in Section 2.1.1.

A second type of proof corresponds to what we will call the analytic approach. Here
one uses analytical properties of the game (compactness, (equi)continuity of the values)
or of its Shapley operator to prove existence of a common limit (see for example [SV13,19,
45,49,59,75,78,80,90]). A common technique is to prove uniqueness of any accumulation
point of vn or vλ (by establishing that all such accumulation points are solutions of a
common equation with a unique solution, by proving that for two such accumulation
points v and w, v − w is nonnegative on Argmax(w − v),...) One sometimes obtains
qualitative analytic properties of the family of values: unique solution of some �xed point
equation [59] or of some variational inequalities [SV13,19,49,80]. This type of proof does
not rely on the �niteness of the action set and is thus more adapted to the �nite/compact
or compact/compact settings. We will present our results with this approach in Section
2.1.2.

Finally, a third type of proof is the geometric approach. Here the focus is less on the
operator Ψ but on its domain (F , ‖ · ‖). Outside game theory, equation (1.1.5) has been
studied for general non expansive operators Ψ ; convergence of vn has been established
when (F , ‖ · ‖) is a closed convex subset of a Hilbert space [71], more generally under
suitable strict convexity assumptions [73], and �nally when (F , ‖ · ‖) is a closed convex
subset of a Banach space whose dual has a Fréchet di�erentiable norm [46]. Unfortunately
in the framework of stochastic games, ‖·‖ is the uniform norm and none of these theorems
apply. In fact, in this uniform norm case, without any assumption on Ψ apart from
nonexpansiveness vn fails to converge even for F = R2 [46]. If in addition Ψ is assumed
to be monotone and additively homogeneous, vn fails to converge even for F = R3 [39].
This approach is useful however to establish some properties weaker than convergence for
all starting states but true with very mild assumptions on the game. For example, ‖vn‖∞
and ‖vλ‖∞ converge [46] as soon as Ψ is well de�ned ; and in the compact/compact case
vn(ω) converges for at least two starting states ω [GV12,64]. We will present our results
with this approach in Section 2.1.3.

In recent years several examples of stochastic games for which neither vn nor vλ con-
verge have been found in various frameworks. In [Vig13] a �nite/compact game with oscil-
lating values is constructed. In [97] examples are given for stochastic games with compact
state set and �nite action sets, games with perfect informationl in the �nite/compact set-
ting, and for other classes of games that do not belong to the framework of Section 1.1.1
(games without full observation of the state variable). In [SV15] a general method is given
to construct such examples in a variety of frameworks, recovering the ones of [Vig13, 97]
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and giving a new example in the �nite/compact framework with �nitely many actions for
Player 2. In Section 2.2 we will present our negative results.

Concerning now the question of the equality of the limits of vn and vλ (when they
exists), so called Tauberian theorems establish that one family (uniformly) converges as
soon as the other does. They were successively established in the zero player case [40],
in the one player case in discrete time [53] and then for continuous time with ergodicity
conditions [2] or without [OBV13]. In the two player case, the result was obtained for
recursive games [55] and then for any stochastic game in the compact/compact framework
[98], as well as for very general games played in continuous time [42, 43]. One can also
investigate related theorems for more general families of evaluations θ, see for example
[Vig10,63,100]. In Section 2.4 we will present our results on this subject.

1.1.3 The asymptotic study of zero-sum stochastic games: van-

ishing duration

As in section 1.1.2, we are interested in the asymptotics of values when the number of
interactions during any given fraction of the play goes to in�nity. Here however, instead
of having a �xed stage length of 1 and a varying evaluation of the payo�s, the time
evaluation θ is �xed and the stage duration is varying. A particular case is vanishing stage
duration, leading to a continuous time game at the limit. As in the previous section, we
are interested in the asymptotics of values when the number of interactions during any
given fraction of the play goes to in�nity.

One introduces two families of varying stage duration games, see Neyman [65], as-
sociated to Γ: linearization via �exact" games, and �discretization" of a continuous time
model. In both frameworks let us describe the link with some fractional Shapley operator.

a) Exact games
Consider �rst a zero-sum stochastic game Γ = (Ω, I, J, g, ρ) in the compact/compact

framework, with a Shapley operator Ψ. De�ne q = ρ−Id, that is q(ω′|i, j, ω) = ρ(ω′|i, j, ω)
if ω′ 6= ω and q(ω|i, j, ω) = ρ(ω|i, j, ω) − 1. Given a step size h ∈ (0, 1], de�ne an exact
game Γh with stage duration h, stage payo� hg and stage transition ρh = Id+ hq. That
is, Γh = (Ω, I, J, hg, ρh). Γh appears as a linearization of the game Γ: during a stage of
duration h both the payo� and the state variation are proportional with factor h to those
of a stage of duration one.

De�nition 1.1.2 Given h ∈ [0, 1], let Ψh = (1− h)Id+ hΨ.

Then one has:

Proposition 1.1.3 Ψh is the Shapley operator of the game Γh.

Proof.

Ψh(f)(ω) = (1− h)f(ω) + h Val

{
g(x, y, ω) +

∫
Ω

f(ω′)ρ(dω′|x, y, ω))

}
= (1− h)f(ω) + Val

{
h g(x, y, ω) +

∫
Ω

f(ω′)(h(Id+ q))(dω′|x, y, ω)

}
= Val

{
h g(x, y, ω) +

∫
Ω

f(ω′)ρh(dω
′|x, y, ω)

}
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with ρh = Id+ hq. Hence Ψh is the one stage operator associated to the game Γh.
One can now consider for example the repeated games with �nite horizon and discounted
games associated to Γh. Natural questions are, in the �nite horizon case :

− given a total time length M , what is the asymptotic behavior of the value of the
N -stage game with stage duration h, as h vanishes and Nh = M .

− what is the asymptotic behavior of the value, as Nh goes to ∞,

and similarly in the discounted framework.
b) Discretization
Let now Γ be a stochastic game in the �nite/compact framework and de�ne q as in

the previous case. We consider here a continuous time jointly controlled Markov process
associated to the kernel q.
Explicitly, de�ne Pt(i, j) as the continuous time homogeneous Markov chain on Ω, indexed
by R+, with generator Q(i, j)(ω, ω′) = q(ω′|i, j, ω):

Ṗt(i, j) = Pt(i, j)Q(i, j). (1.1.8)

Given a stepsize h ∈ (0, 1], G
h
is the discretization with mesh h of the game in continuous

time Γ where the state variable follows Pt and is controlled by both players, see [37,66,95,
96]. More precisely the players act at time s = kh by choosing actions (is, js) (at random
according to some xs, resp. ys), knowing the current state. Between time s and s + h,
the state ωt evolves with conditional law Pt following (1.1.8) with Q(is, js) and Ps = Id.

The associated Shapley operator of this stochastic game is Ψh with

Ψh(f) = Val
X×Y
{gh + Ph ◦ f} (1.1.9)

where gh(ω0, x, y) stands for E[
∫ h

0
g(ωt;x, y)dt] and Ph(x, y) =

∫
I×J P

h(i, j)x(di)y(dj).
In section 2.3.1 we investigate both types of game with varying stage duration, based

on results from [Vig10,SV16] using the �analytic� operator approach. Some of these results
can also be proved using more algebraic or strategic tools [65], or viscosity techniques [91].

1.2 Semi algebraic sets and o-minimal structures

In this section we present several algebraic tools that we will use in sections 2.1.1 and 3

1.2.1 Semi algebraic sets

Let us recall some facts about semi algebraic sets that will be used in the manuscript.
The reader interested in proofs of these results is referred to the literature on the subject,
for example [7, 15]. We �rst give the de�nition of a semi algebraic set.

De�nition 1.2.1 A set F ⊂ Rn is a semi algebraic set (resp. a basic semi algebraic set)
if it can be written as a �nite union and intersection (resp. as a �nite intersection) of sets
of the form {x ∈ Rn, Pk(x) ≤ 0} and {x ∈ Rn, Pk(x) < 0}, where the Pk are multivariate
polynomials.
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A fundamental result [93], named Tarski-Seidenberg theorem, is the following:

Theorem 1.2.2 Let F ⊂ Rn be a semi algebraic set, and π : Rn → Rn−1 be the projection
on the �rst n− 1 coordinates. Then π(F ) is a semi algebraic set.

An easy corollary, that we will also call Tarski-Seidenberg theorem for convenience, is

Corollary 1.2.3 Let F ⊂ Rn be a semi algebraic set, and f : Rn → Rm a polynomial
mapping. Then f(F ) is semi algebraic.

A function from a real interval to R is said to be semi algebraic if its graph is. Germs
of semi algebraic functions are characterized by the following proposition:

Proposition 1.2.4 If f :]a, b]→ R is semi algebraic, then there exists c ∈]a, b] such that
f admits a Puiseux expansion on ]a, c]: there exists (M, p) ∈ Z×N∗ and reals ak, k ≥M
such that

f(x) =
+∞∑
k=M

akx
k
p ∀x ∈]a, c].

It turns out that semi algebraic sets are very useful tools for studying �nite games, and
we give here two well known examples. The �rst one is due to Bewley and Kohlberg [9]:

Proposition 1.2.5 If Γ is a �nite stochastic game, vλ converges as λ goes to 0.

Sketch of the proof. Writing optimality conditions in (1.1.6), one sees that the set
{(λ, (xλ(ω))ω∈Ω, (yλ(ω))ω∈Ω, (vλ(ω))ω∈Ω) , λ ∈]0, 1], xλ(ω) ∈ Xλ(ω), yλ(ω) ∈ Yλ(ω) ∀ω ∈ Ω}
is de�ned by polynomial inequalities and hence is semi algebraic. By Tarski-Seidenberg
theorem, for any �xed ω, the function λ→ vλ(ω) is semi algebraic, and Proposition 1.2.4
implies the existence of a Puiseux expansion

vλ(ω) =
+∞∑
k=M

akλ
k
p ∀x ∈]0, λ0].

Since vλ is bounded M is nonnegative and vλ(ω) tends to a0 as λ goes to 0.
Another application is the following, concerning now one-shot N -person games:

Proposition 1.2.6 Let Γ be an N-player �nite game in which player i action set is Ai
and payo� is gi. Then all these sets are semi algebraic:

− The set NE(Γ) of Nash equilibria of Γ.

− The set NEP(Γ) of Nash equilibrium payo�s of Γ.

Proof. σ ∈ NE(Γ) if and only if it satis�es the following polynomial inequalities:

− σi(ai) ≥ 0, for all i and ai ∈ Ai

−
∑

ai∈Ai σ
i(ai)− 1 ≤ 0 and −

∑
ai∈Ai σ

i(ai) + 1 ≤ 0 for all i.

− σi(ai)[gi(bi, σ−i)− gi(ai, σ−i)] ≤ 0 for all i and ai, bi in Ai.
Hence NE(Γ) is a (basic) semi algebraic set. By Tarski-Seidenberg theorem, NEP(Γ) is
also a semi algebraic set.
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1.2.2 o-minimal structures

O-minimal structures will play a role in Section 2.1.1, we recall here their de�nition as
well as basic results. Some references on the subject are [22,28,29].

For a given p in N, the collection of subsets of Rp is denoted by P(Rp).

De�nition 1.2.7 (o-minimal structure, [22, De�nition 1.5]) An o-minimal structure
on (R,+, .) is a sequence of Boolean algebras O = (Op)p∈N with Op ⊂ P(Rn), such that
for each p ∈ N:

(i) if A belongs to Op, then A×R and R× A belong to Op+1 ;

(ii) if Π : Rp+1 → Rn is the canonical projection onto Rn then for any A in Op+1, the
set Π(A) belongs to Op ;

(iii) Op contains the family of real algebraic subsets of Rn, that is, every set of the form

{x ∈ Rn : g(x) = 0},

where g : Rn → R is a real polynomial function ;

(iv) the elements of O1 are exactly the �nite unions of intervals.

A subset of Rp which belongs to an o-minimal structure O, is said to be de�nable in O
or simply de�nable. A mapping F : S ⊂ Rp → Rq is called de�nable (in O), if its graph
{(x, y) ∈ Rp ×Rq : y ∈ F (x)} is de�nable (in O) as a subset of Rp ×Rq.

Remark 1.2.8 By Tarski Seidenberg theorem, the class SA of semi algebraic sets is an
o-minimal structure (in fact, because of axiom (iii), it is the smallest one).

The following result is an elementary but fundamental consequence of the de�nition.

Proposition 1.2.9 ( [29]) Let A ⊂ Rp and g : A→ Rq be de�nable objects.
(i) Let B ⊂ A a de�nable set. Then g(B) is de�nable.
(ii) Let C ⊂ Rq be a de�nable set. Then g−1(C) is de�nable.

Because of the above de�nition and proposition, de�nable sets behave qualitatively as
semi-algebraic sets. The reader is referred to [22, 29] for a comprehensive account on the
topic.

We now give an example of use of the axioms characterizing an o-minimal structure,
that will be useful later on when considering games played on de�nable sets.

Example 1.2.10 Let us consider nonempty subsets A,B of Rp,Rq respectively, and g :
A×B → R a de�nable function. Note that the projection axiom applied on the graph of g
ensures the de�nability of both A and B. Set h(x) = infy∈B g(x, y) for all x in A and let
us establish the de�nability of h; note that the domain of h, i.e. domh = {x ∈ A : h(x) >
−∞} may be smaller than A and possibly empty. The graph of h is given by

graphh := {(x, r) ∈ A×R : (∀y ∈ B, g(x, y) ≥ r) and (∀ε > 0,∃y ∈ B, g(x, y) < r + ε)} .
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Consider the sets

T = {(x, r) ∈ A×R : ∀ε > 0, ∃y ∈ B, g(x, y) < r + ε} ,

S0 = {(x, y, r, ε) ∈ A×B ×R× (0,+∞) : g(x, y)− r − ε < 0} .

S0 is de�nable by Proposition 1.2.9(ii). Projecting S0 via Π(x, y, r, ε) = (x, r, ε), one
obtains the de�nable set S1 = {(x, r, ε) ∈ A×R× (0,+∞) : ∃y ∈ B, g(x, y)− r − ε < 0}.
Introducing Π′(x, r, ε) = (x, r), we see that T can be expressed as

(A×R) \ Π′ (E)

with E := (A×R× (0,+∞))\S1. Since the complement operations preserve de�nability,
T is de�nable. Using this type of idea and De�nition 1.2.7, we can prove similarly that

T ′ = {(x, r) ∈ A×R : ∀y ∈ B, g(x, y) ≥ r}

is de�nable. Hence graphh = T ∩ T ′ is de�nable and thus h is de�nable.

The most common method to establish the de�nability of a set is thus to interpret it
as the result of a �nite sequence of basic operations on de�nable sets (projection, com-
plement, intersection, union). This idea is conveniently captured by the notion of a �rst
order de�nable formula. First order de�nable formulas are built inductively according to
the following rules:

− If A is a de�nable set, x ∈ A is a �rst order de�nable formula

− If P (x1, . . . , xp) and Q(x1, . . . , xq) are �rst order de�nable formulas then (not P ),
(P and Q), and (P or Q) are �rst order de�nable formulas.

− Let A be a de�nable subset of Rp and P (x1, . . . , xp, y1, . . . , yq) a �rst order de�nable
formula then both

(∃x ∈ A,P (x, y))
(∀x ∈ A,P (x, y))

are �rst order de�nable formulas.

Note that Proposition 1.2.9 ensures that “g(x1, . . . , xp) = 0” or ‘g(x1, . . . , xp) < 0” are
�rst order de�nable formulas whenever g : Rp → R is de�nable (e.g. polynomial).
It is then easy to check, by induction, that:

Proposition 1.2.11 ( [22]) If Φ(x1, . . . , xp) is a �rst order de�nable formula, then {(x1, . . . , xp) ∈
Rp : Φ(x1, . . . , xp)} is a de�nable set.

For example an easy consequence of the above proposition is

Proposition 1.2.12 Let Ω be a de�nable open subset of Rn and g : Ω→ Rm a de�nable
di�erentiable mapping. Then its derivative g′ is de�nable.

There exists many regularity results for de�nable sets [29]. We will use the following
fundamental lemma :
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Theorem 1.2.13 (Monotonicity Lemma [29, Theorem4.1]) Let f : I ⊂ R→ R be
a de�nable function and k ∈ N. Then there exists a �nite partition of I into l disjoint
intervals I1, . . . , Il such that f restricted to each nontrivial interval Ij, j ∈ {1, . . . , l} is
Ck and either strictly monotone or constant.

We end this section by giving examples of o-minimal structures (see [29] and references
therein).

Examples (a) (globally subanalytic sets) There exists an o-minimal structure, that
contains all sets of the form {(x, t) ∈ [−1, 1]p × R : f(x) = t} where f : [−1, 1]p → R

(p ∈ N) is an analytic function that can be extended analytically on a neighborhood of
the box [−1, 1]p. The sets belonging to this structure are called globally subanalytic sets.

For instance the functions
sin : [−a, a]→ R

(where a ranges over R+) are globally subanalytic, while sin : R→ R is not (else the set
sin−1({0}) would be �nite by Proposition 1.2.9(ii) and De�nition 1.2.7(iv)).
(b) (log-exp structure) There exists an o-minimal structure containing the globally
subanalytic sets and the graph of exp : R→ R.

We shall also use a more �quantitative" characteristic of o-minimal structures.

De�nition 1.2.14 (Polynomially bounded structures) An o-minimal structure is called
polynomially bounded if for every de�nable function ψ : (a,+∞)→ R there exists a posi-
tive constant C and an integer N such that |ψ(t)| ≤ CtN for all t su�ciently large

The classes of semi-algebraic sets or of globally subanalytic sets are polynomially
bounded [29], while the log-exp structure is clearly not.

We have the following result, which can be viewed as an analogous to the Puiseux
development of Proposition 1.2.4 in the more general case of o-minimal structures:

Corollary 1.2.15 ( [29]) If ε > 0 and φ : (0, ε) → R is de�nable in a polynomially
bounded o-minimal structure there exist c ∈ R and α ∈ R such that

φ(t) = ctα + o(tα), t ∈ (0, ε).
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Chapter 2

Zero-sum repeated games

2.1 Su�cient conditions for convergence of values

In this section we give proofs of convergence of vn and vλ in di�erent settings. In the �rst
subsection we introduce games de�nable in an o-minimal structure and give conditions for
such games to admit an asymptotic value. In the second subsection we give new proofs
of convergence, using comparison theorems, for absorbing games and recursive games
in the �nite/compact framework. In the third subsection we consider a more abstract
setting and general nonexpansive operators de�ned on some space F , and investigate the
asymptotic properties of Ψ depending on the geometry of F .

2.1.1 Algebraic approach

This section follows [BGV15]. As we said in the introduction the algebraic approach is
very adapted to �nite games ; here we try to use the same ideas for stochastic games in
the �nite/compact setting, in which in addition both g and ρ are de�nable in some �xed
o-minimal structure (for example the semi algebraic one), see Section 1.2.2 for de�nitions.
We say that such a stochastic game is de�nable in the o-minimal structure. One example
would be when I and J are intervals and g and ρ are rational functions.

To prove existence of an asymptotic value in this context, it is natural to consider the
two following questions:

(a) Under which conditions the Shapley operator of a de�nable game is de�nable (in
the same o-minimal structure) ?

(b) If a Shapley operator of a game is de�nable, what are the consequences in terms of
games values?

Let us �rst answer to b) with the following proposition. Part (i) generalizes a similar
result in [64] in the speci�c case of the semi algebraic structure.

Proposition 2.1.1 If Ψ is de�nable, then the following assertions hold true.

(i) The limits of vλ and vn exist and coincide, i.e.

lim
n→+∞

vn = lim
λ→0

vλ := v∞.
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(ii) If Ψ is de�nable in a polynomially bounded o-minimal structure, there exists θ ∈
(0, 1] such that

‖vn − v∞‖ = O(
1

nθ
).

Sketch of the proof. The proof is similar in spirit to Proposition 1.2.5 in the �nite case.
Since Ψ is de�nable one can write the function λ→ vλ using a �rst order formula, and by
Proposition 1.2.11 this function is thus de�nable. The monotonicity lemma (Proposition
1.2.13) then implies that for every ω, vλ(ω) is piecewise monotone, and thus converges since
it is bounded. It also implies that vλ is of bounded variation, which implies convergence
of vn to the same limit [64], and the estimate (ii) in the polynomially bounded case.

Remark 2.1.2 The fact that the curve vλ is of bounded variation implies [60] that the
stronger notion of uniform value holds as soon as the stage payo�s are observed.

Answering part a) is unfortunately more di�cult ; in particular there exists games
de�nable in the semi algebraic structure such that neither Ψ nor λ→ vλ are semi algebraic.

Example 2.1.3 Consider the following stochastic game with two states {ω1, ω2} and ac-
tion sets [0, 1] for each player. The �rst state is absorbing with payo� 0, while for the
second state, the payo� is

g(x, y, ω2) =
1 + x

2(1 + xy)2

and the transition probability is given by

1− ρ(ω1|x, y, ω2) = ρ(ω2|x, y, ω2) =
(1 + x)y

2(1 + xy)2
,

for all (x, y) in [0, 1]2.

Then on 0 ≤ f1 < f2 ≤ 1 one has Ψ1(f1, f2) =
(
f1, f1 + f2−f1

2 ln(1+f2−f1)

)
, and

vλ = λ(e
1−λ
2 −1)

1−λ in the nonabsorbing state.

Observe however that vλ still converges in this example, and in fact both Ψ and vλ
are de�nable in the larger o-minimal structure of globally subanalytic sets.

To answer positively question a) one thus needs more structure on the game.

De�nition 2.1.4 A function h : I × J × Ω to R is separably de�nable if

h(i, j, ω) =
K∑
k=1

ak(i, ω)bk(j, ω).

where K is a positive integer, and ak(·, ω) and bk(·, ω) are continuous de�nable functions.
A stochastic de�nable game (Ω, X, Y, g, ρ) is separably de�nable, if both g and ρ(ω′|·), for
every ω′, are separably de�nable.

The most natural example of separably de�nable games are games with semi-algebraic
action spaces and polynomial reward and transition functions. One then establishes
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Proposition 2.1.5 Separably de�nable games have a de�nable Shapley operator.

Sketch of the proof. Let Γ be such a game and Ψ its Shapley operator. Fix ω ∈ Ω,
we prove that f → Ψ(f)(ω) is de�nable. Since g and ρ(ω′|·) are separably de�nable, one
can write

Ψ(f)(ω) = ValX×Y

{
K∑
k=1

a0
k(x)b0

k(y) +
∑
ω′∈Ω

f(ω′)
K∑
k=1

aω
′

k (x)bω
′

k (y)

}

where each a0
k, b

0
k, a

ω′

k , b
ω′

k is continuous, linear and de�nable. This can then be written
as

Ψ(f)(ω) = sup
S∈L

inf
T∈M

SM(f)T t.

where L ⊂ RK(1+|Ω|) is the convex hull of the set

{
(awk (i))

1≤k≤K,w∈Ω∪{0}
, i ∈ I

}
,M⊂ RK(1+|Ω|)

is the convex hull of the set

{
(bwk (j))

1≤k≤K,w∈Ω∪{0}
, i ∈ I

}
, and M(f) is a diagonal matrix

whose diagonal entries consist either of 1 or of some f(ω′). The function f → M(f) is
clearly de�nable. By Caratheodory's theorem, L and M can be expressed using a �rst
order formula, and are thus de�nable by Proposition 1.2.11. One concludes using Example
1.2.10 and its dual.

Corollary 2.1.6 Let Γ be a game in the �nite/compact setting, such that ρ(ω′|·) is sep-
arably de�nable for every ω, and g is continuous. Then vλ and vn converge to a common
limit.

Sketch of the proof. When the payo� g is also separably de�nable it is an imme-
diate consequence of propositions 2.1.1 and 2.1.5. In general, one uses Stone-Weierstrass
theorem to approximate the continuous g by polynomials (that are separably de�nable),
and use the fact that the Shapley operator of a game depends continuously of its payo�
function.

In particular,

Corollary 2.1.7 Let Γ be a game in the �nite/compact setting with a de�nable transition
probability, and either switching control or �nitely many actions on one side. Then vλ
and vn converge to a common limit.

Remark 2.1.8 In both cases the result no longer hold without the de�nable hypothesis,
see [SV15,97] and Section 2.2.

Leaving the game theoretic framework for an instant, let us �nally give an application
of proposition 2.1.1 (in the case of the log− exp structure) to nonlinear Perron-Frobenius
theory:
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Corollary 2.1.9 (Growth minimization) Assume that T is a self-map of (R∗+)d, every
coordinate of which can be written as

[T (f)]i = inf
p∈Mi

〈p, f〉 1 ≤ i ≤ d, (2.1.1)

where Mi is a subset of Rd
+. Assume in addition that each set Mi is de�nable in the

log-exp structure. Then, the growth rate χ(T ) = exp(limn→∞ n
−1 log T n(e)) does exist and

is independent of the choice of e ∈ intC.

2.1.2 Analytic approach

This section is based on [SV13] in which we give new proofs of convergence of the dis-
counted values via a comparison principle in three frameworks : �nite/compact absorbing
games, �nite/compact recursive games, and games with incomplete information and stan-
dard signaling. We explain here in detail the idea of the proof in case of absorbing and
recursive games games, which are very di�erent from the original ones in [45] and [31]
respectively. The proof for games with incomplete information, which is in the same spirit
that the two we will present, use tools quite similar than those used by Laraki in [49] so
we omit it here.

a) Absorbing games
Without loss of generality an absorbing game has three states: the nonabsorbing one

ω as well as two absorbing states 1∗ and −1∗ with absorbing payo� 1 and −1 respectively.
Since the only interesting starting state is ω we drop all references to it in the formulas
when there is no ambiguity. Denote p(i, j) = ρ(ω|i, j, ω) and p∗(i, j) = 1 − p(i, j) the
nonabsorbing and absorbing probabilities respectively. Also de�ne, for p∗(i, j) < 0, the
absorbing payo� given (i, j):

g∗(i, j) =
ρ(1∗|i, j, ω)− ρ(1∗|i, j, ω)

p∗(i, j)
.

g∗(i, j) is not de�ned when p∗(i, j) = 0, but in that case we use the convention that
p∗(i, j)g∗(i, j) = 0. Then the Shapley operator can be simply rewritten as a function from
R to itself, where the only variable is the value in starting state ω, as

Ψ(f) = Val(x,y)∈X×Y {g(x, y) + p(x, y)f + p∗(x, y)g∗(x, y)} . (2.1.2)

where g, p, and p∗g∗ are bilinearly extended on X × Y .

Lemma 2.1.10
i) Let f ∈ R such that f ≥ Φ(0, f) and y ∈ Y0(f). Then, for any x ∈ X,

p∗(x, y) > 0 =⇒ f ≥ g∗(x, y).

ii) Let f ∈ R such that f ≤ Φ(0, f) and x ∈ X0(f). Then, for any y ∈ Y ,

p∗(x, y) > 0 =⇒ f ≤ g∗(x, y).
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Proof. Given x ∈ X and y ∈ Y0(f),

f ≥ Φ(0, f) ≥ p(x, y)f + p∗(x, y)g∗(x, y)

and p(x, y) = 1− p∗(x, y), hence the result.
Given λ ∈]0, 1[, x ∈ X and y ∈ Y , let rλ(x, y) be the induced payo� in the discounted

game by the corresponding stationary strategies.

Lemma 2.1.11

rλ(x, y) ≤

{
g(x, y), if p∗(x, y) = 0,

max(g(x, y), g∗(x, y)), if p∗(x, y) > 0.

Proof.

rλ(x, y) = λg(x, y) + (1− λ) [p(x, y)rλ(x, y) + p∗(x, y)g∗(x, y)] ;

hence

rλ(x, y) =
λg(x, y) + (1− λ)p∗(x, y)g∗(x, y)

λ+ (1− λ)p∗(x, y)
.

Corollary 2.1.12 vλ converges as λ goes to 0.

Proof. Suppose, on the contrary, that there are two sequences vλn → v and vλ′n → v′

with v > v′. Up to an extraction, one can assume that xλn ∈ Xλn(vλn) converges to x
and, similarly, yλ′n ∈ Yλ′n(vλ′n) converges to y. By continuity v′ = Φ(0, v′) and y ∈ Y0(v′).
For n large enough that v′ < vλn , if p

∗(xλn , y) > 0 then the �rst assertion in Lemma 2.1.10
gives

g∗(xλn , y) ≤ v′ < vλn ≤ rλn(xλn , y)

hence vλn ≤ g(xλn) by Lemma 2.1.11 . If p∗(xλn , y) = 0, Lemma 2.1.11 also gives im-
mediately vλn ≤ g(xλn). Going to the limit we get v ≤ g(x, y). A dual reasoning yields
v′ ≥ g(x, y), a contradiction.

We now identify the limit v of the absorbing game, with a di�erent formula than the
one proved in the �nite case in [19,50]

De�nition 2.1.13 De�ne the function W : X × Y → R by

W (x, y) := med

(
g(x, y), sup

x′;p∗(x′,y)>0

g∗(x′, y), inf
y′;p∗(x,y′)>0

g∗(x, y′)

)
,

where med(·, ·, ·) denotes the median of three numbers, with the usual convention that a
supremum (resp., an in�mum) over an empty set equals −∞ (resp., +∞).

Corollary 2.1.14 The limit v is the value of the zero-sum game, denoted by Υ, with
action spaces X and Y and payo� W .
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Proof. It is enough to show that v ≤ w := supx infyW (x, y) as a dual argument yields
the conclusion. Assume, by contradiction, that w < v.

Let ε > 0 with w+ 2ε < v. Consider x ∈ X0(v) an accumulation point of xλ ∈ Xλ(vλ)
and let y be an ε-best response to x in the game Υ. Lemma 2.1.10 ii) implies that

inf
y′;p∗(x,y′)>0

g∗(x, y′) ≥ v > w + ε ≥ W (x, y),

so that

W (x, y) = max

(
g(x, y), sup

x′;p∗(x′,y)>0

g∗(x′, y)

)
.

Thus, sup
x′;p∗(x′,y)>0

g∗(x′, y) ≤ w+ε < v−ε and, similarly, g(x, y) < v−ε. The corresponding

inequalities hold with xλ, for λ small enough:

p∗(xλ, y)[g∗(xλ, y)− (v − ε)] ≤ 0, g(xλ, y) ≤ v − ε,

leading by Lemma 2.1.11 to vλ ≤ v − ε, a contradiction.
b) A general result, and application to recursive games
We now use the same techniques than in Part a) but for general �nite/compact games.

The proposition below will only ensure convergence of vλ for certain classes of these games
(for example recursive ones), but it is interesting to state it in general to understand what
argument is missing in other classes.

Proposition 2.1.15 Let Γ be a �nite/compact game and v and v′ be two accumulation
points of vλ: vλn → v and vλ′n → v′. Assume that maxΩ v(ω)− v′(ω) > 0. For every ω
let xλn(ω) ∈ Xλn(ω) and yλ′n(ω) ∈ Yλ′n(ω) be optimal strategies of Player 1 and 2 in state
ω in the λn and λ′n discounted game respectively, and let x(ω) and y(ω) be accumulation
points in X0(ω) and Y0(ω) respectively.
De�ne Ω1 := ArgmaxΩ(v − v′) and Ω2 := ArgmaxΩ1

v = ArgmaxΩ1
v′. Then there exists

ω0 in Ω2 such that v(ω0) ≤ g(x(ω0),y(ω0), ω0) on Ω2.

Proof. Up to extraction, there exists ω0 ∈ Ω2, which realizes the maximum of vλn
on Ω2 for every n. Write xλn for xλn(ω0), x for x(ω0) and y for y(ω0) ; we assume by
contradiction that

v(ω0) > g(x, y, ω0).

By optimality of xλn we get:

vλn(ω0) ≤ λng(xλn , y, ω0) + (1− λn)

[∑
ω′∈Ω2

ρ(ω′|xλn , y, ω0)vλn(ω′)

+
∑

ω′∈Ω\Ω2

ρ(ω′|xλn , y, ω0)vλn(ω′)

 , (2.1.3)

so, by de�nition of ω0,

(1− (1− λn)ρ(Ω2|xλn , y, ω0)) vλn(ω0) ≤ λng(xλn , y, ω0)+(1−λn)
∑

ω′∈Ω\Ω2

ρ(ω′|xλn , y, ω0)vλn(ω′).
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For simplicity, denote ρn := ρ(Ω2|xλn , y, ω0). If ρn = 1 for in�nitely many n, going to
the limit immediately yields v(ω0) ≤ g(x(ω0),y(ω0), ω0) and the requested contradiction,
hence we assume that it is not the case. Up to an extraction, µn de�ned by µn(w′) =
ρ(ω′|xλn , y, ω0)

1− ρn
is thus a probability measure on Ω\Ω2 and converge to some µ. Denote

αn = λn
1−(1−λn)ρn

∈ [0, 1]. We now get an analogue of Lemma 2.1.11:

vλn(ω0) ≤ αng(xλn , y, ω0) +
1− λn

1− (1− λn)ρn

∑
ω′∈Ω\Ω2

ρ(ω′|xλn , y, ω0)vλn(ω′)

= αng(xλn , y, ω0) + (1− αn)
∑

ω′∈Ω\Ω2

ρ(ω′|xλn , y, ω0)

1− ρn
vλn(ω′)

≤ max

g(xλn , y, ω0),
∑

ω′∈Ω\Ω2

µn(ω′)vλn(ω′)

 .

Going to the limit and using that v(ω0) > g(x, y, ω0) yields

v(ω0) ≤
∑

ω′∈Ω\Ω2

µ(ω′)v(ω′) (2.1.4)

On the other hand, since ω0 ∈ Ω2,

v′(ω0) = Φ(0, v′)(ω0)

≥

∑
ω′∈Ω2

ρ(ω′|xλn , y, ω0)v′(ω′) +
∑

ω′∈Ω\Ω2

ρ(ω′|xλn , y, ω0)v′(ω′)

 ,
so using the fact that v′ is constant on Ω2, and going to the limit,we get an analogue to
Lemma 2.1.10:

v′(ω0) ≥
∑

ω′∈Ω\Ω2

µ(ω′)v′(ω′). (2.1.5)

Substracting (2.1.5) from (2.1.4) yields

(v − v′)(ω0) ≤
∑

ω′∈Ω\Ω2

µ(ω′)(v − v′)(ω′),

and since ω0 ∈ Ω1 = ArgmaxΩ(v − v′), this implies that the support of µ is included in
Ω1 and that (2.1.4) is an equality. This, in turn, forces the support of µ to be included in
Ω2 = ArgmaxΩ1

v, a contradiction to the construction of µ.

Corollary 2.1.16 If Γ is a �nite/compact recursive game then vλ converges as λ goes to
0.

Proof. Assume by contradiction that there are two accumulation points v and v′ with
maxΩ{v− v′} > 0, denote Ω1 = ArgmaxΩ(v− v′) and Ω2 := ArgmaxΩ1

v. Since the game
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is recursive, Proposition 2.1.15 implies that v(ω0) ≤ 0 for some ω0 ∈ Ω2, which implies
that v(·) ≤ 0 on Ω1. A dual argument yields that v′(·) ≥ 0 on Ω1, a contradiction.
The characterization of the limit due to Everett [31] can also be obtained using Proposition
2.1.15, we refer the interested reader to [SV13].

Unfortunately Proposition 2.1.15 is not enough to prove convergence in general, as it
(and its dual) only gives the existence of two (possibly distinct) states ω0 and ω′0 such
that

g(x(ω′0),y(ω′0), ω′0) ≤ v′(·) ≤ v(·) ≤ g(x(ω0),y(ω0), ω0)

on Ω1, which is not a contradiction. Observe however that if Ω1 is a singleton (in par-
ticular, if the game is absorbing) we arrive to a contradiction. In fact, one can prove the
following stronger result, that will be useful for guessing in which games the discounted
values vλ may not converge (see Section 2.2):

Corollary 2.1.17 Let Γ be a �nite/compact game and v, v′, Ω1 and Ω2 be as in Propo-
sition 2.1.15. Then Ω2 contains at least two elements.

Proof. Assume by contradiction that Ω2 = {ω0}. By Proposition 2.1.15, v(ω0) ≤
g(x(ω0),y(ω0), ω0). If we considered the dual of Proposition 2.1.15, the sets considered
would be Ω′1 := ArgminΩ(v′ − v) = Ω1 but Ω′2 := ArgminΩ1

v′ = ArgminΩ1
v 6= Ω2 so this

would not work.
Notice however that in the proof of Proposition 2.1.15, the only properties of Ω2 that

we used are that v and v′ are constant on it, and that if

v(ω0) =
∑

µ(ω′)v(ω′)

where µ has a support in Ω1, then µ has a support in Ω2. Both properties still hold if one
replaces Ω2 by ArgminΩ1

v. Using now the dual of this modi�ed Proposition 2.1.15 one
gets v′(ω0) ≥ g(x(ω0),y(ω0), ω0), a contradiction.

2.1.3 Geometric approach

This section follows [GV12]. We prove asymptotic results on vn using only the geometric
structure of the set F on which Ψ is de�ned.

De�nition 2.1.18 We say that δ : E × E → R is a hemi-metric on a set E if the two
following conditions are satis�ed for all (e1, e2, e3) ∈ E3:

a) δ(e1, e3) ≤ δ(e1, e2) + δ(e2, e3)

b) δ(e1, e2) = δ(e2, e1) = 0 if and only if e1 = e2.

We then say that (E, δ) is a hemi-metric space.

Notice that a hemi-metric is generally not a metric, since it is neither symmetric nor non-
negative. To any hemi-metric, one can canonically associate a metric by the following
easy lemma.
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Lemma 2.1.19 For any hemi-metric δ, the function d(e1, e2) = max(δ(e1, e2), δ(e2, e1))
is a metric on X.

In the sequel, E is equipped with the topology induced by the metric d. We shall say
that (E, δ) is complete when the associated metric space (E, d) is complete. The usual
de�nition of a geodesic is extended to hemi-metric spaces:

De�nition 2.1.20 A geodesic joining a point e ∈ E to a point e′ ∈ E is a map γ :
[0, 1]→ E such that γ(0) = e, γ(1) = e′, and such that for all 0 ≤ s ≤ t ≤ 1,

δ(γ(s), γ(t)) = (t− s)δ(e, e′).

We will consider hemi metric space with the following good geometry:

De�nition 2.1.21 We say that (E, δ) is metrically star-shaped with centre e◦ if there
exists a family of geodesics {γe}e∈E, such that γe joins the centre e◦ to the point e, and
such that the following inequality is satis�ed for every (e, e′) ∈ X2 and s ∈ [0, 1]:

δ (γe(s), γ
′
e(s)) ≤ sδ(e, e′). (2.1.6)

If the hemi-metric δ is not a metric, we also require that for any e, the quantity δ(e, γe(s))
tends to 0 as s goes to 1.

The condition (2.1.6) is a form of metric convexity [70]. In particular any Busemann
space [70] is metrically star-shaped, but our de�nition is less demanding since we only
require the inequality (2.1.6) to be satis�ed for one speci�c choice of geodesics.

Example 2.1.22 Let E be the set F of continous functions from some compact set Ω to
R, and de�ne the top function on F :

t(f) = max
ω∈Ω

f(ω).

Then it is easy to verify that δ(f, f ′) := t(f ′ − f) is a hemi-metric, that its associated
metric is the uniform norm, and that all straight lines are geodesics. Hence (F , δ) is
metrically star shaped.

A metrically star-shaped space (E, δ) with centre x◦ being given, we now consider Ψ :
E → E non-expansive with respect to the hemi-metric δ, meaning that for all (e, e′) ∈ E2,

δ(Ψ(e),Ψ(e′)) ≤ δ(e, e′).

De�nition 2.1.23 To each non-expansive mapping Ψ, we associate the two following
quantities:

χ(Ψ) = inf
e∈E

δ (e,Ψ(e)) , (2.1.7)

χ(Ψ) = lim
k→+∞

δ
(
e,Ψk(e)

)
k

= inf
k≥1

δ
(
e,Ψk(e)

)
k

. (2.1.8)

35



Thus, the number χ(Ψ) measures the linear escape rate of the orbits of Ψ. It is well
de�ned and the limit is independent of the choice of e ∈ X by classical subadditivity and
non expansiveness arguments.

Lemma 2.1.24 The following inequality is satis�ed for any non-expansive mapping Ψ:

ρ(Ψ) ≤ ρ(Ψ).

Proof. Observe that for any x ∈ X and k ≥ 1,

δ
(
x,Ψk(x)

)
≤

k−1∑
l=0

δ
(
Ψl(x),Ψl+1(x)

)
≤ kδ(x,Ψ(x))

and take the in�mum on both k and x.

Recall now the de�nition of the horofunction boundary: this was de�ned by Gro-
mov [36] for a metric space but the same construction can be performed with a hemi-
metric. Let us �x an arbitrary point ē ∈ E (the basepoint). We de�ne a map m from E
to the set of functions from E to R by associating to any e ∈ E the following function
m(e):

m(e) : e′ → [m(e)](e′) := δ(ē, e)− δ(e′, e).

Denote by M the closure of m(E) := {m(e) | e ∈ E} for the topology of pointwise
convergence, its elements are called Martin functions. The elements of the boundary
H := M \m(E) are called horofunctions. The horofunctions represent the direction at
in�nity in the space (E, δ).

Example 2.1.25 If (E, δ) is an Hilbert space with scalar product 〈·, ·〉, then it is easy to
verify that H is the set of functions of the form e→ 〈u, e〉 for u of norm 1.

Example 2.1.26 In the case of the top hemi-metric and �nite Ω, M is the set of func-
tions of the form

m(f) = inf
ω∈A

(αω + f(ω))

where A is any nonempty set in Ω and the αω are such that infω∈A αω = 0 ; and H is the
set of such functions with A 6= Ω .

Proof. Take 0 as a basepoint and let m(fn) be a sequence of functions

[m(f − n)](f) := t(fn)− t(fn − f).

Up to extraction assume that t(fn) = fn(ω0) for some ω0 ∈ Ω ; since m(f ′ + c) = m(f ′)
for every constant c one may also assume that fn(ω0) = 0. Up to extraction again, for
every ω in Ω, fn(ω) converges to some −αω with αω ∈ [0,+∞] and αω0 = 0. This proves
the result with A = {ω, αω < +∞}.

We can now prove our main result
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Theorem 2.1.27 Let (E, δ) be a complete metrically star-shaped hemi-metric space, and
let Ψ : E → E be non-expansive. Then there exists a Martin function h ∈ M such that
for all e ∈ E,

h(Ψ(e)) ≥ h(e) + χ(Ψ) .

This implies in particular that χ(Ψ) = χ(Ψ)

Proof. Let e◦ and {γe}e∈X as in De�nition 2.1.21; for any λ ∈ [0, 1[ denote by rλ : X → X
the function y → γy(λ) and recall that rλ is λ-contracting by de�nition. By completeness,
we can thus de�ne for any λ the point eλ ∈ X as the only solution of the �xed point
equation

Ψ(rλ(eλ)) = eλ.

eλ is the natural generalization of the λ-discounted value of a game in this more general
setting. Then for any e ∈ E,

δ(e, eλ)− δ (Ψ(e), eλ) = δ(e, eλ)− δ
(
Ψ(e),Ψ(rλ(eλ))

)
≥ δ(e, eλ)− δ

(
e, rλ(eλ)

)
(by non-expansiveness)

≥ δ(e, eλ)− δ
(
e, rλ(e)

)
− δ

(
rλ(e), rλ(eλ)

)
≥ (1− λ)δ(e, eλ)− δ

(
e, rλ(e)

)
(since rλ is an λ-contraction)

≥ (1− λ)δ(e◦, eλ)− (1− λ)δ(e◦, e)− δ
(
e, rλ(e)

)
= δ(rλ(eλ), eλ)− (1− λ)δ(e◦, e)− δ

(
e, rλ(e)

)
≥ δ

(
Ψ(rλ(eλ),Ψ(eλ))

)
− (1− λ)δ(e◦, e)− δ

(
e, rλ(e)

)
(by non-expansiveness)

= δ (eλ,Ψ(eλ)))− (1− λ)δ(e◦, e)− δ
(
e, rλ(e)

)
≥ ρ(Ψ)− (1− λ)δ(e◦, e)− δ

(
e, rλ(e)

)
.

Since the space M is compact, the family of functions (m(eλ))0<λ<1 admits a limit point
h ∈ M as λ tends to 1. Passing to the limit in the previous inequality, and using the
additional assumption in De�nition 2.1.21, we deduce that −h(e) + h(Ψ(e)) ≥ χ(Ψ).
Adding those inegalities for e, Ψ(e), · · · we get

kχ(Ψ) ≤ h(Ψk(e))− h(e) ≤ δ(e,Ψk(e))

which yields χ(Ψ) ≤ χ(Ψ). Then, the result follows by Lemma 2.1.24.
Hence asymptotically Ψk(e) goes in the "direction" h. In particular considering a

Shapley operator Ψ and the top hemi metric one gets

Corollary 2.1.28 For any compact/compact game, t(vn) converges as n tends to in�nity
to χ(Ψ) = inff∈F t(Ψ(f)−f). Moreover, there exists an asymptotically best starting state
ω for Player 1: vn(ω) ≥ χ(Ψ) for all n. In particular vn(ω) converges to χ(Ψ)

Sketch of the proof. Assume that Ω is �nite for simplicity. Then the characterization
of the horofunctions in example 2.1.26, as well as Theorem 2.1.27, immediately gives the
existence of ω such that Ψn(0)(ω) ≥ Ψn−1(0)(ω) + χ(Ψ) hence t(vn) ≥ vn(ω) ≥ χ(Ψ) for
all n. We can conclude since by (2.1.8) t(vn) converges to χ(Ψ) = χ(Ψ)
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Remark 2.1.29 Of course a dual argument shows the existence of a best starting state
for Player 2.

Corollary 2.1.28 in itself is not a new result, in fact it is a particular case of the
following result [46, 64] which, in turns, can be viewed as a particular case of Theorem
2.1.27 when (E, ‖ · ‖) is a Banach set and δ is a suitable hemi metric whose associated
metric is ‖ · ‖:

Proposition 2.1.30 Let (X, ‖ · ‖) be a Banach space, let T : X → X be non-expansive
and assume that ρ(T ) > 0. Then for any x ∈ X, there exists a continuous linear form φ
of norm one, such that

φ(T k(x)) ≥ φ(x) + kρ(T ) (2.1.9)

for all k ∈ N. Moreover, φ can be taken in the weak-star closure of the set of extreme
points of the dual unit ball.

Let us conclude this section by giving, without proof, an application of Theorem 2.1.27
to a (seemingly) totally di�erent framework. Fix an integer n, and let U = (R∗+)n. One
veri�es that the following is an hemi-metric on U :

RFunk(u, u′) = log max
1≤i≤n

u′i
ui
,

that (U,RFunk) is metrically star-shaped, and u→Mu is nonexpansive (for RFunk) for
any matrix M = {mij} with positive mij. Then Theorem 2.1.27 implies the classical
Collatz-Wielandt formula characterizing the Perron root r(M) of M :

inf
u∈U

max
1≤i≤n

(Mu)i
ui

= r(M) = max
u∈Rn+
u6=0

min
1≤i≤n
ui 6=0

(Mu)i
ui

. (2.1.10)

The reader is referred to [GV12] for more details and applications to more general
symmetric cones.

2.2 Some games for which the values do not converge

This part is based on [Vig13,SV15] and presents examples of games for which vλ does not
converge.

Let us �rst, using the previous section, exhibit a subclass of compact games that is
likely to contain a counterexample (if such a counterexample exists). We would like for this
class to be as small as possible, in order to be more likely to �nd a precise counterexample
within. By Corollary 2.1.28 and its dual, for any game vλ converges in at least two states,
and to simplify we may as well assume these are absorbing. Since one is the best starting
state for Player 1 and the other is the best starting state for Player 2, they must have
di�erent absorbing payo�s (or else vλ would converge to a constant), say −1 and 1. Since
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vλ converges in an absorbing game, there must be at least two nonabsorbing states in a
counterexample, and we consider the simplest case in which there are exactly two.

Also remark that the transitions functions, rather than the payo� functions, are most
likely a source of oscillations of the values vλ. A small variation of the payo� function
g induces a small variation of all values vλ (uniformly on λ); it is not the case for small
variations of ρ. So, once again to simplify as much as possible, we assume that the payo�
does not depend on the actions played by the player. If the payo� was the same in the
two states the game would be recursive (up to the addition of a constant) and vλ would
converge, so the payo� in the two nonabsorbing states must be di�erent, say −1 and 1.

It remains to understand why some transition functions would be problematic. For
this let us brie�y study some �nite games having all the preceeding features, to understand
why vλ converge in the �nite case and might not in the compact one. It turns out that
such a game was already studied by Bewley and Kohlberg [11] and we consider a family
of games in the same spirit1 parametrized by some p∗+ and p∗− in [0, 1].

− There are two nonabsorbing states ω+ and ω−, and two absorbing states 1∗ and −1∗.

− Both players have two pures actions, Stay and Quit.

− The payo� in each state is independent of the actions: it is 1 in ω+ and 1∗ ; −1 in
ω− and −1∗.

− The transitions are given by the matrices in Figure 2.1

ω− Stay Quit
Stay ω− ω+

Quit ω+ (p∗−)−1∗ + (1− p∗−)ω−

ω+ Stay Quit
Stay ω+ ω−
Quit ω− (p∗+)1∗ + (1− p∗+)ω+

Figure 2.1: Generalized Bewley Kohlberg game

Calculations then show that:

− lim vλ = v with v(ω+) = v(ω−) =

√
p∗+−
√
p∗−√

p∗++
√
p∗−
.

− Optimal mixed actions in Γλ are given, for k ∈ {+,−}, by xλ(ωk) = yλ(ωk) ≈
√
λ√
p∗k

as λ goes to 0 (we identify a mixed action with the probability assigned to Q).

Recall that in any one-shot zero-sum game, if an optimal action of a player is com-
pletely mixed, any optimal action of the other player is equalizing. Thus, since both xλ
and yλ are completely mixed, they are both equalizing in Γλ.

Taking the mixed extension of the �nite game in Figure 2.1 we get a compact game Γc.
The (now pure) action xλ and yλ are optimal in Γcλ. Since we want to discuss the in�uence
of the parameters of the game on the transitions under optimal play, it is convenient to

1Their example is the particular case of p∗+ = p∗− = 1, with slight modi�cations of the payo�s that do
not change the asymptotics of the values
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relabel the actions so that the optimal action of a player in Γλ depends only on λ and not
on p∗+ and p∗−. By some suitable change of variables for the actions of each player in each
state we get a compact game such that the stationary strategy λ in each state is optimal
(and equalizing) for each player in Γcλ. We have thus constructed a compact game such
that:

− There are two nonabsorbing states ω+ and ω−, and two absorbing states 1∗ and −1∗.

− The set of actions of each player is [0, 1].

− In each state, for each player, the pure action λ is equalizing in Γλ for λ small
enough.

− The transition are approximately

ρ(ω−|i, j, ω+) ≈
√
i+
√
j√

p∗+

ρ(ω+|i, j, ω−) ≈
√
i+
√
j√

p∗−

ρ(1∗|i, j, ω+) ≈
√
i
√
j

p∗+

ρ(−1∗|i, j, ω−) ≈
√
i
√
j

p∗−

− The limit values satisfy

v(ω+) = v(ω−) =

√
p∗+ −

√
p∗−√

p∗+ +
√
p∗−

=
1−

√
p∗−
p∗+

1 +
√

p∗−
p∗+

. (2.2.1)

While these games are compact games, there are very speci�c ones since they are (up
to a change of variables) mixed extensions of �nite games. In particular the transitions
functions are linear (up to a change of variables), and this is what entails the convergence of
vλ. A natural idea is to use the additional freedom in general compact games with interval

action sets to construct a similar game such that ρ(ω−|i, j, ω+) =
√
i+
√
j√

p∗+(i,j)
(where p∗+ is no

longer a constant but a function of i and j), and similar formulas for the other transitions.

If p∗− and p
∗
+ go to 0 but

p∗−
p∗+

is slowly oscillating between two positive constants(which could

not happen, by linearity, in the �nite case), we expect that the value vλ also oscillates
and thus does not converge.

Let us thus consider thus the class G of compact stochastic games satisfying the fol-
lowing properties:

a) There are two nonabsorbing states ω+ and ω−, and two absorbing states 1∗ and −1∗.

b) The action set of each player (denoted by I and J respectively) is the interval
[
0, 1

16

]
.
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c) The payo� depends only of the state: for all actions i and j, g(i, j, ω+) = g(i, j, 1∗) =
1 and g(i, j, ω−) = g(i, j,−1∗) = −1.

d) The transition probability ρ is (jointly) continuous, and for all actions i and j,
ρ(−1∗|i, j, ω+) = ρ(1∗|i, j, ω−) = 0.

e) In each nonabsorbing state and for each player, the pure action λ is equalizing in
the discounted game Γλ.

De�nition 2.2.1 A pair (s, d) of continuous functions from ]0, 1
16

] to R is feasible if
there exists a game in G such that

vλ(ω+) = s(λ) + d(λ)

vλ(ω−) = s(λ)− d(λ).

Remark that by Corollary 2.1.17, in any potential counterexample dλ has to converge
to 0. Also if d(λ) converges very fast then the values would not change much if we replaced
any transition from ω+ to ω− by a transition from ω+ to ω+, and any transition from ω−

to ω+ by a transition from ω− to ω− ; but the resulting game would just be two absorbing
games played in parallel, and absorbing games have an asymptotic value. Hence it makes
sense to consider d(λ) =

√
λ. Concerning s, it has to be bounded by 1 ; and it is standard

that λvλ−vµ
λ−µ is bounded for any bounded game, hence if s is di�erentiable xs(x) has to be

bounded as well.
It turns out that this necessary conditions are almost su�cient:

Proposition 2.2.2 Let s ∈ C1(]0, 1
16

],R). Assume that s and x → xs′(x) are both
bounded by 1

16
. Then (s,

√
) is feasible.

Sketch of the proof. The functions vλ(ω+) and vλ(ω−) being �xed, write for each
couple λ, µ the fact that the pure action λ (resp. µ) is equalizing in Γλ(ω

+) and Γλ(ω
−)

(resp. in Γµ(ω+) and Γµ(ω−)). This gives four equations in four unknowns ρ(1∗|i, j, ω+),
ρ(ω−|i, j, ω+), ρ(−1∗|i, j, ω−), and ρ(ω+|i, j, ω−). Solving this thus gives candidates for the
transition function, and one veri�es that the hypotheses on s ensure that these functions
are well de�ned, positive and continuous.

In particular taking s(x) = x sin lnx one gets [Vig13]

Corollary 2.2.3 There exists a game in G such that vλ does not converge as λ goes to 0.

Using Proposition 2.4.3 (see Section 2.4.2) one also get examples in which vn does not
converge.

Let us now present a general method to construct counterexamples [SV15]. A con-
�guration C is a zero-sum repeated game with a speci�c starting state ω and an exit
absorbing state ω∗ 6= ω, such that the payo� is independent on the actions and is some
α in Ω \ ω∗ and β 6= α in ω∗. If β > α we say the con�guration is of type 1, and of type
2 if β < α. Since there are only two payo�s, and the payo� β is only obtained in the
absorbing state ω∗, the only interesting variable is the time of exit S:
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S = min{n ∈ N, ωn = ω∗}
where ωn is the state at stage n. For simplicity let us only consider discounted games.
For each couple (σ, τ) of stationary strategies of the players and every discount factor λ,
dλ(σ, τ) is the expected (normalized) duration spent in Ω:

dλ(σ, τ) = Eσ,τ [λ
S−1∑
n=1

(1− λ)n−1].

De�ne the inertia rate of the con�guration by Qλ = supτ infσ dλ(σ, τ) if the game is of
type 1, and Qλ = infτ supσ dλ(σ, τ) if the the game is of type 2. Then clearly

Lemma 2.2.4 For any α 6= β and discount factor λ the λ-discounted con�guration has
a value vλ and

vλ = αQλ + β(1−Qλ).

Example 2.2.5 Assume there are only two states in Ω: the starting state ω and an
absorbing state α∗. The con�guration is of type 1, and the transition from ω to ω∗ (resp.
to α∗) is a(i, j) (resp. b(i, j)), see2 Figure 2.2

β∗α

α∗

a(i, j)
b(i, j)

ω

ω−

ω∗

Figure 2.2: An example of con�guration

Then Qλ = minx∈∆(I) maxy∈∆(J)
(λ+(1−λ)b(x,y))

λ+(1−λ)(a(x,y)+b(x,y))
.

Consider now a two person zero-sum dynamic game Γ on Ω
1 ∪ Ω

2
generated by two

con�gurations C1 and C2 of type 1 and 2 respectively, which are coupled in the following
sense: the exit state from C1, ω∗1 is the starting state ω2 in C2 and vice versa. In addition

the exit events are known by the players : any transition from Ω
i
to ω−i is observed by

both. Finally the payo� is α1 = −1 on Ω
1
and α2 = 1 on Ω

2
.

We thus obtain a reversible game (it is possible to go from Ω
1
to Ω

2
and vice versa) in

which Player 1 minimize (reps. maximize) the expected time spent in Ω
1
(resp. in Ω

2
).

Example 2.2.6 Assume there are only two states in each Ω
i
: the starting state ωi and

an absorbing state. Then the game can be represented as in Figure 2.3

2in the �gures we usually do not write the probability of a transition from a state to itself, since it is
just the complement to 1 of the other probabilities.
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1−1

−1∗ 1∗

a′(x2, y2)

a(x1, y1)
b(x1, y1) b′(x2, y2)

ω1

ω−

ω2

ω+

Figure 2.3: A reversible game

For example, the (mixed extension of) the original Bewley Kohlberg example given
in Figure 2.1 (with p∗+ = p∗− = 1) is given by a(x, y) = a′(x, y) = x + y − 2xy and
b(x, y) = b′(x, y) = xy.

Then using Lemma 2.2.4 twice we get

Proposition 2.2.7

vλ(ω
1) =

Q2
λ −Q1

λ −Q1
λQ

2
λ

Q1
λ +Q2

λ −Q1
λQ

2
λ

vλ(ω
2) =

Q2
λ −Q1

λ +Q1
λQ

2
λ

Q1
λ +Q2

λ −Q1
λQ

2
λ

Corollary 2.2.8 Assume that Qi
λ goes to 0 as λ goes to 0 for i = 1, 2. Then

vλ(ω
2) ∼ vλ(ω

1) ∼
1− Q1

λ

Q2
λ

1 +
Q1
λ

Q2
λ

. (2.2.2)

In particular if
Q1
λ

Q2
λ
has more than one accumulation point, then vλ does not converge.

One can apply this to di�erent frameworks :

Example 2.2.9 For every s, the game de�ned in Proposition 2.2.2 can be written as in
Figure 2.3. Then one computes that Q1

λ ∼
√
λ(1 + s(λ)) and Q2

λ ∼
√
λ(1− s(λ)). Hence

Q1
λ

Q2
λ
has more than one accumulation point for s(x) = x sin lnx and we recover the fact

that vλ does not converge in this example.

Example 2.2.10 If one take the con�guration coming from the left half of the Bewley-
Kohlberg example, one computes that Q1

λ =
√
λ.

Consider now a con�guration of type 2 as in (the dual of) Figure 2.2, controlled by
Player 2 with J = [0, 1], a(j) =

√
j(2 + sin(ln(− ln j))) and b(j) = j. Then one computes

that

Q2
λ ∼

2
√
λ

2 + sin(ln(− lnλ))
.
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Hence combining these con�gurations one gets a �nite/compact game with �nitely many
actions for player 1 and in which vλ does not converge.

Example 2.2.11 Consider a con�guration of type 1 in Figure 2.2 controlled by Player
1. If I = [0, 1], a(i) =

√
i and b(i) = i, one compute easily that Q1

λ ∼ 2
√
λ.

Combining this with the second con�guration of the previous example, one gets a �-
nite/compact game with perfect information in which vλ does not converge. A similar
game was already constructed in [97].

Some other examples that were constructed by Ziliotto in [97] can be rewritten as
merging of two con�gurations, see [SV15] for details.

Finally let us stress the fact that the divergence of vλ in all known examples seems to
be explained by the meeting of two phenomenon:

− Micro "oscillations" of the inertia rate, or of the transition probabilities under op-
timal play.

− Reversibility of the game, which induces a division in the computation of the values
(see formulas (2.2.1) and (2.2.2)).

When either the �rst phenomenon doesn't exist (e.g. in �nite games) or the second
one (e.g. in absorbing games) such examples do not appear.

2.3 Limit games and comparison with continuous time

processes.

This part is based on [Vig10,SVV10,SV16,SV17]. In the �rst section we study games with
vanishing duration as de�ned in Section 1.1.3. We study their asymptotic properties in
two directions: when the time horizon or discount factor is �xed while the stage duration
goes to 0 ; and when the stage duration is �xed while the time horizon goes to in�nity or
discount factor goes to 0.

In the second section we study asymptotic properties of the game under optimal play.
For every discount factor λ one normalizes the game so that it is played on the time
interval [0, 1]. We then study the behavior, as λ goes to 0 and for a �xed t, of the
accumulated payo� during time [0, t], or of the occupation measure at time t.

2.3.1 Games with varying stage duration

This section follows [Vig10,SV16]. We are interested in the links between values of games
with varying stage duration and iterations of the fractional Shapley operator (see Section
1.1.3). Our approach is in terms of operators and make few assumptions on the game:
compact/compact framework when we study exact games, and �nite/compact framework
when we study the discretization of a continuous process.

a) Exact games
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Let us �rst consider the values (in �nite horizon or discounted) of exact games, see
Section 1.1.3). We denote V h

n the unormalized value of an n-stage game with stage
duration h, that is V h

n = Ψn
h(0) with Ψh = (1− h)Id+ hΨ. One can write it as

V h
n − V h

n−1 = −h(Id−Ψ)(V h
n−1)

which is a discretization of the evolution equation in continuous time

ḟt = −(Id−Ψ)ft, f0 = z. (2.3.1)

Denote f(z) the solution of this continuous equation. Then the comparison between the
iterates of Ψ and the solution ft(z) of the di�erential equation (2.3.1) is given by the
generalized Cherno�'s formula [17,62], see, e.g., Brézis [16], p.16:

Proposition 2.3.1

‖ft(z)−Ψn(z))‖ ≤ ‖z −Ψ(z)‖
√
t+ (n− t)2. (2.3.2)

By doing a change of variables one gets

Proposition 2.3.2 There exists a constant L such that for all n and h ∈ [0, 1]

‖V h
n − fnh(0)‖ ≤ Lh

√
n.

In particular,

− For a �xed t, V
t
n
n tends to ft(0) as n tends to in�nity. When Ψ is the Shapley

operator of a game, it means that the value of a game with total length t and
vanishing duration converges, to some V̂t that can be viewed as the value of the
continuous time game of length t introduced in Neyman [66].

− For a �xed h, V hn
nh

has the same asymptotic behavior that ft
t
, independently of h.

When Ψ is the Shapley operator of a game, it means that the (time normalized)
asymptotic behavior of a game with �xed stage duration h is independent on h.

In fact, both of these properties are still true when h is no longer constant (that is
when the game has a varying stage duration). For a sequence of step sizes {hk} in [0, 1]
one de�nes inductively an Eulerian scheme {zk} by

zk+1 − zk = hk+1(Ψ− Id)(zk)

or
zk+1 = Ψhk+1

zk.

For two sequences {hk}, {ĥ`} in [0, 1], with associated Eulerian schemes

zk+1 = Ψhk+1
zk,

ẑ`+1 = Ψĥ`+1
ẑ`,

we obtain [Vig10] a generalization to the Banach setting of the Kobayashi formula [44],
valid in Hilbert spaces.
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Proposition 2.3.3

‖ẑ` − zk‖ ≤ ‖ẑ0 − z‖+ ‖z0 − z‖+ ‖z −Ψz‖
√

(σk − σ̂`)2 + τk + τ̂`, ∀z ∈ z, (2.3.3)

‖ft(z)− zk‖ ≤ ‖z −Ψz‖
√

(σk − t)2 + τk, (2.3.4)

with z0 = z, σk =
∑k

i=1 hi , τk =
∑k

i=1 h
2
i , σ̂` =

∑`
j=1 ĥj , τ̂` =

∑`
j=1 ĥ

2
j .

Combining propositions 2.3.2 and 2.3.3,

− For a �xed t, consider zk for sequences hi such that
∑k

i=1 hi = t and de�ne h the
mesh of the sequence (the maximum of the hi). Then zk tends to ft(0) when the
mesh goes to 0. When Ψ is the Shapley operator of a game, it means that the value
of a game with total length t and varying and vanishing duration converges to some
V̂t.

− For a �xed in�nite sequence hi with
∑+∞

i=1 hi = +∞, zk∑k
i=1 hk

has the same asymp-

totic behavior (as k tends to in�nity) that ft
t
, independently of the precise sequence

of stepsizes. When Ψ is the Shapley operator of a game, it means that the (time nor-
malized) asymptotic behavior of a game with varying stage duration is independent
of the precise duration of each stage.

We consider now the same problematic but for discounted values and follow [SV16].
The λ-discounted value of the game with stage duration h is the unique �xed point of

vhλ = λΨh(
1− λh
λ

vhλ). (2.3.5)

It is straightforward to show that

Proposition 2.3.4

vhλ = vµ, with µ =
λ

1 + λ− λ h
.

and we recover the convergence property in [65]:

− For a �xed λ, vhλ converges as h goes to 0. The limit, denoted v̂λ, equals v λ
1+λ

. When

Ψ is the Shapley operator of a game, it means that the value of a λ discounted game
with vanishing duration converges, to some v̂λ that can be viewed as the value of
the continuous time λ-discounted game introduced in Neyman [66].

− For a �xed h, vhλ has the same asymptotic behavior (as λ tends to 0) that v̂λ,
independently of h. When Ψ is the Shapley operator of a game, it means that the
asymptotic behavior of a discounted game with �xed stage duration h is independent
on h.

As for games with �nite horizon one can also consider a sequence of stage durations
{hi} with hi ≤ h and

∑
i hi = +∞ inducing a time partition H. The value of the

associated λ-discounted game vHλ then satis�es
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Proposition 2.3.5
‖vHλ − v̂λ‖ ≤ 2‖Ψ(0)‖ h .

So once again, vHλ converges for a �xed λ as the mesh h goes to 0. To study the
asymptotic property, as λ goes to 0, of a game with varying stage duration one needs to
make an hypothesis on Ψ:

De�nition 2.3.6 The operator Ψ satis�es assumption (H) if there exists two nondecreas-
ing functions k :]0, 1] → R+ and ` : [0,+∞] → R+ with k(λ) = o(

√
λ) as λ goes to 0

and
‖Φ(λ, z)− Φ(µ, z)‖ ≤ k(|λ− µ|)`(‖z‖) (H) (2.3.6)

for all (λ, µ) ∈]0, 1]2 and z ∈ F

where Φ is de�ned by (1.1.2). Observe that while (H) is not veri�ed by all nonexpansive
maps, when Ψ is the Shapley operator of a game this property is automatic as long as
the payo� function is bounded, which is assumed in all our game theoretic settings.

Then one obtains

Proposition 2.3.7 Assume Ψ satis�es assumption (H). Then for any {hi} with
∑

i hi =
+∞ inducing a partition(H), ‖vHλ − vλ‖ ≤ C ′λ for some constant C ′

and the asymptotic behavior (as λ goes to 0) of vHλ is the same as the one of vλ.

Remark 2.3.8 We gave results of two di�erent types: either for a �xed stage duration
h (or a sequence hn) and a varying stage weight (horizon going to in�nity or discount
factor going to 0), or for a �xed stage weight and a vanishing stage duration. One may
wonder what happens when both the stage duration and the stage weight go to 0. Since we
proved that the asymptotic behavior of a game with vanishing duration is independent of
the precise stage duration, this implies that these "double limit" yields the same asymptotic
behavior as well.

b) Discretization
We now use the same tools to study the discretization of a game played in continuous

time, see Section 1.1.3 for the model. Recall that in contrast to the previous discussion, Ω
is now assumed to be �nite, and that the recursive structure of the game is given by the op-

erators Ψh de�ned in (1.1.9). The un-normalized value V
h

n of the n-stage game with stage

duration h satis�es V
h

n = (Ψh)
n(0). Similarly for varying stage duration, corresponding

to a partition H, one gets a recursive equation of the form V H(t) =
∏

i Ψhi(0).
For small h, the operator Ψh is close to Ψh:

Lemma 2.3.9 There exists C0 such that

‖Ψh(f)−Ψh(f)‖ ≤ C0(1 + ‖f‖)h2.

This implies that the results in the exact game framework concerning game with �xed
length or discount factor and vanishing stage duration still hold.
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Proposition 2.3.10 There exists C depending only of the game G such that for any
�nite sequence (hi)i≤n in [0, h] with sum t and corresponding partition H:

‖V H(t)− V̂t‖ ≤ C(
√
ht+ ht+ ht2).

In particular for a given t, V H(t) tends to V̂t as h goes to 0.

Remark 2.3.11 For a given h, the right hand term is quadratic in t, hence we do not

link the asymptotic behavior (as n tends to in�nity) of the normalized quantity vhn = V
h
n

nh

and of v̂t = V̂t
t
. However if n is a function of h converging slowly enough to in�nity, the

previous proposition can be used. For example for n(h) = 1
h
√
h
(so that t(h) = 1√

h
), one

has
‖vhn(h) − v̂t(h)‖ = O(

√
h).

The discounted case is similar, and we only consider �xed duration h for simplicity.
The normalized value whk of the discretization with mesh h of the λ-discounted continuous
game satis�es the �xed point equation

whλ(ω) = ValX×Y

[∫ h

0

λe−λtg(ωt, x, y) + e−λhPh(x, y)[ω] ◦ whλ
]
.

and one obtains using the approximation property in Lemma 2.3.9

Proposition 2.3.12 For a given λ, whλ tends to ŵλ as h goes to 0.

2.3.2 Asymptotic properties of time-normalized optimal trajec-

tories

This section follows [SVV10,SV17].
As we will see in Section 2.4.1, a natural idea for one player games (in discrete or

continuous time) is to rewrite them as optimization problems on an auxiliary set: the
player optimizes his payo� on the set of all allowed trajectories. A related reformulation
(see for example [12,34]) is to consider the set of all possible occupational measures that
the player can implement on the state Ω. Such an approach seems hopeless for general
two player games, since no player controls these trajectories or occupational measures.
Here we consider a more qualitative problem: what can be said about these occupational
measures along optimal play ?

Let us consider two player stochastic games in the �nite/compact setting. For any
pair of stationary strategies (x̄, ȳ) ∈ XΩ × Y Ω, any state ω ∈ Ω and any stage n, denote
by γω,x̄,ȳn the expected payo� at stage n under these stationary strategies if the starting
state is ω. Also denote qω,x̄,ȳn ∈ ∆(Ω) the law of the state in stage n under these stationary
strategies if the starting state is ω.

De�nition 2.3.13 For any (x̄, ȳ) ∈ XΩ × Y Ω, any discount factor λ, and any starting
state ω, de�ne

Qω,x̄,ȳ
λ

(
λ

n∑
k=1

(1− λ)k−1

)
= λ

∑
k=1n

(1− λ)k−1qω,x̄,ȳk

and a linear interpolation between these dates
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Hence for any t ∈ [0, 1], Qω,x̄,ȳ
λ (t) ∈ t∆(Ω) represent the expected accumulated oc-

cupation measure3 at (relative) time t under x̄ and ȳ in the λ-discounted game starting
from ω. Similarly one de�nes lω,x̄,ȳλ (t), the expected accumulated payo� at (relative) time
t under x̄ and ȳ in the λ-discounted game starting from ω:

De�nition 2.3.14 For any (x̄, ȳ) ∈ XΩ × Y Ω, any discount factor λ, and any starting
state ω, de�ne the function lω,x̄,ȳλ : [0, 1]→ R by

lω,x̄,ȳλ

(
λ

n∑
k=1

(1− λ)k−1

)
= λ

n∑
k=1

(1− λ)k−1γω,x̄,ȳk

and a linear interpolation between these dates

Denote by lx̄,ȳλ and Qx̄,ȳ
λ the Ω-vectors of functions lω,x̄,ȳλ (·) and Qω,x̄,ȳ

λ (·) respectively.
Limit behaviors for the payo� and occupation measures will be some accumulation points
of the functions lx̄λ,ȳλλ and Qx̄λ,ȳλ

λ under optimal strategies x̄λ and ȳλ as λ tends to 0.
More precisely, denote by Xε

λ (resp. Y ε
λ ) the set of ε-optimal stationary strategies in Γλ

for Player 1 (resp. for Player 2). Then we de�ne (for simplicity we only consider the
discounted framework):

De�nition 2.3.15 l = (lω)ω∈Ω is a limit behavior for the accumulated payo� if :

∀ε > 0, ∃λ0 > 0, ∀λ < λ0, ∃x̄ ∈ Xε
λ, ∃ȳ ∈ Y ε

λ , ∀ω ∈ Ω, ∀t ∈ [0, 1],
∣∣lω(t)− lω,x̄,ȳλ (t)

∣∣ ≤ ε.

Q = (Qω)ω∈Ω is a limit behavior for the accumulated occupation measure if :

∀ε > 0, ∃λ0 > 0, ∀λ < λ0, ∃x̄ ∈ Xε
λ, ∃ȳ ∈ Y ε

λ , ∀ω ∈ Ω, ∀t ∈ [0, 1],
∥∥Qω(t)−Qω,x̄,ȳ

λ (t)
∥∥ ≤ ε.

Alternate weaker and stronger de�nitions : in both cases, if "∀λ < λ0" is replaced by
"for some λn going to 0", we will speak of a weak limit behavior. If "∃x̄ ∈ Xε

λ, ∃ȳ ∈ Y ε
λ "

is replaced by "∃ε′ < ε, ∀x̄ ∈ Xε′

λ , ∀ȳ ∈ Y ε′

λ ", we will speak of a strong limit behavior.
Some immediate remarks are:

- a weak limit behaviour always exists by standard arguments of equicontinuity.
- if a limit behaviour l exists, vλ converges uniformly to l(1).
- if a strong limit behaviour exists, it is unique.
- no strong limit behaviour exists in general for the accumulated occupation measure (just
consider a game where payo� is always 0).

Very natural questions include:
- Existence of a limit behaviour ? Uniqueness ? Existence of a strong limit behaviour for
the accumulated payo� ?
- Qualitative properties of this limit behaviours ? In particular, does there always exist
some limit l that is linear in time ?

3Note that we do not normalize by dividing by t, to avoid complications at t = 0.
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Observe that the last property means that, when one embed time in [0, 1], the payo� is
asymptotically constant under optimal play. For example consider a Markov chain with
two states of payo� 0 and 1, and deterministic transition from one state to the other.
While the stage payo� is either 0 or 1, one computes that l(t) = t

2
for each starting state:

when one zooms in the payo� is 1
2
at every time t.

In [SVV10] we prove

Proposition 2.3.16 Assume the game is controlled by Player 1 and that vλ converges
uniformly to v when λ goes to 0. Then lω(t) = tv(ω) is the strong limit behavior for the
accumulated payo�.

Sketch of the proof. Assume for simplicity that there is only one player, transitions
are deterministic, Player 1 plays in pure strategies, and the payo�s are in [0, 1]. We show
that for any ε, if λ is small enough and x̄ is ε-optimal in Γλ then

−3ε ≤ lω,x̄λ (t)− tv(ω) ≤ 3ε.

It is clear for t /∈ [ε, 1 − ε]. For t ∈ [ε, 1 − ε], the lower bound inequality is a direct
implication of the fact that vλ is nonincreasing on any trajectory in any one player game.
For the upper bound, one uses the fact that the discounted sums (1 − λ)−N

∑N
k=1 λ(1 −

λ)k−1γk belong to the convex hull of the averages 1
n

∑n
k=1 γk; 1 ≤ n ≤ N ; the Tauberian

theorem of [53] ; and the uniform convergence of vλ.
A similar result is obtained in the framework of optimal control. Hence, in any regular

dynamic programming problem, the payo� obtained during optimal play is essentially
constant. Recall that this is not necessarily the case if one assumes only convergence of
vn and vλ for every starting state : in [53] an example is given where for some starting
state, and along any optimal trajectory,

− In the n stage game the payo� is 0 in the �rst half of the game, and 1 in the second
half.

− In the λ-discounted game, the payo� is 0 in the �rst quarter of the game, 1 in the
second quarter, and 0 again in the last half.

For two player games controlled by both players the result is no longer true, even if vλ
converges uniformly. See [SVV10] for an example with �nite action and countable state
spaces, and below for a �nite/compact absorbing game ; in both examples there is no
strong limit behavior for the accumulated payo�.

We can however prove some positive results in the class of absorbing games. First of
all,

Proposition 2.3.17 Let Γ be a �nite/absorbing game with4 a continuous payo� function.
Then l(t) = tv is a limit behavior when starting in the non absorbing starting, and there

exists γ ∈ [0,+∞] such that Q(t) = 1−(1−t)1+γ
1+γ

is a limit behaviour for the occupation time
in the non absorbing state when starting in this state.

4usually one only needs separately continuous functions in the �nite/compact setting but joint conti-
nuity seems crucial here
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Example 2.3.18 In the Big Match [38], γ = 1 hence Q(t) = t − t2

2
, meaning that at

relative time t, the probability 1 − Q′(t) that the game has already entered an absorbing
state is t.

The proof grounds on the following Lemma, proved in [19, 50] in the �nite/�nite setting
and extended in [SV17] to the �nite/compact setting. We use the notations of Section
2.1.2

Lemma 2.3.19 Let Γ be a �nite/compact absorbing game with a continuous payo� func-
tion. De�ne for any (x, x′, a, y, y′, b) ∈ ∆(I)2 ×R+ ×∆(J)2 ×R+,

A(x, x′, a, y, y′, b) =
g(x, y) + a p∗(x′, y)g∗(x′, y) + b p∗(x, y′)g∗(x, y′)

1 + a p∗(x′, y) + b p∗(x, y′)
. (2.3.7)

Then
1)

v = sup
(x,x′,a)∈∆(I)2×R+

inf
(y,y′,b)∈∆(J)2×R+

A(x, x′, a, y, y′, b) (2.3.8)

= inf
(y,y′,b)∈∆(J)2×R+

sup
(x,x′,a)∈∆(I)2×R+

A(x, x′, a, y, y′, b) (2.3.9)

2) Moreover, if (x, x′, a) is ε-optimal in the above sup inf formula, then for any λ small
enough the stationary strategy x̂λ := x+λax′

1+λa
is 2ε-optimal in Γλ.

Then one consider near optimal strategies of the form given by 2) to establish Propo-
sition 2.3.17. In the �nite case one can even prove

Proposition 2.3.20 In any �nite absorbing game, l(t) = tv is a strong limit behavior
for the payo� .

Sketch of the proof. Let xλ and yλ be familes of (to simplify) 0-optimal strategies,
with limit x and y. Consider p∗(xλ, yλ) the probability of absorption in each stage in
the λ-discounted game. If p∗(xλ, yλ) = o(λ) then absorption (almost) never happen in
the game ; if λ = o(p∗(xλ, yλ)) it occurs at time t = 0 as λ goes to 0. In both cases
the payo� is clearly constant along the play. Hence the only case to consider is when,
up to extraction, p∗(xλ, yλ) converges to some Cλ. If the absorbing payo� g∗(x, y) and
non absorbing payo� g(x, y) are equal at the limit, then clearly the payo� is constant so
assume for example that g∗(x, y) < v < g(x, y). Since p∗(xλ, yλ) tends to Cλ, for every
couple (i, j) of pure actions with p∗(i, j) > 0, at least one player plays i with probability
o(1). Assume for simplicity that it is always Player 1. Consider the following deviation :
Player 1 no longer plays these moves i and transfer their probabilities to some arbitrary
actions he plays with non vanishing probability. This deviation gives a payo� g(x, y) when
λ tends to 0, so by optimality of yλn we get g(x, y) ≤ v and a contradiction.

Interestingly this is no longer true in �nite/compact absorbing games.
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Example 2.3.21 We consider the following absorbing game with compact actions sets.
There are three states, two absorbing 0∗ and −1∗ , and the non absorbing state ω, in which
the payo� is 1 whatever the actions taken. The sets of action are I = J = {0}∪{1/n, n ∈
N∗} with the usual distance. The probabilities of absorption are given by :

ρ(0∗|x, y) =

{
0 if x = y
√
y if x 6= y

and

ρ(−1∗|x, y) =

{
y if x = y

0 if x 6= y

Then both functions ρ(0∗| · · · ) and ρ(−1∗| · · · ) are (jointly) continuous. It is easy to verify
that vλ = λ and that for any discount factor λ ∈]0, 1], the action 0 (resp. 1) is optimal
for Player 1 (resp. Player 2) in the λ-discounted game. This yields l(t) = 0 as a limit
behavior for the payo�. However, denoting [·] the integer part of a real, for any λ the
strategy 1

[1/λ]
is λ-optimal for Player 1 and

√
λ-optimal for Player 2 in the λ-discounted

game, and this couple of near optimal strategies yield another, non linear limit behavior
for the payo�: l(t) = t− t2. If the player follows these near optimal trajectories the payo�
is positive during the beginning of the game and negative at the end.

2.4 Comparison between vλ, vn, and general vθ

In this section we study the relation between values with di�erent families of evaluation
in two settings: continuous time and one player in the �rst subsection, and discrete two
player games in the second one.

2.4.1 Tauberian theorem in optimal control

This part presents a result from [OBV13]. We consider a deterministic dynamic program-
ming problem in continuous time, de�ned by a measurable set of states Ω, a subset T of
Borel-measurable functions from R+ to Ω, and a bounded Borel-measurable real-valued
function g de�ned on Ω. Without loss of generality we assume g : Ω→ [0, 1]. For a given
state x, de�ne Γ(x) := {X ∈ T , X(0) = x} the set of all feasible trajectories starting from
x. We assume Γ(x) to be non empty, for all x ∈ Ω. Furthermore, the correspondence Γ is
closed under concatenation: given a trajectory X ∈ Γ(x) with X(s) = y, and a trajectory
Y ∈ Γ(y), the concatenation of X and Y at time s is

X ◦s Y :=

{
X(t) if t ≤ s

Y (t− s) if t ≥ s
(2.4.1)

and we assume that X ◦s Y ∈ Γ(x).
We also assume that if X ∈ Γ(x), then for any t > 0, the trajectory s → X(t + s)

is in Γ(X(t)). That is, any trajectory obtained by cutting the beginning of a feasible
trajectory is also feasible.
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We are interested in the asymptotic behavior of the average and the discounted values.
It is useful to denote the average payo� of a play (or trajectory) X ∈ Γ(x) by:

γt(X) :=
1

t

∫ t

0

g(X(s))ds (2.4.2)

νλ(X) := λ

∫ +∞

0

E−λsg(X(s))ds . (2.4.3)

This is de�ned for t, λ ∈]0,+∞[. We de�ne5 the values as:

Vt(x) = sup
X∈Γ(x)

γt(X) (2.4.4)

Wλ(x) = sup
X∈Γ(x)

νλ(X) . (2.4.5)

We then prove

Proposition 2.4.1

(A) Wλ −→
λ→0

V, uniformly on Ω⇐⇒ (B) Vt −→
t→∞

V, uniformly on Ω . (2.4.6)

Notice that our model is a natural adaptation to the continuous-time framework of de-
terministic dynamic programming problems played in discrete time and this theorem is
an extension to the continuous-time framework of the main result of [53]. This result can
be applied to optimal control for a model that we describe now.

Consider some controlled dynamic over R+{
y′(s) = f(y(s), u(s))

y(0) = y0

(2.4.7)

where y is a function from R+ to Rn, y0 is a point in Rn, u is the control function which
belongs to U , the set of Lebesgue-measurable functions from R+ to a metric space U and
the function f : Rn×U → Rn satis�es the usual conditions, that is: Lipschitz with respect
to the state variable, continuous with respect to the control variable and bounded by a
linear function of the state variable, for any control u.

Together with the dynamic, an objective function g is given, interpreted as the cost
function which is to be minimized and assumed to be Borel-measurable from Rn × U to
[0, 1]. For each �nite horizon t ∈]0,+∞[, the average value of the optimal control problem
with horizon t is de�ned as

Vt(y0) = sup
u∈U

1

t

∫ t

0

g(y(s, u, y0), u(s))ds . (2.4.8)

One also de�nes, whenever the trajectories considered are in�nite, for any discount factor
λ > 0, the λ-discounted value of the optimal control problem, as

Wλ(y0) = sup
u∈U

λ

∫ +∞

0

E−λsg(y(s, u, y0), u(s))ds . (2.4.9)

5to be consistent with the rest of the memoir, and contrarily to what is customary in optimal control
and what we used in [OBV13], we consider maximization and not minimization problems.
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To apply Proposition 2.4.1 to optimal control let Ω̃ = Rd×U and for any (y0, u0) ∈ Ω̃,

de�ne Γ̃(y0, u0) = {(y(·), u(·)) |u ∈ U , u(0) = u0 and y is the solution of (2.4.7)}. Then

Ω̃, Γ̃ and g satisfy our assumptions. De�ning Ṽt and W̃λ as in (2.4.4) and (2.4.5) respec-
tively, since the solution of (2.4.7) does not depend on u(0) we get that

Ṽt(y0, u0) = Vt(y0)

W̃λ(y0, u0) = Wλ(y0) .

Proposition 2.4.1 applied to Ṽ and W̃ thus implies that Vt converges uniformly to a
function V in Ω if and only if Wλ converges uniformly to V in Ω.
Sketch of the proof of Proposition 2.4.1. Our proof follows the one in the discrete
time setting [53] and use heavily the fact that in this one player framework the limit of (the
�nite horizon or discounted) values is nonincreasing along any trajectory. Alternatively,
one can apply directly the result of [53] to discretizations of the continuous time problem.

Interestingly, as in the case for discrete time, the result no longer holds when con-
vergence is only pointwise, as we see in this adaptation in our framework of an example
in [72].

Example 2.4.2 We consider the following problem:

− The set of controls is [0, 1].

− The compact state space is Ω = {(x, y)|0 ≤ y ≤
√

2x ≤ 2
√

2}.

− The continuous cost g(x) is equal to -1 outside the segment [0.9,2.1], to 0 on [1,2],
and linear on the two remainings intervals.

− The dynamic is The dynamic is given by f(x, y, u) = (y, u) for x ∈ [0, 3], and
f(x, y, u) = ((4 − x)y, (4 − x)u) for 3 ≤ x ≤ 4. The inequality y(t)y′(t) ≤ x′(t) is
thus satis�ed on any trajectory, which implies that Ω is forward invariant under this
dynamic.

Then the functions Vt and Wλ converge pointwise on Ω to some Ṽ (·) and W̃ (·) respec-
tively, and Ṽ (0, 0) 6= W̃ (0, 0).

We point out that our result has been extended very recently for the two player case
in continuous time: for di�erential games [42] and in a more general framework [43].

2.4.2 Comparison between some family of values in zero-sum

stochastic games

We �rst consider the link between vn and vλ in two person zero sum stochastic games.
In [Vig13] we prove in the compact/compact setting6:

6in [Vig13] we considered only a �nite set of states, but the proof is exactly the same in the compact
case
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Proposition 2.4.3 Assume that for every ω, vλ(ω) is continuously di�erentiable, and
that its derivative satis�es ‖v′λ(ω)‖ = o

(
1
λ

)
, uniformly on ω. Denote wn = vλ for λ = 1

n
,

then ‖wn − vn‖ goes to 0 as λ goes to 0, and in particular vλ and vn have the same
accumulation points (for the uniform norm).

Proof. By assumptions and the mean value theorem,

sup
µ∈[ 1

n
, 1
n−1

]

‖wn − vµ‖∞ = o(
1

n
).

Hence vλ and wn have the same accumulation points.
By a argument due to Neyman(Theorem 4 in [64]),

‖wn − vn‖∞ ≤
1

n

n−1∑
i=1

i‖wi+1 − wi‖∞.

So we only need to observe that, by the mean value theorem,

i‖wi+1 − wi‖∞ = i‖v 1
i+1
− v 1

i
‖∞

≤ 1

i+ 1
sup

λ∈[1/i,1/i+1]

∥∥∥∥dvλ
dλ

∥∥∥∥
∞

= o(1).

A Tauberian theorem was proven recently in [98] in the same compact/compact set-
ting ; observe that it does not imply nor his implied by Proposition 2.4.3, as there are
converging vλ such that ‖v′λ(ω)‖ 6= o

(
1
λ

)
and vice-versa. Very recently [43] presented an

argument that works under an assumption which holds when vλ converges as well as when
‖v′λ(ω)‖ = o

(
1
λ

)
.

We now turns to the link between di�erent evaluations vθ and the family vλ. Following
[Vig10], we prove that some evaluations vθ are close to lim vλ by looking at auxiliary
equations in continuous time.

Let λ : R→]0, 1] be a continuous function and consider the evolution equation:

u(t) + u′(t) = Φ(λ(t), u(t)) with u(0) = u0 (2.4.10)

where Φ is the operator de�ned by equation (1.1.2). When λ is a constant λ, this is a
continuous analogue to (1.1.7) and it is easy to show that u(t) tends to vλ as t goes to
in�nity. We are interested in the asymptotic behavior of u when λ is a parametrization
converging slowly to 0, in the spirit of [3]. Intuitively, if λ varies slowly enough then it
is almost constant on large intervals of time so u should approximate successively the
di�erent values vλ and thus share their asymptotic behavior.

Assume from now7 on that Ψ satis�es hypothesis (H) (see (2.3.6)) with k(a) = a and
`(a) = C + a, that is

‖Φ(λ, f)− Φ(µ, f)‖ ≤ |λ− µ|(C + ‖f‖) ∀f ∈ F ∀(λ, µ) ∈]0, 1]2.

7We refer the interested reader to Remark 4.15 in [Vig10] for the same type of results using weaker
assumptions
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For Shapley operators, this is true as soon as the payo� function is bounded and thus
holds in all frameworks we consider. Then, using Gronwall-type inequalities and the fact
that Φ(α, ·) is 1− α contracting, one gets

Proposition 2.4.4 Let λ be a C1 function from [0,+∞[ to ]0, 1] and let L : R+ → R be

de�ned by L(t) = e
∫ t
0

[
|λ′(s)|
λ(s)

−λ(s)
]
ds
. Then the corresponding solution u of (2.4.10) satis�es:

‖u(t)− vλ(t)‖ ≤
L(t)

λ(t)

[
‖u′(0)‖+ (C + C ′)

∫ t

0

|λ′(s)|
L(s)

ds

]
.

where C is the constant in condition (H) and C ′ = sup
λ∈]0,1]

‖vλ‖.

In particular, as was intuited,

Corollary 2.4.5 Let λ be a C1 function from [0,+∞[ to ]0, 1], such that λ′(t)
λ2(t)

converges

to 0 as t goes to +∞, and let u be the corresponding solution of equation (2.4.10). Then
‖u(t)− vλ(t)‖ goes to 0 as t goes to +∞.

One can now consider the same kind of questions in discrete time. For any sequence
(λn)n∈N in ]0, 1], de�ne the discrete counterpart of equation (2.4.10) :

wn = Φ(λn, wn−1) with w(0) = w0 (2.4.11)

Remark that when Ψ is the Shapley operator of a game, wn is the value of a game
with time evaluation θ such that

θi =


λn+1−i

∏n
j=n+2−i(1− λj) if 1 ≤ i ≤ n− 1

1−
∑n−1

j=1 θj if i = n

0 if i > n

Then one obtains the discrete version of Corollary 2.4.5 :

Proposition 2.4.6 Let λn be a sequence in ]0, 1]. Assume that both λn and 1
λn
− 1

λn+1

tend to 0 as n goes to +∞. Then the solution (wn)n∈N of (2.4.11) satis�es

‖vλn − wn‖ → 0

as n goes to +∞.

Sketch of the proof. The sequence γn = 1
λn

tends to +∞ and satis�es γn− γn−1 → 0
as n goes to +∞. This implies the existence of an interpolation function γ : R→ R which
is C2 and such that for all n in N, γ(n) = γn , lim+∞ γ(t) = +∞ and lim+∞ γ

′(t) = 0.
The function λ := 1

γ
thus satis�es λ(n) = λn and all the hypotheses of Corollary 2.4.5.

Let us denote by u the corresponding solution of equation (2.4.10). By Corollary 2.4.5
it is thus enough to show that ‖wn − u(n)‖ → 0 as n goes to +∞ and it can be done
using the fact that the Φ(α, ·) are contracting.

Observe that this theorem is not a Tauberian theorem : it holds whether vλ converges
or not. And it implies in particular

Corollary 2.4.7 vλ converges as λ goes to 0 if and only if there exists a sequence λn
satisfying the hypothesis of Proposition 2.4.6 such that the corresponding sequence wn
de�ned by (2.4.11) converges.
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2.5 Perspectives

In this section we brie�y give some possible directions for future research on zero-sum
repeated games.

Concerning de�nable games, our results in 2.1.1 do not answer the question of con-
vergence in general. As Example 2.1.3 shows, there are semi algebraic games in which
neither the Shapley operator nor the value function are semi algebraic. It is still possible
however that semi algebraic games have a globally subanalytic Shapley operator, or more
generally that any game de�nable in some o-minimal structure has a Shapley operator
de�nable in some extension of this structure, in the spirit of [84]. Another possibility
would be that the semi algebraic structure is simply not large enough, but that Shapley
operators of games de�nable on more complex structures ( as the globally subanalytic one
for example) are de�nable in this same structure.

Outside of de�nable games, an interesting class of games is the following : games in
the �nite/compact setting such that there exists an ε > 0 such that for any pure strategies
i and j and any ω 6= ω′, either ρ(ω′|i, j, ω) = 0 or ρ(ω′|i, j, ω) ≥ ε. This class contains in
particular �nite games and ergodic games (games in which ρ(ω′|i, j, ω) > 0 for all i j and
ω 6= ω′), both known to have an asymptotic value but for very di�erent reasons.

Another line of research is understanding better the frontier separating games with
good asymptotic behavior (i.e. convergence of values) and counterexamples. A natural
idea is to try to "regularize" irregular games. We give two examples. First of all, for
any game Γ say in the �nite/compact framework, and any ε > 0, one can associate the
game Γε in which the transition ρ of Γ has been replaced by (1 − ε)ρ + εu, where u is
the uniform law on ∆(Ω). Since Γε is ergodic, it admits an asymptotic value vε ; does vε

converge as ε goes to 0 ? More generally, one can be said of vελ when both λ and ε tends
to 0 ? A second example concerns �nite stochastic games with observation of the moves
and public signals on the state. When the state is observed at each stage these games
have an asymptotic value ; when the state is never observed Ziliotto [97] constructed a
game without asymptotic value. For any α ∈]0, 1[, consider the game where the state is
publicly observed with probability α at each stage and note vα its asymptotic value, what
can be said of vα when α goes to 0 ? Of vαλ when both α and λ go to 0 ?

A similar "double limit" type of problems appeared in Section 2.3.1 when we studied
vhλ. However, as we explained in Remark 2.3.8 , the answer is simple in the context
of stochastic games. The same question can be posed for stochastic games with public
signals and the answer seems more di�cult as our results of Section 2.3.1 do not apply.
Indeed, for games with no observation of the state the asymptotic behavior of the values
may depend on the stage duration, even for one player games. As an example consider a
MDP with no observation of the state, with two non absorbing state {ω0, ω1}, each with
payo� 0, and 2 actions. Action "Change" moves the state from ω0 to ω1 and vice versa ;
action "Quit" absorbs with payo� −1 if the state is ω0 and with payo� 1 if the state is
ω1. The starting state is ω0. Then it is clear that in this game the optimal play is to play
Change then Quit, for an asymptotic payo� of 1. In the same game with varying stage
duration, as soon as all stage durations are less than 1

2
the player will at each stage be in

state ω0 with a larger probability than in state ω1, hence the optimal play is to always
play Change for an asymptotic value of 0. This gives an other possible regularization of
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games with signals for which vλ does not converge: to consider the asymptotic behavior
of vhλ as both λ and h tends to 0.

Concerning Section 2.3.2, an interesting question concerns the behavior of near optimal
strategies in games with incomplete information. In games with lack of information of one
side, there are [4] ε-optimal strategies of the following form: the informed player reveals
some information in the �rst stage, and then never reveal anything else. Hence, if one looks
at the trajectory of the beliefs on the time interval [0, 1], there is a discontinuity at time 0
and then nothing happens. What can be said for games with incomplete information on
both sides ? Are there games in which, under optimal play, the information is gradually
revealed on the time interval [0, 1] ? What can be said in general on the information
revealed say on the time interval [0, 1/2], compared to the information revealed along the
whole interval [0, 1] ?
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Chapter 3

Structure of the sets of equilibria and

equilibrium payo�s of �nite N person

games

In �nite bimatrix games, the structure of the set of Nash equilibria is relatively well
understood: this is a �nite union of convex polytopes [41]. Moreover, the possible sets of
Nash equilibrium payo�s have been characterized in [52]:

Proposition 3.0.1 A nonempty subset E of R2 is the set of Nash equilibrium payo�s of
a bimatrix game if and only if it is of the form E = ∪1≤i≤m[ai, bi]× [ci, di], where m ∈ N
and ai, bi, ci, di ∈ R, with ai ≤ bi, ci ≤ di.

For �nite games with three players or more, the picture is much less clear. It is easily
seen that a set of Nash equilibrium or Nash equilibrium payo�s is compact ; by Nash's
theorem they are nonempty, and it is well known (see Proposition 1.2.6) that they are
semi algebraic. However, which semi-algebraic sets can be represented as sets of Nash
equilibria or of Nash equilibrium payo�s is not immediate. Let us mention a few results.
Bubelis [18] shows that for any algebraic number z, there is a 3 player game with integer
pure payo�s and a unique equilibrium in which the �rst player gets a payo� of z. He also
provides a construction relating the set of equilibrium of an N -player game to the set of
equilibrium strategies of the �rst player in a 3 player game. Datta [24] showed that any
real algebraic variety is isomorphic to the set of completely mixed Nash equilibria of a
3-player game, and also to the set of completely mixed equilibria of an N -player game
in which each player has two strategies. More recently, Balkenborg and Vermeulen [6]
showed that any nonempty connected compact semi-algebraic set is homeomorphic to a
connected component of the set of Nash equilibria of a �nite game in which each player
has only two strategies, all players have the same payo�s, and pure strategy payo�s are
either 0 or 1. These results show that, modulo isomorphisms or homeomorphisms, and a
focus on completely mixed equilibria or connected components of equilibria, all algebraic
or nonempty compact semi-algebraic sets may be encoded as sets of Nash equilibria.

In this chapter we prove results in this direction. In the �rst section, following [VV16],
we prove that for any nonempty compact semi algebraic set E in a product of simplices,
there exists a �nite game with N > n players, each having only two pure strategies, such

59



that E is precisely the projection of the set of Nash equilibria of this game on its �rst
coordinates (those corresponding to the strategies of the �rst n players). This result was
independently obtained by Levy [54]. This implies a similar result on equilibrium payo�s,
as opposed to equilibria: for any nonempty compact semi-algebraic set E in Rn, there
exists a �nite game with N > n players, each having only two pure strategies, such that E
is precisely the set of Nash equilibrium payo�s of the �rst n players; that is, the projection
of the set of Nash equilibrium payo�s on its �rst n coordinates. We also prove the same
kind of results with the additional assumption that the set E is de�ned by polynomial
with integer coe�cients and the additional requirement that our games are with integer
payo�s.

In the second section we prove the same kind of results but instead of projecting the
set of equilibria of a game on some subset of players, we project it some subset of actions.
For example, a �rst result states that any nonempty compact semi algebraic E ⊂ RN ,
N ≥ 3, is the projection of the set of equilibria of an N player game on the set giving the
probability that each player plays his �rst strategy. An easy consequence is that any such
set is the set of equilibrium payo�s of some N player game, giving a full characterization of
the sets of Nash equilibria of �nite games. As in the previous section, one can additionally
require that the game has integer payo�s, provided that the semi algebraic set is de�ned
by polynomials with integer coe�cients.

The proofs of the results of the �rst two sections are fully elementary. To be more
precise, given a set and certi�cates of semi-algebraicity, boundedness, closedness and
nonemptiness, we do not use any results from real algebraic geometry. Moreover, all proofs
are fully constructive and the size of the constructed game is polynomial in the size of
the semi-algebraic set. Hence this has implications on the complexity and computability
of some problems involving Nash equilibria, that we will explain in the last section.

3.1 Projection on players

This section is based on [VV16]. For any k, denote ∆k the simplex of dimension k, that
is the set of probabilities on k elements.

Proposition 3.1.1 Let N ≥ 1 and ki ≥ 2 be integers, and n′ =
∑n

i=1 ki. If F be a
nonempty compact semi-algebraic subset of

∏n
i=1 ∆ki ⊂ Rn′, then there exists an N-player

game( with N > n), in which every player except the �rst n ones has only two actions, and
such that the projection of its set of Nash equilibria on the �rst n′ coordinates (those of
the �rst n players) is equal to F . Moreover, if F is expressed as unions and intersections
of A sets of the form {x, P (x) ≤ 0}, where the P are polynomials of degree at most d in
each variable, then N ≤ n+ 1 + A+ 2n′(1 + ln2(d)).

Sketch of the proof. Assume for simplicity that ki = 2 for all i and that A = 1, that is
F = {P (x1, · · · , xn) ≤ 0} where we identi�ed ∆2 with [0, 1] and xi is the probability that
Player i plays his �rst action. Each player will be denoted by an upper case letter (X i for
the �rst n ones), and the probability that he plays his �rst action by the corresponding
lower case letter. All players will have only two actions, Top and Bottom. The key
element of the proof is the following. For any parameter x ∈ [0, 1], consider a game in
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which two speci�c players get the following payo�s if they play Top or Bottom

Player Xα
T x
B xβ

Player Xβ
T xα
B x

(3.1.1)

meaning that the payo�s of players Xα and Xβ are respectively xαx + (1 − xα)xβ and
xβxα + (1 − xβ)x (recall that xα is the probability that Xα plays Top, and similarly for
xβ). Then in any equilibrium, if xα > x then Player Xβ plays Top, hence xβ = 1 > x,
hence Player 1 plays Bottom and xα = 0, a contradiction. A dual reasonning ensures
that xα = x in any equilibrium. If we do this with x = xγ (the probability that another
player plays his �rst action), we see that in any equilibrium xα = xγ. If one does the same
construction with two other players, with x = xαxγ (which is a�ne in xα and xγ), one sees
that at equilibrium some player will play Top with probability xαxγ = (xα)2. Continuing
this way one can ensure that some players play Top with probabilities xa11 · · ·xann for every
ai less than d. This allows us to construct the payo� function of the action Top of some
player U in such a way that in any equilibrium U gets P (x1, · · · , xn) by playing Top. Let
action Bottom give U a payo� of 0, then in any equilibrium in which U plays Bottom,
P (x1, · · · , xn) ≤ 0 hence (x1, · · · , xn) ∈ F . One now construct the payo� of the original
n players (whose payo� was not yet speci�ed) in such a way that:

− When Player U plays Bottom, they are indi�erent. This will ensure that for any
e ∈ F , there is an equilibrium in which U plays Bottom and the �rst n players play
Top with probability (e1, · · · , en).

− When Player U plays Top with positive probability, the �rst n players have to play
Top with probability (z1, · · · , zn), where z is some �xed element of F (this is were
the nonemptiness is used).

Remark 3.1.2 The number N given by the proposition is near optimal as one can proves
that it is impossible to do better than n′ ln2(d)

ln2(n′ ln2(d))
.

A byproduct of the proof of Proposition 3.1.1 is:

Proposition 3.1.3 If F is a nonempty compact semi-algebraic subset of Rn, then there
exists an N-player binary game (with N > n) such that the projection of its set of Nash
equilibrium payo�s on the �rst n coordinates is F .

In fact, with a more complex construction one proves:

Proposition 3.1.4 In both theorem above, if F is de�ned by inequalities involving poly-
nomials with coe�cients in Z, then the binary game can be constructed with pure payo�s
in Z as well.
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3.2 Projection on actions

This section is based on [Vig17]. Instead on projecting the set of equilibrium of a game
on the strategies of some players, we now project it on some actions of all players. We
now denote with uppercase letters the actions of the players, and with the corresponding
lower case letters the probability that they are played.

We �rst present a result when the projection is on the �rst action of each player.

Proposition 3.2.1 Let N ≥ 3, and F ⊂ [0, 1[N be a nonempty closed semi algebraic
set. Then there exists an N-player �nite game Γ, and a particular pure action pro�le
X∗ = (X1

∗ , · · · , XN
∗ ) such that

a) ProjX∗(NE(Γ)) = F

b) NEP(Γ) = {0}.

where NE and NEP denote the set of Nash equilibria and Nash equilibrium payo�s re-
spectively. Before sketching the proof of this result, note that this proposition has an
obvious bene�t: since it does not add any player, the dimension of the set F is the same
as the dimension of the game payo�s. This allows up to deduce rather easily the following
result, much stronger than Proposition 3.1.3 of the previous section:

Theorem 3.2.2 Let N ≥ 3 be an integer. A set F ⊂ RN is the set of equilibrium payo�s
of some �nite N-player game if and only if F is nonempty, compact, and semi algebraic.

Proof of Theorem 3.2.2. Let F be a nonempty, compact, and semi algebraic subset
of RN , and �rst assume that F ⊂ [0, 1[N . Let Γ be a �nite game given by the conclusion
of Proposition 3.2.1. Let Γ′ be de�ned from Γ by adding 1 to the payo� of each player i
i� player i− 1 plays X i−1

∗ . The games Γ and Γ′ are strategically equivalent thus have the
same set of equilibria. Because of properties a) and b), the set of equilibrium payo�s of Γ
is {(eN , e1, · · · , eN−1)|(e1, · · · , eN) ∈ F}. By relabeling the players one get a game Γ′′, in
which Player i plays the role of Player i+ 1 in Γ′, whose set of equilibrium payo�s is F .

If F is not a subset of [0, 1[N , F being bounded one can choose α ∈ R and β > 0
such that F ′ := α+ βF is in [0, 1[N . By the previous argument, there is a �nite game Γ′′

whose set of equilibrium payo�s is F ′. Then Γ′′′ := 1
β
Γ′′ − α

β
is strategically equivalent to

Γ′′, and thus its set of equilibrium payo�s is F .

There is a drawback however. In the previous section we dealed with binary players,
which meant that they were either playing pure or completely mixed. Now each player
will have many actions and thus many possible supports, which makes the construction
substantially more di�cult.
Sketch of the proof of Proposition 3.2.1. We asume for simplicity that N = 3.
The basic idea is that if some action X i of player i is played in some equilibrium σ
while another action Y i is not, then gi(X i, σ−i) ≥ gi(Y i, σ−i), which gives an inequality
satis�ed by the probabilities of actions of other players in this equilibrium. For example if
g1(X1, σ−1) = 0 (meaning that Player 1 gets 0 when he plays X1 whatever the two other
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players do), and g1(Y 1, σ−1) = x2
1 − x3

1 (meaning that when he plays Y 1 Player 1 gets 0,
except if Player 2 plays X2

1 and Player 3 doesn't play X3
1 in which case he gets 1, or if

Player 3 plays X3
1 and Player 2 does not play X2

1 in which case he gets -1), then if at an
equilibrium X1 is played and not Y 1 then x2

1 ≤ x3
1.

Asume for a moment that we can guarrantee that all equilibria have some �xed sup-
port, and that each action in this support gives a payo� of zero whatever the actions of
the other players. Then clearly part b) of the proposition would be satis�ed. Also by the
argument of the previous paragraph we would have a family of inequalities (and thus also
equalities) involving the probabilities of all actions at equilibrium, for example x2

1 = x3
1.

Since there are three players it is possible to have an unplayed action of player 1 with
payo� x2

1x
3
1 equals to (x2

1)2 at equilibrium, and hence to enforce at equilibrium equalities
like x2

2 = (x2
1)2. Hence we could ensure that some probabilities are polynomials in other

ones, and, again using inequalities, that these polynomials take nonpositive values and
hence that the desired tuple of probabilities is in a prescribed semi algebraic set F . This
is in the same spirit that what was done by Datta [24] when studying the links between
algebraic sets and completely mixed (that is, with �xed full support) equilibria.

The problem is that one cannot hope that this works so easily. It won't work for
empty semi algebraic sets (since any �nite game has a Nash equilibrium, a key di�erence
with completely mixed ones), and empty semi algebraic sets look like1 nonempty ones
! So there will be other equilibria to deal with. Since the number of actions used in
the previous paragraph to construct various inequalities may be large (depending of the
degrees of the polynomials in the de�nition of F ), there could be also a large number of
other equilibria, and ensuring that each of them projects in F may be di�cult.

To avoid this we construct the game such that, in addition to the previous �adapted�
equilibria with �xed support constructed in a �rst step, there is only one other �inadapted�
equilibrium. Basically, we do this by giving large payo�s, outside of adapted equilibria,
only to two speci�c actions of each player: the one on which we project2 and another
one. We also de�ne the payo�s of these two speci�c actions for each player so that each
player wants to play the �rst one only if the next player plays the second one with large
probability. By a circular argument since N = 3 is odd there will then be only one
inadapted equilibrium. By constructing the payo�s of the two speci�c actions according
to the coordinates of some given element ẑ of the nonempty F , one ensures that in this
inadapted equilibrium the desired tuple of probabilities equals ẑ ∈ F . Some other small
tricks are needed to ensure part b) of the proposition.

Remark 3.2.3 By doing the construction carefully, one ensures that the game has a num-
ber of actions per player independent on N and polynomial in the number and maximum
degree of polynomials involved in the de�nition of F .

One can generalize Proposition 3.2.1 in two directions. The �rst one is to consider
Z-semi algebraic sets, that is semi algebraic sets for which all polynomials involved in the
de�nition are with integer coe�cients. Then

1meaning that it is computationaly hard [7] to decide if a semi algebraic set is empty or not just
looking at the polynomials involved in its de�nition

2in the �rst step this action had a payo� of 0, so a di�culty is to not disrupt the construction of the
�rst step by modifying this payo�
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Proposition 3.2.4 Let N ≥ 3, and F ⊂ [0, 1[N be a nonempty closed Z-semi algebraic
set. Then there exists an N-player �nite game Γ with pure payo�s in Z, and a particular
pure action pro�le X∗ = (X1

∗ , · · · , XN
∗ ) such that

a) ProjX∗(NE(Γ)) = F

b) NEP(Γ) = {0}.

In particular, reasoning as for Theorem 3.2.2 this proves

Theorem 3.2.5 Let N ≥ 3 be an integer. A set F ⊂ RN is the set of equilibrium payo�s
of some �nite N-player game with integer pure payo�s if and only if F is nonempty,
compact, and Z-semi algebraic.

Remark that in the particular case where F is a singleton, this implies that for N ≥ 3
every N -uple (z1, · · · , zn) of algebraic numbers in [0, 1[ (resp. of algebraic numbers) there
exists a game with integer pure payo�s and with a unique equilibrium in which each player
i plays his �rst strategy with probability zi (resp. in which each player i gets a payo� of
zi). This generalizes a result of Bubelis [18] that shows that for every algebraic z1 ∈ [0, 1[
there is a 3 player game with integer pure payo�s and with a unique equilibrium in which
player 1 gets a payo� of z1.

The second direction in which we generalize is projecting on several actions of each
player instead on just the �rst one.

De�nition 3.2.6 Let N ∈ N∗ and (T1, · · · , TN) ∈ (N∗)N . Let F ⊂ RT1+···+TN and
denote the coordinates of any element z ∈ F as zi,t for i = 1 to N and t = 1 to Ti. F is
(T1, · · · , TN)-admissible if the following properties are satis�ed for all z ∈ F :

− zi,t ≥ 0 for all i and t

− for all i,
∑Ti

t=1 zi,t ≤ 1.

F is strongly (T1, · · · , TN)-admissible if the second property is replaced for all z ∈ F by

− for all i,
∑Ti

t=1 zi,t < 1.

We now generalize Proposition 3.2.1 to projection of the set of Nash equilibria on the
Ti �rst actions of each player i. Clearly such a projection is always nonempty, closed,
semialgebraic and (T1, · · · , TN)-admissible. We now prove a reciprocal:

Proposition 3.2.7 Let N ≥ 3 and (T1, · · · , TN) ∈ (N∗)N . Let F ⊂ RT1+···+TN be a
nonempty closed semi algebraic set and assume it is strongly (T1, · · · , TN)-admissible.
Then there exists an N-player game Γ, and Ti special actions X

i
∗,1, · · · , X i

∗,Ti for each
player i, such that

a) Proj{Xi
∗,t}(NE(Γ)) = F

b) NEP(Γ) = {0}.
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3.3 Applications

We now apply the construction of the previous section. Firstly, it implies that certain
problems on equilibrium are computationally hard, since they are at least as hard as some
problems on semi-algebraic sets. Recall that for 2 player games many problems involving
equilibrium sets are already known to be NP -Hard [35]. We prove that for three players
the problems are at least as hard as deciding whether or not a compact Z-semi algebraic
set is empty ; the complexity of this problem being known to lie somewhere between NP
and PSPACE [82].

Proposition 3.3.1 The problem of deciding whether or not a compact Z-semi algebraic
set is empty can be reduced in polynomial time to any of these problems:

a) Given a 3-player game with integer pure payo�s, to determine if there is more than
one equilibrium.

b) Given a 3-player game with integer pure payo�s� to determine if there is an in�nite
number of equilibria.

c) Given a 3-player game with integer pure payo�s, to determine if the number of mixed
equilibria is not odd (meaning either even of in�nite).

d) For some �xed nonempty Z-semi algebraic set E strictly included in R3 , and given
a 3-player game with integer pure payo�s, to determine whether there is one equi-
librium payo� in E.

e) In particular, given a 3-player game with integer pure payo�s, to determine whether
there is one equilibrium with positive (or negative, or 0) payo� for one (or several)
players.

Sketch of proof. We prove d) : let E be such a set and assume we have an algorithm
to determine whether a game has one equilibrium payo� in E. Let e ∈ E and e′ /∈ E.
For a given compact and closed semi-algebraic set F ∈ RN , consider the set ({e} × F ) ∪
({e′}×{0}N) ⊂ RN+3. It is compact nonempty and semi algebraic, up to some rescalling
one can write it as a strongly admissible (T1, T2, T3) subset for some T1 +T2 +T3 = N + 3.
By Proposition 3.2.7 one can construct in polynomial time a game Γ such that this set is
the projection on some actions of the 3 players of the set of equilibria of Γ. In particular
the projection of the set of equilibria of Γ on the �rst action of all players is, up to some
rescaling, {e, e′} if F is nonempty and {e′} if F is empty. Reasoning as in the proof of
Theorem 3.2.1 one gets a game Γ′ such that it has an equilibrium payo� in E if and
only if F is nonempty. Hence one can decide whether or not F is empty by running the
algorithm to decide if there is an equilibrium payo� of Γ′ in E.

Also for 3 players the results ofNP -hardness holds even if the pure payo� are restricted
to be in some �xed set, for example

Proposition 3.3.2 3− SAT can be reduced in polynomial time to any of these problems
(that are thus NP -Hard).
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− Given a 3-player game with pure payo�s in {−1, 0, 1}, to determine if there is more
than one equilibrium.

− Given a 3-player game with pure payo�s in {−1, 0, 1}, to determine if there is an
in�nite number of equilibria.

− Given a 3-player game with pure payo�s in {−1, 0, 1}, to determine if the number
of mixed equilibria is not odd (meaning either even of in�nite).

− Given a 3-player game with pure payo�s in {−1, 0, 1}, to determine if there is an
equilibrium in which the �rst player plays is �rst action with positive probability.

− Given a 3-player game with pure payo�s in {−1, 0, 1}, to determine if there is an
equilibrium in which the �rst player plays is �rst action with probability 1

2
.

Another kind of application concerns the computability of some problems involving
Nash equilibrium. Recall that is was proved by Matiyasevich [58], based on previous
works by Davis, Putnam and Robinson [25, 26, 77] (see also [27] for a very interesting
survey) that Hilbert tenth problem (on N∗) is undecidable, that is

Theorem 3.3.3 There is no algorithm that decide whether a given polynomial in k vari-
ables with integer coe�cients has a zero in (N∗)n. The results holds even if one only
considers polynomials with a �xed number n of variables and with a �xed degree, provided
they both are larger that some explicit constants.

Denote by 1
N∗\{1} the set

{
1
n
, n ∈ N∗ \ {1}

}
.

Proposition 3.3.4 There exists no algorithm which solve the following decision problems,
given a �nite game with integer payo�s:

a) Is there an equilibrium in which all players play there �rst action with a probability
in 1

N∗\{1} ?

b) Is there an equilibrium in which the payo� of all players is in 1
N∗\{1} ?

This is true even for a �xed number of players and actions, provided they are larger than
some computable constants.

Proof. Let P ∈ Z[z1, · · · , zN ] be a polynomial in N variables with integer coe�cients
and degree at most d in each variable. The function

(z1, · · · , zN) −→ zd1 · · · zdNP
(

1− z1

z1

, · · · , 1− zN
zN

)
can be continuously extended to a polynomial Q in Z[z1, · · · , zN ] with degree at most d
in each variable. Since z → 1−z

z
is a bijection mapping 1

N∗\{1} onto N
∗, Q has a zero in(

1
N∗\{1}

)N
if and only if P has a zero in (N∗)N .
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Let ẑ =
(

2
5
, · · · , 2

5

)
and

F = ({z, P (z) = 0} ∪ {ẑ}) ∩
[
0,

1

2

]N
.

F ⊂ [0, 1[N is nonempty, closed and Z-semi algebraic, and ẑ ∈ QN
⋂
F . Also, F ∩(

1
N∗\{1}

)N
= ∅ if and only if P has no zero in (N∗)N . By Proposition 3.2.4 and Theorem

3.2.5, one can explicitely construct two games Γ1 and Γ2 with integer coe�cients such
that ProjX∗(NE(Γ1)) = F , and NEP(Γ2) = F . Hence if an algorithm existed to answer
a) or b), then one would be able to solve Hilbert's tenth problem, which is impossible by
Theorem 3.3.3.

It is easy to see that Theorem 3.3.3 still holds if one replace N∗ by N or Z. If one
replace it by Q however, the so-called Hilbert tenth problem on Q is one of the biggest
open problems in the area of undecidability in number theory [30]. By a similar reasoning
than for the previous proposition, one proves that this problem is equivalent to some
natural problems concerning games with pure integer payo�s:

Proposition 3.3.5 The following problems are either all decidable or all undecidable:

a) Hilbert's tenth problem on Q: deciding, for every N and every polynomial with
integer coe�cients and N variables, whether P has a zero in QN .

b) Deciding if a �nite game with integer pure payo�s has an equilibrium in which for
each player, his �rst action is played with probability in Q∗.

c) Deciding if a �nite game with integer pure payo�s has an equilibrium in which all
players get a payo� in Q∗.

3.4 Perspectives

In this section we brie�y gives some possible directions for future research on this topic.
A �rst line of research is to better understand not only the sets of Nash equilibria but

also the sets of corollated equilibria of �nite games. In [52], the authors shows that for a
couple (A,B) ∈ (R2)2 , there exists a 2 Player game such A is its set of equilibrium payo�s
and B is its set of corollated equilibrium payo�s i� A is of the form given in Proposition
3.0.1 and B is a polytope containing the convex hull of A. What can be said for N ≥ 3
players ? Note that a key ingredient of the proof in [52] is that given a game, one can
perturb it to add some extreme points to its set of corollated equilibrium payo�s, without
changing its set of equilibrium payo�s. Hence it is enough to prove the result when B is
the convex hull of A. This idea cannot work directly for N ≥ 3, are there are sets of Nash
equilibrium payo�s whose convex hull is not a polytope.

Another possibility is to study sets of equilibria or equilibrium payo�s of games with
dynamic structures. A �rst simple framework would be �nite games in extensive form
with perfect information: what can be said of their sets of (subgame-perfect) equilibrium
payo�s ?
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Another problem would be the characterization of the functions λ → vλ (or of the
functions λ→ vλ(ω) for a �xed starting state ω) that are value functions of some 2 player
zero-sum game (in either the �nite or �nite/compact framework). Note that even for �nite
MDPs a characterization was only found very recently [51]. Also remark that Proposition
2.2.2 gives a partial answer in the case of �nite/compact games with four states, and that
corollaries 2.1.17 and 2.1.28 give informations on the set of accumulation points of vλ. In
particular together with the examples of Section 2.2 they imply that V ⊂ R4 is the set
of accumulation points of a �nite/compact zero-sum stochastic games with four states
i� there exists a ≤ b ≤ c ≤ d such that, up to some permutation of the coordinates,
V = {a} × {(x, x), x ∈ [b, c]} × {d}.

Finally one can investigate the structure of parametrized games. For example, given
a N -player one shot game Γ, and a ∈ RN , denote Γ(a) the game Γ in which the payo� if
everybody plays his �rst action has been replaced by the vector a, and fΓ the correspon-
dence a → NEP(Γ(a)). Which correspondences from RN to itself can be represented as
fΓ for some Γ ? Some results in that direction were obtained in [54]. Understanding this
would probably give us insights on the dynamics of N -players absorbing games.
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Chapter 4

A minmax theorem

This very short part is based on [PV15]. We prove a minmax theorem with assumptions
on the domains of a concave-convex mapping but, surprisingly, no assumption on its
regularity.

Proposition 4.0.1 Let X and Y be two nonempty convex sets and f : X × Y → R be
a concave-convex mapping, i.e., f(·, y) is concave and f(x, ·) is convex for every x ∈ X
and y ∈ Y . Assume that

− X is �nite dimensional,

− X is bounded,

− f(x, ·) is lower bounded for some x in the relative interior of X.

Then the zero-sum game on X × Y with payo� f has a value, i.e.,

sup
x∈X

inf
y∈Y

f(x, y) = inf
y∈Y

sup
x∈X

f(x, y).

Sketch of the proof. Assume for simplicity that X = [−1, 1] and 0 ≤ f ≤ 1. De�ne,
for every ε > 0, the set Xε = [−(1− ε), 1− ε]. Since f(·, y) is concave, it is continuous on
Xε and thus usual minmax theorems apply [32], i.e.

sup
x∈X

inf
y∈Y

f(x, y) ≥ sup
x∈Xε

inf
y∈Y

f(x, y) = inf
y∈Y

sup
x∈Xε

f(x, y).

The concavity of f with respect to its �rst variable implies, for every y and every
x > 1− ε,

f(x, y)− f(0, y)

x
≤ f(1− ε, y)− f(0, y)

1− ε
.

Since f takes value in [0, 1] we get

f(x, y) ≤ xf(1− ε, y)− (x− (1− ε))f(0, y)

1− ε
≤ f(1− ε, y)

1− ε
≤ f(1− ε, y) +

ε

1− ε
.
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hence if x > 1 − ε is a best reply to y then 1 − ε in Xε is an
ε

1−ε best reply. Similarly if
x < −(1− ε) is a best reply to y then −(1− ε) in Xε is an

ε
1−ε best reply, which gives the

result.

The three hypotheses are needed as we give three examples, in each of which two
hypotheses are satis�ed yet the minmax di�er from the maxmin.
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